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1 Introduction

In this thesis we deal with four topics of graph partitionings and colorings, and hence our results can be
divided into the following four parts: Chapter 3 deals with partitioning graphs of supply and demand; Chapter
4 focuses on uniform partitions of vertex-weighted graphs; Chapter 5 deals with distance-edge-colorings; and
Chapter 6 focuses on multicolorings.

A partial k-tree is a graph with tree-width bounded by a fixed constant k (2, 3]. Graph partitioning problems
in Chapters 3 and 4 are NP-hard even for partial k-trees, although a number of combinatorial problems
including many NP-hard problems on general graphs can be solved very efficiently for partial k-trees. Telle and
Proskurowski present a theory of algorithm design for a large class of vertex partitioning problems restricted
to partial k-trees [3], but our problems do not belong to their class. Similarly, coloring problems in Chapters 5
and 6 do not belong to any known class of problems which are solvable in polynomial time for partial k-trees.

We give several efficient algorithms for the four topics on partial k-trees. Our algorithms are based on a
clever and detailed formation of dynamic programming.

2 Preliminaries

We assume that k is a bounded positive integer. A k-tree is defined recursively as follows [2]:
(1) A complete graph with k + 1 vertices is a k-tree.
(2) If G is a k-tree and k vertices induce a complete subgraph of G, then a graph obtained from G by adding
a new vertex and joining it with each of the k vertices is a k-tree.
Every subgraph of a k-tree is called a partial k-tree.
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Figure 1: A process of generating 3-trees.

Figure 1 illustrates a process of generating 3-trees. The graphs in Figs. 4 and 5 are indeed partial 3-trees
since they are subgraphs of the last 3-tree in Fig. 1.

A partial k-tree can be represented by a binary tree, called a tree-decomposition [2]. Since a tree-decomposition
of a partial k-tree can be found in linear time [2], we may assume that a partial k-tree and its tree-decomposition
are given. We solve many problems in this thesis by a dynamic programming approach based on a tree-

decomposition.

3 Partitioning graphs of supply and demand

Let G = (V, E) be a graph with vertex set V and edge set E. The set V is partitioned into two sets V, and
Va. Let [V] = n, |Vs| = ns and V3] = ng, then n = ng +ng. Each vertex u € V; is called a supply verter and is
assigned a positive real number sup(u), called a supply of u, while each vertex v € Vy is called a demand vertez
and is assigned a positive real number dem(v), called a demand of v. Each demand vertex can receive “power”
from at most one supply vertex through edges in G. One thus wishes to partition G into exactly ny connected
components by deleting edges from G so that each component C has exactly one supply vertex whose supply
is no less than the sum of demands of all demand vertices in C. For example, the graph in Fig. 2(a) has such
a partition, where each supply vertex is drawn as a rectangle and each demand vertex as a circle, the supply
or demand is written inside, the deleted edges are drawn by thick dotted lines, and each connected component
is indicated by a thin dotted line. However, such a partition does not always exist. The partition problem is a
decision problem to ask whether GG has such a partition. If G has no such partition, then we wish to partition
G into connected components so that each component C either has no supply vertex or has exactly one supply
vertex whose supply is no less than the sum of demands of all demand vertices in C, and wish to maximize the
“fulfillment,” that is, the sum of demands of the demand vertices in all components with supply vertices. We
call the problem the mazimum partition problem. Clearly, the maximum partition problem is a generalization

of the partition problem. Figure 2(b) illustrates a solution of the maximum partition problem for a tree, whose

Figure 2: (a) Partition of a graph, and (b) partition of a tree with maximum fulfillment.
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fulfillment is (24+4+3)+(5+6)+3+(4+647) =40

The partition problem is NP-complete for series-parallel graphs, and the maximum partition problem is NP-
hard even for trees. Hence it is very unlikely that these problems can be solved in polynomial time in general.
Moreover, the partition problem is strongly NP-complete and the maximum partition problem is strongly
NP-hard for general graphs. Therefore, there is no pseudo-polynomial-time algorithm for the two partition
problems on general graphs unless P = NP. However, in this chapter, we give several efficient algorithms to
solve the two partition problems for trees, series-parallel graphs and partial k-trees.

We first obtain the following theorems for trees.

Theorem 1 The partition problemn can be solved in linear time for trees.

Theorem 2 The mazimum partition problem can be solved in time O(F?n) for a tree T = (V, E) if the demands

and supplies are integers and F' = min{)_ o, dem(v), >, cy, sup(v)}.

The algorithm in Theorem 2 can be extended to an algorithm which finds a partition P of a tree T" with
f(P) > (1 — ¢)F(T) in time polynomial in n and 1/e for any real number ¢, 0 < € < 1, where f(P) is the

fulfillment of P and f(7T) is the maximum fulfillment of T". Thus we have the following theorem.

Theorem 3 There is a fully polynomial-time approzimation scheme for the mazimum partition problem on

trees.

We then obtain pseudo-polynomial-time algorithms to solve the partition problem and the maximum partition

problem for series-parallel graphs and partial k-trees, as follows.

Theorem 4 The partition problem can be solved in time O(m2n) and O(mn) for series-parallel graphs and
partial k-trees, respectively, and the mazimum partition problem can be solved in time O(min) and O(mz(kﬂ)n)

for series-parallel graphs and partial k-trees, respectively, where ms is the mazimum supply.

4  Uniform partitions

Let G = (V,E) be a graph with vertex set V and edge set E, and let |V| = n: Assume that each vertex
v € V is assigned a nonnegative integer w(v), called the weight of v. Let [ and u be nonnegative integers,
called the lower bound and upper bound on component size, respectively. We wish to partition G into connected
components by deleting edges from G so that the total weights of all components are almost uniform, that is,
the sum of weights of all vertices in each component is at least [ and at most u for some bounds [ and u. We
call such an almost uniform partition an ([, u)-partition of G. In this chapter we deal with the following three
partition problems to find an (I, u)-partition of a given graph G: the minimum (I, u)-partition problem is to
find an (I, u)-partition of G with the minimum number of components; the mazimum (I, u)-partition problem
is defined similarly; and the (p,l, u)-partition problem is to find an (I, u)-partition of G with a fixed number p
of components.

Figures 3(a) and (b) illustrate two (10,20)-partitions of the same graph, where each vertex is drawn as a
circle, the weight of each vertex is written inside the circle, and the deleted edges are drawn by dotted lines. The
(10, 20)-partition with four components in Fig. 3(a) is a solution for the minimum (10, 20)-partition problem,
and the (10, 20)-partition with six components in Fig. 3(b) is a solution for the maximum (10,20)-partition
problem.

The (p. [, u)-partition problem for general p is NP-complete and the minimum and maximum (I, u)-partition

problems for general | and u are NP-hard even for series-parallel graphs. Moreover, the (p,[,u)-partition

— 121
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Figure 3: (a) Solution for the minimum (10, 20)-partition problem, and (b) solution for the maximum (10, 20)-

sartition problem.

oroblem is strongly NP-complete and the minimum and maximum (/, u)-partition problems are strongly NP-
aard for general graphs. One can observe that, for any ¢ > 0, there is no polynomial-time c-approximation
algorithm for the minimum (/,u)-partition problem or the maximum (I, u)-partition problem on series-parallel
sraphs unless P = NP.

In this chapter we obtain pseudo-polynomial-time algorithms to solve the three partition problems for series-

parallel graphs and partial k-trees, as follows.

Theorem 5 Both the minimum and mazimum (I, u)-partition problems can be solved in time O(u*n) and the

(p, l, w)-partition problem can be solved in time O(pu*n) for any series-parallel graph.

Theorem 8 Both the minimum and mazimum (I, 1)-partition problems can be solved in time O (w***+Vn) and

the (p, 1, u)-partition problem can be solved in time O (pz'u,z(""“)n) for any partial k-tree, where k 1s a constant.

5 Distance-edge-colorings

Let G = (V, F) be a graph with vertex set V and edge set £, and let [V| = n. For two vertices u and v, we
denote by dist(u, v) the distance between w and v in G, that is, the number of edges in a shortest path between

wand v in G. For two edges e = (u,v) and €' = (u/,v’), the distance between e and €' in G is defined as follows:
dist(e,e’) = min{dist(u,v'),dist(u,v"),dist(v, '), dist(v,v')}.

For a given bounded nonnegative integer £, we wish to color all edges of & so that any two edges e and e’ with
dist(e,e’) < ¢ have different colors. Such a coloring is called an (-edge-coloring of G. Thus a 0-edge-coloring
is merely an ordinary edge-coloring, and a 1-edge-coloring is a “strong edge-coloring.” The Z-chromatic inder
X4(G) of G is the minimum number of colors required for an f-edge-coloring of G. The {-edge-coloring problem
is to compute the f-chromatic index x,(G) of a given graph G. For example, the coloring of a graph in Fig. 4 is
a 1-edge-coloring with six colors ¢1,¢o, - . ¢, and is of course a 0-edge-coloring, but is not a 2-edge-coloring.
One can easily observe that x| (G) = 6 for the graph & in Fig. 4.

Since the edge-coloring problem is NP-hard, the f-edge-coloring problem is NP-hard in general. However,
the ordinary edge-coloring problem and the 1-edge-colring problem can be solved in linear time and polynomial
time, respectively, for partial k-trees.

In this chapter we give two polynomial-time algorithms for the f-edge-coloring problem. The first one is the

following exact algorithm.



Figure 4: A 1-edge-coloring of a partial 3-tree G with six colors.

Theorem 7 Let G be a partial k-tree, let £ be a bounded nonnegative integer, and let o be a positive integer.

)22(k+1)(/.'+1)+1)

Then it can be examined in time O <n(a +1 whether G has an £-edge-coloring with o colors.

The number « is not assumed to be a fixed constant, but can be assumed to be smaller than the number m
of edges in G. Therefore, using a binary search technique, one can compute the /-chromatic index x;(G) of G

by applying Theorem 7 for at most log, m values of o, 1 < & < 'm. We thus have the following corollary.
Corollary 1 The £-chromatic indez x;(G) of a partial k-tree G can be computed in polynomial time.

By combining our algorithm for partial k-trees with a general method for obtaining approximation algorithms
for NP-complete problems on planar graphs [1}, one can find an f-edge-coloring of a given planar graph G with

at most 2x,(G) colors in polynomial time. We thus have the following approximation algorithm.

Theorem 8 There is a polynomial-time 2-approzimation algorithm for the £-edge-coloring problem on planar
graphs.

6 Multicolorings

Let each vertex v of a graph G have a positive integer weight w(v). Let C be a set of colors, and let 2 be
the power set of C. Then a multicoloring T’ of G is a mapping from V to 2¢ which assigns each vertex u € V a
set T'(u) of w(u) colors in C in a way that I'(v) NT(w) = @ for any pair of adjacent vertices v,w € V. Thus the
ordinary vertex-coloring is merely a multicoloring for the special case where w(v) = 1 for every vertex v. The
multichromatic number x.,(G) of G is the minimum number of colors required for a multicoloring of G. The
multicoloring problem is to compute the multichromatic number x,,(G) of a given graph G. Consider a graph G
in Fig. 5(a) where w(v) is attached to each vertex v: Since vy, ve and vs are adjacent with each other, we have
Xo (G) = w(vy) +w(ve) +wlvs) = 5. Since G has a multicoloring with five colors ¢1,¢a, - -, ¢5 as illustrated in
Fig. 5(b), we have x,(G) < 5. Thus x.(G) = 5.

Since the vertex-coloring problem is NP-hard, the multicoloring problem is of course NP-hard. However, it
is known that the multicoloring problem can be solved efficiently for some restricted classes of graphs, such as
trees, triangulated graphs, perfect graphs, and series-parallel graphs.

In this chapter, we give an algorithm to solve the multicoloring problem for partial k-trees, as follows.

Theorem 9 The multichromatic number x {(G) of a partial k-tree G = (V,E) can be computed in time
O (nVVQzH3 log, W), where n is the number of vertices of G and W = max,cv w(v).

It is easy to modify the algorithm so that it actually finds a multicoloring of G with x,(G) colors. It should
be noted that an ordinary representation of a multicoloring of G requires space of size at least ), oy w(v) =
O(nW).
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Figure 5: (a) A partial 3-tree G, and (b) a multicoloring I" of G with five colors.

7 Conclusions

In this thesis, we presented efficient algorithms for several graph partitioning problems and two graph coloring
problems. We showed that all these problems can be solved for partial k-trees G by a dynamic programming
approach based on a tree-decomposition of G.
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