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1 Introduction

An ordinary vertex-ranking of a graph G is a labeling (ranking) of the vertices of G with positive integers such that
every path between any two vertices with the same label [ contains a vertex with label j > i. Clearly a vertex-
labeling is a vertex-ranking if and only if, for any label ¢, deletion of all vertices with labels > i leaves connected
components, each having at most one vertex with label i. A natural generalization of an ordinary vertex-ranking
is the c-vertex-ranking [4]. For a positive integer ¢, a c-vertex-ranking of a graph G is a labeling of the vertices G
with integers such that, for any label i, deletion of all vertices with labels > i leaves connected components, each
having at most ¢ vertices with label {. Clearly an ordinary vertex-ranking is a 1-vertex-ranking. A c-vertex-ranking
of (7 using the minimum number of ranks is called an optimal c-vertex-ranking of G . The c-vertex-ranking problem
1s to find an optimal c-vertex-ranking of a given graph. The problem is NP-hard in general. Bodlaender et al. pre-
sented a polynomial-time sequential algorithm to solve the ordinary vertex-ranking problem for partial k-trees [2].
Zhou et al. have obtained a linear-time sequential algorithm to solve the c-vertex-ranking problem for trees [4].
Figure 1(a) depicts an optimal 2-vertex-ranking of a graph G using three ranks, where ranks are drawn next to the
circles. The c-vertex-ranking problem has an application to the parallel Cholesky factorization of matrices. The ¢
-vertex-ranking problem of a graph G is equivalent to finding a c-vertex-separator tree of G having the minimum
height.

(a) )
Figure 1:(a) An optimal 2-vertex-ranking of a graph G, and (b) an optimal 2-edge-ranking of a tree 7.



The c-edge-ranking problem is defined analogously as for the c-vertex-ranking problem. For a positive integer c,
a c-edge-ranking of a graph G is a labeling of the edges of G with integers such that, for any label i, deletion of all
edges with labels > i leaves connected components, each having at most ¢ edges with label i. A c-edge-ranking of G
using the minimum number of ranks is called an optimal c-edge-ranking of G. The c-edge-ranking problem is to find
an optimal c-edge-ranking of a given graph G. Figure 1(b) depicts an optimal 2-edge-ranking of a tree T using four
ranks, where the ranks are drawn next to the edges. The problem of finding an optimal c-edge-ranking of a graph
G has applications in scheduling the parallel assembly of a complex multi-part product from its components, where
the vertices of G correspond to the basic components and the edges correspond to assembly operations to be per-
formed between the components. The c-edge-ranking problem of a graph G is also equivalent to finding a c-edge-
separator tree of G having the minimum height. A c-edge-separator tree corresponds to a parallel computation

scheme having the minimum computation time.

2 Preliminaries
In this chapter we define some terms. Let G = (V,E) denote a graph with vertex set V and edge set £. We denote
by n the number of vertices in G,

A natural generalization of ordinary trees is the so-called k-trees. The class of k-trees is delined recursively as fol-
lows:

(a) A complete graph with k vertices is a k-tree.

(b) If G = (V,E) is a k-tree and % vertices v;,s,**,0s induce a complete subgraph of G, then G =(VU {w} ,EU

{Cu,w) 1 1<i<k}) is a k-tree, where w is a new vertex not contained in G.

(c¢) All k-trees can be formed with rules (a) and (b).

A graph is called a partial k-iree if it is a subgraph of a k-tree. In this thesis we assume that & is a fixed integer.
The graph in Fig. 1(a) is a partial 3-tree.

A tree-decomposition of a graph G = (V,E) is a pair (T,S), where T = (V5,Er) is a tree and S={X, | xEV2} is a
collection of subsets of V satisflyng the following three conditions:

® Uy, X.=V;

® for every edge e = (v,w) € E, there exists a node x € Vrwith v,w € X,, and

® for all x,y,2 € Vr, if node y lies on the path from node x to node z in T, then X,N X.©X,.

The width of a tree-decomposition(T,S) is max | Xl — 1. The treewidth of a graph G is the minimum width of a tree-
decomposition of G, taken over all possible tree-decompositions of G. It is known that every graph G with
treewidth < k is a partial k-tree, and conversely, that every partial k-tree G has a tree-decomposition (7,S) with
width < k [1].

For any fixed integer k, determining whether the treewidth of a graph G is at most k and finding a binary tree-
decomposition can be done in O(n) sequential time [1]. On the other hand, for any fixed integer k, one can compute
a binary tree-decomposition of G with height O(log, n) and width at most 3%+ 2 in O(logi n) parallel time using
O(n) operations on the EREW PRAM[3].

3 Vertex-Rankings of Partial k-Trees
This chapter deals with the generalized vertex-ranking problem on partial k-trees. One of the main results of this

chapter is the following theorem.

Theorem 3.1 For any positive integer ¢ and any bounded integer k, an optimal c-vertex-ranking of a partial k-tree

. . . 2 .
G with n vertices can be found in 79k time.



We first give an outline of a sequential algorithm for finding an optimal c-vertex-ranking of a partial k-tree G.
Let (7,S) be a binary tree-decomposition of G with width < k. To each node x of T we associate a subgraph G,=
(V,ED of G, where V, =U{X, | y = x or vy is a descendant of x in T}, and E.= {(v,w) €E | v,wE V,}. Thus G is as-
sociated with the root of 7. The minimum number of ranks for c-vertex-ranking of a partial k-tree is O(k
log.. ). For a given positive integer I, we decide whether G has a c-vertex-ranking ¢ ¢ using [ ranks. We use dy-
namic programming and bottom-up tree computation on the binary tree T for each node x of 7 from leaves to the
root, we construct all(equivalence classes of) c-vertex-ranking of G. from those of two subgraphs G, and G. associ-
ated with the children y and z of x. We then determine the minimum value of / such that G has a c-vertex-ranking
¢ using [ ranks, and find an optimal c-vertex-ranking of G.

The time-complexity of a dynamic programming algorithm mainly depends on the size of the table, where each
entry in the table represents an equivalence class. Therefore, we find a suitable equivalence class for which the table
has a polynomial size. Before defining the equivalence class, we need to define some terms.

Let © be a vertex-labeling of G=(V,E) with positive integers. The label (rank) of a vertex vE€ V is denoted by
¢ (v). A vertex uE€ V is said to be visible from a vertex v&€ V under ¢ in G if G has a path P from u to v every ver-
tex of which has a rank < ¢ (¢). The rank ¢ (u) of © is also said to be visible from v under ¢ in G if the vertex y
is so. In Fig. 1(a) the vertices 0,g,m,c and d are visible from o, but the vertex a is not visible from o.

Let R={1,2,...,]} be the set of ranks. Let x be a node in 7, and let ¢ :V.—R be a vertex-labeling of the subgraph
G.=(V.,E.). For an integer i ER, we denote by count (¢ ,v,i) the number of vertices ranked by i and visible from
v& X, under ¢ in G.. If ¢ is a ¢-vertex-ranking of G., then count(¢,v,0)< c for any vertex v € X, and any integer
IER. We next define a count-list L{p,v) and a list-set L{¢) as follows:

LGy ,v) = {(i,count(p,v,1)) | rank i ER is visible from v under ¢ in G} : and
L) ={L{¢,») L vEX].
For a vertex-labeling ¢ of G., define a function A, :X, X X,—~>RU {0,%} as follows:
Ao(v,w) = min{A | G.has a path P from vEX. to w €X,such
that @ (w)< A for each internal vertex u of P}.

Let A.(v,w) = 0if (w)EE, or v =w, and let 1 ,(v,w) = oo if G, has no path from v to w. We finally define a
pair R(¢) as follows:

R(¢) = (L(p), A,).
We call such pair R(¢) the vector of ¢ on node x. R(¢) is called a feasible vector if the vertex-labeling ¢ isac
-vertex-ranking of G;.

A feasible vector R(¢) of ¢ on x can be seen as an equivalence class of extensible ¢c-vertex-rankings of G.. Since
1= O(kloge n) and 1X,| <k +1, the total number of distinct feasible verctors on node x is at most (c+1)%*
98- (f log .. n)® = n°*’ Computing each equivalence class on each node can be done in O(n log n) time, since the
number of edges of a partial k-tree is O(n) and the number of ranks is O(log n). Since the number of nodes of the
tree-decomposition is O(n) and the number of equivalence classes is nO(k’), deciding whether a partial k-tree has a
c-ranking using / ranks can be done in n°®  o(n? logn) = n%time. Then determining the minimum value of / and
finding an optimal c-vertex-ranking of a partial k-tree can be done in n°® time.

Another main result of this chapter is the following theorem on our parallel algorithm for finding an optimal ¢
-vertex-ranking of a partial k-tree.

Theorem 3.2 Let G be a paratial k-tree of n vertices given by its tree-decomposition with height O(log.n) and
width < 3k + 2. Then an optimal c-vertex-ranking of G can be found in O(log, n) parallel time using n°*’ opera-
tions on the common CRCW PRAM for any positive integer ¢ and any bounded integer k.



4 Edge-Rankings of Trees

The main result of this chapter is the following theorem.

Theorem 4.1 For any positive integer ¢ an optimal c-edge-ranking of a tree T can be found in time O(n* log; A),

where n is the number of vertices in T and A is the maximum degree of T.

We give an outline of an algorithm to find an optimal c-edge-ranking of a tree T in time O(n* log A). Since it is
not so simple to find an optimal c-edge-ranking, we focus on specific types of optimal c-edge-rankings. Before for-
mally defining them,we need to define some terms.

Let ¢ be an edge-labeling of a tree T = (V,E) with positive integers. The label (rank) of an edge e € E is repre-
sented by ¢ (e). One may assume without loss of generality that ¢ uses consecutive integers starting from 1 as the
ranks. An edge e € F is said to be visible from a vertex v € V under ¢ in T if every edge in the path from e to v
has a rank < ¢ (e). In Fig. 1(b) all visible edges from the root are drawn in thick lines. An edge-labeling ¢ of a
tree T is a c-edge-ranking if and only if no more than c edges of the same rank are visible from each vertex of T
under ¢ . We define the list L(¢) of a c-edge-ranking ¢ of tree T to be a list containing the ranks of all edges visi-
ble from the root, that is,

L(p) ={p(e) | eEE is visible from the root}.
The ranks in the list L) are sorted in non-increasing order.

We are now ready to define notions of optimality. A critical c-edge-ranking ¢ of tree T is defined to be a c-edge-
ranking with the lexicographically smallest list L{¢). Every critical c-edge-ranking ¢ is optimal, because all edges
of the largest rank are visible and hence the topmost rank in L) is equal to the number of ranks used by ¢ . The
optimal c-edge-ranking ¢ depicted in Fig. 1(b) is indeed critical. The maximal subtree of T rooted at a vertex v is
denoted by T(v). We define a c-edge-ranking ¢ of tree T to be supercritical if the c-edge-ranking is critical for every
subtree T(v) of T. Thus a supercritical c-edge-ranking is critical and hence optimal. The c-edge-ranking ¢ depicted
in Fig. 1(b) is indeed supercritical. Since any supercritical c-edge-ranking is optimal, it suffices to give an algo-
rithm for finding a supercritical c-edge-ranking of 7.

We now give an outline of an algorithm to find a supercritical c-edge-ranking of a tree 7. Qur algorithm uses the
technique of “bottom-up tree computation.” That is, it repeats the following operation for each internal vertex v
of a tree T from leaves to the root: constructs a supercritical c-edge-ranking ¢ of subtree T(v) from those ¥,
@2, @a0f the subtrees TGy, T(wy) ,++, T(w.) rooted at the children wi,w:, -, ws of v. We decide the d ranks of the
edges e;= (v,w), 1< i< d, in non-increasing order so that the c-edge-ranking extended from the supercritical c-edge-
rankings of the subtrees T(w), 1< i< d, is supercritical for T(v). Let L;, 1< i< d, be the list of the supercritical
c-edge-ranking T(w.) which has been obtained. Since the largest rank among the d ranks of the edges e, 1< i< d,
is unique, we first decide the largest rank £. Once B is decided, we label with B the edge ¢; for which the ranks in
L, hidden by B is lexicographlly largest. We then delete the subtree T(w,) and the edge e, and continue the same
operations for the remaining smaller tree and find the d—1 remaining ranks. We can decide the rank of an edge in
time O(nlog A), where A is the maximum degree of 7. Repeating the same operations for n—1 edges, we can find

a supercritical c-edge-ranking of 7 in time O(n’log A).

5 Edge-Rankings of Partial £ -Trees with Bounded Degrees

In this chapter we first give a polynomial-time sequential algorithm to solve the c-edge-ranking problem for any
partial k-tree with bounded degrees and any positive integer c. We next give a parallel algorithm for the c-edge-
ranking problem. Our algorithms are similar to our sequential and parallel algorithms for the c-vertex-ranking of

a partial k-tree. The main results of this chapter are the following theorems.



Theorem 5.1  For any positive integer ¢ and any bounded integer k, an optimal c-edge-ranking of a partial k-tree

G with n vertices can be found in time nO<A/€2>, where Ais the maximum degree of G.

Theorem 5.2 Let G be a partial k-tree of n vertices given by its tree-decomposition with height O(log, n) and width
< 3k+2. Then an optimal c-edge-ranking of G can be found in O(log. n) parallel time using nO<A k) operations
on the common CRCW PRAM for any positive integer ¢ and any bounded integer k.

6 Conclusion

This thesis deals with the generalized vertex-ranking problem and the generalized edge-ranking problem. We newly
define generalized edge-ranking problem on graphs and give an efficient algorithm for solving the problem on trees.
We present efficient sequential and parallel algorithms for solving the generalized vertex-ranking problem and the
generalized edge-ranking problem on partial k-trees. We also obtain upper bounds on the c-vertex-ranking number

and the c-edge-ranking number of partial A-trees.
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