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INTRODUCTION

As Indian population is growing fast, the production of 
agriculture has to be increased in rapid manner. Rice is the 
most important food crop in India [1, 2]. However, it is one 
crop which tends to be much affected by disease causing agents 
resulting in reduced yield. Although several challenges affect 
the crops, such as pest, environmental conditions and natural 
diseases, crop getting infected by diseases is the major problem 
in rice cultivation [3,4]. The diseases are caused by bacterial or 
fungal and can affect the crop in any stage, such as main field 
stage or nursery stage.

Blast, Bacterial leaf blight, tungro, sheath blight, sheath 
rot, and brown spots are few of the bacterial and fungal 
generated diseases that severely affect the rice crop cultivation 
process  [5]. As per the report of Tamilnadu Agriculture 
University (TNAU), expected grain loss is 70 to 80% of the 
damage in the rice crop is due to the blast disease [6]. The 
blast disease may affect very small portion of the leaf during 
the nursery stage and even spread to entire cultivation resulting 
in huge loss to the farmer.

This paper presents a novel machine learning algorithm based 
blast disease detection in rice crops using KNN and ANN 
Classification techniques.

BACKGROUND OF RESEARCH WORK

In rice crops, the problems can occur by pests, diseases and 
environmental conditions. The pests can be controlled by 
applying the proper chemical Pesticides in the field. The 
environmental parameters like water irrigation, soil moisture 
and animal invasion in the field are monitored and controlled 
by automated technology. Several diseases can be controlled by 
monitoring and implementing proper farming methods. Blast 
disease is the common factor affected by the rice crop wherever 
it is cultivated [6]. This disease is caused by bacterial or fungal 
and it could affect the crop either in nursery stage or main field. 
Inspite of applying pesticides, it is difficult to control the rapid 
spreading of this infectious disease.

The sample images shown in Figure 1 and 2 indicate the severity 
of the rice plant infection due to various diseases [6, 1].

As shown in Figure. 1.a, blast disease might appear as small 
spots on leaf lamina and gradually develop to spindle shaped 
spots of size 0.5 to 1.5cm length, 0.3 to 0.5cm 0.5 width, with 
ashy spot in centre.

Figure.1.b illustrates the leaf of rice plant infected by the bacterial 
leaf blight; this appears as water-soaked yellowish stripes on leaf. 
It starts at tips and enlarge in size with the wavy margin.
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The rice crop affected by rice tungro diseases is shown in 
Figure. 1.c. The plant affected by this disease exhibits stunting 
and less tillering. The leaves turn yellow or orange-yellow in 
color and contain rust colored spots.

The three images depicted in Figure. 2 represent the rice crop 
affected by diseases during main field stage.

Figure.  2.a indicates the discolouration in the leaf tip that 
could extend down to the blade which is created by the sheath 
blight infection.

The irregular spots are lesions with dark reddish brown margin 
and gray center shown in the leaves of Figure. 2.b, represents 
the sheath rot diseases.

Another disease that affects the rice plant is the brown spot. It 
appears as isolated brown, round to oval spots measuring 0.5 to 
2.0mm in breadth and increase to form large patches, Figure. 2.c 
shows the brown spot diseases

METHODOLOGY

Among the various diseases discussed in section 3, blast disease 
is considered to be major yield cutting disease, as it could infect 
the rice crop at any stage beginning from nursery to main field. 
Hence it is proposed to develop methodology based on machine 
learning techniques to detect the infection at an early stage [11].

In the proposed system, the images of rice crop are captured 
from the field on a regular basis. These images are processed 
using suitable Pre-processing, Segmentation and Enhancement 
techniques. The appropriate features which are required for 
classification are extracted from the treated images. Out of the 
collected images, a fraction is used for training the classifier, 
which is either a K-Nearest Neighbour (KNN) or Artificial 
Neural Networks (ANN).These classifiers will process the 
images, based on the training and classifies the image as either 

normal or blast infected one. The various steps involved in the 
proposed system explained in the subsequent section.

Image Acquisition

The images from the paddy field are captured using digital 
camera with high resolution (512×512) for better accuracy 
and [15,18] the images are resized to 256×256 pixels for ease 
of processing as shown in Figure.3.The resized color image is 
converted to gray scale image for further processing.

Image pre-processing

During the image pre-processing phase, the RGB image is 
converted to HSV. Extracted saturation and Hue part of the 
image is shown in Figure 3a and 3b.

Image Segmentation

K-means Clustering is used for Image segmentation after treated 
the preprocessed images using K-Means Clustering for various 
K values. From experimental results, been found that K=3 
produces more clear and accurate image [12, 13]. A  sample 
result of the K-Means clustering applied to the disease affected 
images is shown in Figure.4

Feature Extraction

The segmented images are used to extract the features related 
to the disease infection. Statistical features such as mean and 
standard deviation are extracted in addition to other features 
like GLCM, Entropy, Skewness and RMS [14]. The GLCM 
texture feature indicates the Gray level co-occurrence matrix to 
calculate the disease affected portion. In the GLCM algorithm, 
following features were extracted for blast affected and normal 
portions and their relations are given in Eq. (3) - Eq. (6).
a)	 Mean Value for Image
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Figure 1 : Nursery stage rice crop diseases

Figure 2: Main stage rice crop diseases
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Classification

The extracted features are applied to a classifier to determine the 
type of image, whether it is infected or uninfected. Two types of 
classifiers are used in this research work: KNN and ANN, which 
are based on Colour and Texture features. [15, 18, 19]. These 
two classifiers are discussed in the following divisions.

KNN Classifier

K- Nearest Neighbour Classifier (KNN) is a simple classifier that 
provides better result in identifying the blast disease. The KNN 
classifier is used over disease affected leaf and normal portion 
of the leaf images. In this method, it is proposed to take the K 
value as 3, because the selection of parameter K values is crucial 
in KNN based classification, as it determines the accuracy of 
the result. After carrying out multiple simulation experiments, 
it is inferred that K=1 shows only the background of the leaf 
part and K=2, shows leaf part alone. When K=3 the image with 
background and leaf part is seen. Hence this K=3 is selected as 
the parameter value. This selected K Values provides an accuracy 
of 85% for blast affected images and 86% for normal images [16].

ANN Classifier

It could be seen from the previous division that the accuracy 
using KNN Classification still needs improvement and hence 
it is proposed to use ANN Classifier to improve the accuracy. 
ANN Classifier uses the standard layer architecture, in the input 
layer of ANN Classifier, the extracted features are applied. One 
hidden layers with five neurons is used to get more accurate 
result. The output layer indicates whether input image is normal 
or infected one. The ANN works on the basis of initialization 
of weights, feed forward back propagation and updation of 
the weights. The ANN Classifier used in this research work 
resulted in 99% accuracy for normal image and 100% for blast 
infected images.

Loss function

Loss function is an important part in artificial neural networks, 
which is used to measure the inconsistency between predicted 
value (^y) and actual label (y). It is a non-negative value, where 
the robustness of model increases along with the decrease in 
the value of loss function. It is also known as error. The learning 
rates are tested for various values such as 0.2, 0.1, 0.02 and 0.25. Figure 4: K-means clustering image

Figure 3: Original image (a) Hue part of image (b) Saturation part of 
image

a

b
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These values are used in a trial and error basis. The number 
of epochs range from 100 to 1500. The loss function Graph is 
shown in the Figure 5.

RESULTS

Performance Analysis

The performance measures of the KNN and ANN Classifiers 
is derived using confusion matrix through the following four 
outcomes True Positive, True Negative, False Positive and False 
Negative. [17]

From the confusion matrix various performance factors such 
as error rate, accuracy, sensitivity, specificity and precision are 
computed.

The confusion matrix consists of the following four outcomes.
1.	 True Positive (TP): correct positive prediction
2.	 False Positive (FP): incorrect positive prediction
3.	 True Negative (TN): correct negative prediction
4.	 False Negative (FN): incorrect negative prediction

Table 1 indicates the confusion matrix generated for the data 
sets used in this research.

Table 2 Shows the Confusion Matrix Performance Measures.

Accuracy

Accuracy can be calculated from the confusion matrix as the 
number of correct predictions over the total number of images in 
the dataset. An accuracy value of 1 indicated best performance 
and zero represents the worst behaviour.

The computational formula to calculate the accuracy in the 
Eq. (7). The accuracy of the proposed methodology is plotted 
in Figure. 6. It could be inferred from Figure. 6 that the accuracy 
of ANN Classifiers is better than that of the KNN Counterpart.

		
ACC =

TP+TN
P+N � (7)

Sensitivity (SN)

Sensitivity is also known as True positive rate (TPR) or recall. It is 
calculated using the number of correct positive predictions over the 
total number of positive images. The methodology is considered 
to be more sensitive if the sensitivity value as 1, and insensible if 
it zero. The sensitivity factor for the two classifiers used in this 
research work over the set of images is presented in Figure. 6. It is 
seen that ANN classifier is comparatively more sensitive than KNN.

Specificity (SP)

The specificity is calculated from the confusion matrix as 
the number of negative predictions over the total number of 
negative images. This performance measure for the proposed 
system is presented in Figure. 6 from which it is reinforced that 
ANN algorithm performs better than the KNN classifier. It is 
also called as True Negative Rate.

Precision

The precision of the classifier algorithm is computed as the ratio 
of number of correct predictions over the total positive prediction. 
It is also referred to as positive predicate value (PPV). The formula 
to compute PPV is given in Eq. (8). The precision value obtained 
for the simulated results are shown in the Figure. 7.

		

TP
PR

T
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Negative Predicated value

The NPV is calculated as given in Eq. (9) and the value from 
the data set images used in this paper is given in Figure. 7.
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T
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Figure 5: Loss function graph

Table 1: Confusion matrix
S.No. Prediction KNN ANN

1 True positive 132 146
2 False positive 22 2
3 True negative 182 202
4 False negative 14 0

Table 2: Confusion matrix performance
S.No. Performance measure KNN (%) ANN (%)

1 Accuracy 70 90
2 Recall 65 88
3 Specificity 78 90
4 Precision 72 98
5 NPV 72 99
6 F1 Score 65 97
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F1 Score

F1 score is calculated by the formula

	
+=

( ** )2f 1 score 
precision recall

precision recall � (10)

The f1 score performance is shown in Figure. 7.

False Positive Rate

False positive rate is calculated by the number of incorrect 
positive predictions divided by number of negatives. The False 
positive rate obtained in this work is shown in Figure 7. 0.0 is 
considered to be the best false rate and 1.0 as worst. FPR is 
given in Eq. (11).

		  FPR=1-SP� (11)

False Discovery Rate

The false discovery rate is calculated by the formula shown in 
Eq. (12).

		

FP
(TP

FDR =
+FP) � (12)

The plot of FPR and FDR for the two classifiers is shown in 
Figure. 8.

Overall accuracy analysis

The main objective of this paper is to identify the blast affected 
part of the rice leaf using Machine Learning Techniques.

From the total datasets 78% of images are used for training 
the classifier and the balance 22% is utilized to analyse the 
performance of proposed mechanism.

Table 2 presents the complete details about the training and 
testing image samples.

Total training images consists of 350 which includes blast 
affected as 204 images and normal 146 images.The total testing 
images consists of 101 images which consists of blast affected 
as 56 and normal as 45 images.

Figure. 9a presents the accuarcy of the classification algorithms 
over the blast affected and normal images. It can be seen from 
fig. 9a that the blast affected images are 99% accuracy identified 
as the affected images by ANN Algorithm, where as KNN 
algorithms produces less accurate results.In the traing phase the 
KNN and ANN algorithm show the accuracy of 90 and 99% for 
normal images. Subseuqtly the blast affected shows the result 
of 99 and 100% which is evident from Figure. 9a.

Figure. 9b. presents the accuracy of the classifier mechanisms over 
test images is given in fig 9b. It is proven by the test images that 
ANN is more accurate in identifying the blast infected images. In 
the traing phase the KNN and ANN algorithm show the accuracy 
of 63 and 88% for normal images. Subseuqtly the blast affected 
shows the result of 79 and 90% which is evident from Figure. 9b.

DISCUSSION

Archana Chaudhary et al. [7] proposed the work for multi-class 
disease classification problem. The performance is improved 
using random-forest algorithm. The accuracy is increased up 
to 97.80% for multi class groundnut disease dataset.

Juan Ignacio Arribas et al. [8] proposed the concept to find the 
sunflower crops using automatic neural networks. The system 
consists of four stages: first segmentation is based on RGB 
color space, second many different features are detected and 
extracted from segmented images, third select the set of features 
and fourth is neural networks algorithm to differentiate the 
sunflower and non-sunflower crops. The experimental results 
show that correct classification rate of 85% and an area under 
the receiver information curve over 90% for the test set.

The author Vijai Singh et al. [9] proposed the work for automatic 
plant disease detection using image segmentation techniques. 

Figure 6: Performance for recall, specificity and accuracy

Figure 7: Performance for Precision, NPV and f1 score
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Several diseases are taken and compared with proposed work. 
Image segmentation is important aspect of automatic plant 
disease detection and is carried out using genetic algorithm. 
When compared with existing algorithms the proposed 
algorithm obtained better accuracy.

The author Yang Lu et al. [10] proposed the work for automatic 
plant disease identification using deep convolution neural 

networks. The data set consists of 500 healthy and infected 
leaves, captured from the rice field. Ten common diseases are 
trained using Convolution Neural Network (CNN) Model. 
A high accuracy is obtained as 95.48%. The results show that it 
is feasible for the rice disease detection for the proposed method. 
These studies outlines that, machine learning algorithm will 
find the disease in earlier time and farmers can save the crop 
from diseases.

Conclusion and Future Work

Onsite images were collected from the paddy fields of 
south India and various features were extracted to train the 
classifier. The segmentation of images was done using k-means 
clustering algorithm. Once the classifiers are trained with both 
blast affected and normal rice leaves they are tested for the 
performance accuracy. The simulated results were analysed in 
details in this study and it is inferred that the ANN Classifier 
performs better in all aspects than the KNN Method. In future 
the same Machine Learning Methodology could be applied to 
other rice plants affecting diseases or other crops.
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