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A GENERALIZED VARIATIONAL PRINCIPLE
IN b-METRIC SPACES

CSABA FARKAS - ANDREA ÉVA MOLNÁR - SZILÁRD NAGY

In this paper we establish and prove a generalized variational principle
for b-metric spaces. As a consequence, we obtain a weak Zhong-type
variational principle in b-metric spaces. We show the applicability of the
mentioned generalized variational principle by presenting a Caristi-type
fixed point theorem and an extension of the main result for bifunctions -
both of them stated in b-metric spaces.

1. Introduction

One of the most important results of the mathematical analysis is the well-
known Ekeland’s variational principle, which has appeared in 1974 in [13].
This principle is considered the basis of modern calculus of variations, because
since its discovery there have also appeared many generalizations and equiva-
lent formulations of it (see [17–19], etc.). Ekeland’s variational principle has
been widely used in nonlinear analysis, since it entails the existence of approx-
imate solutions of minimization problems for lower semicontinuous functions
on complete metric spaces (see, for instance [5]). Since minimization prob-
lems are particular cases of equilibrium problems, many authors deal to derive
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existence results for solutions of equilibrium problems using Ekeland-type vari-
ational principles. M. Bianchi, G. Kassay, R. Pini extended in [8] a version of
Ekeland’s variational principle for bifunctions.

Recently, there have appeared many generalizations and extensions of these
results to quasimetric spaces. In the literature, the notion of quasimetric space
is used in two different ways: the first concept means asymmetry of the metric
(see, for example, [1]), while in the second concept a quasimetric satisfies a re-
laxed triangle inequality, rather than the usual triangle inequality; see [6, 11, 15].
In this paper we will focus our attention to the latter quasimetric which is also
called b-metric. The concept of this space was introduced by Bakthin in [6]
and Czerwik in [11]. Since the publication of these works, several papers have
appeared which were concerned to these spaces obtaining important results in
many fields of mathematics: fixed point theory (study of fixed point theorems
for single-valued and multivalued operators), geometry, calculus of variations.
One of the advantages of using a b-metric is highlighted by the results of fixed
point theory extended to these type of spaces, offering informations about the
existence of the fixed point, the convergence of sequences of successive approx-
imations, data dependence of the fixed point set and the study of well-posedness
of the fixed point problem. Recently, B. Monica, A. Molnár and Cs. Varga in [9]
formulated and proved a version of Ekeland’s variational principle in b-metric
spaces and using this theorem the authors gave a very simple proof of Caristi’s
fixed point theorem, stated also in b-metric spaces.

The aim of this paper is to present a Zhong-type theorem in different spaces.
Before to state our main result, let us introduce some notations and symbols used
in the paper.
Let (X ,d) be a complete b-metric space such that the b-metric d is continuous,
and f : X → R∪{+∞} be a proper, lower semi-continuous and bounded from
below function. Let us also consider the continuous non-increasing function
h : R+→R+ and the non-negative number sequence δn ⊂R+ such that δ0 > 0.
We also assume the following:

(A) The function ρ : X×X → R+∪{+∞} satisfies:

(i) for each x ∈ X , we have ρ(x,x) = 0;

(ii) for each (yn,zn) ∈ X×X as n→ ∞ such that ρ(yn,zn)→ 0, we have
d(yn,zn)→ 0 as n→ ∞;

(iii) for each z ∈ X , the function y 7→ ρ(y,z) is lower semi-continuous.

At the end, we introduce the notation below:

A[x;m] = f (x)+h(d(x0,x))
m

∑
n=0

δnρ(x,xn),m ∈ N∪{∞}.
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Now, we can formulate our main result.

Theorem 1.1. Let ρ : X ×X → R+∪{∞} be a function which satisfies the as-
sumption (A). Then for every x0 ∈ X and ε > 0 with

f (x0)≤ inf
x∈X

f (x)+ ε, (1)

there exists of a sequence {xn} ⊂ X which converges to some xε (xn → xε as
n→ ∞) such that

h(d(x0,xn))ρ(xε ,xn)≤
ε

2nδ0
, for all n ∈ N. (2)

If δn > 0 for infinitely many n ∈ N, then we have

A[xε ;+∞]≤ f (x0), (3)

and for x 6= xε we have
A[x;+∞]>A[xε ;+∞]. (4)

If δk > 0 for some k ∈ N∗ and δ j = 0 for every j > k, then for each x 6= xε

there exists m ∈ N, m≥ k such that

A[x;k−1]+h(d(x0,x))δkρ(x,xm)>A[xε ;k−1]+h(d(x0,xε))δkρ(xε ,xm).
(5)

The paper is structured as follows. In Section 2, we recall the definition of
b-metric space given by Czerwick in [11], then we present some important prop-
erties and examples concerning these spaces. We also state Cantor’s intersection
theorem in b-metric spaces, which will be crucial on the proof of our main re-
sult. In Section 3, we prove our paper’s chief result. Section 4 is dedicated to
present some applications of this result, for example a Caristi-type fixed point
theorem. Section 5 is concerned to fomulate a version of the main variational
principle for functions with two variables.

2. Preliminaries

For the convenience of the reader, let us first recall some notations and prelimi-
nary results from theory of b-metric spaces.

Definition 2.1 (Bakhtin [6], Czerwik [11]). Let X be a set and let s ≥ 1 be a
given real number. A functional d : X ×X → R+ is said to be a b-metric if and
only if for all x,y,z ∈ X the following conditions are satisfied:

1. d(x,y) = 0 if and only if x = y;
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2. d(x,y) = d(y,x);

3. d(x,z)≤ s[d(x,y)+d(y,z)].

The pair (X ,d) is called a b-metric space.

Remark 2.2. Obviously, the class of b-metric spaces is larger than the class of
metric spaces, since a b-metric space is a metric space, when s = 1 in the third
assumption of the above definition. An example, which shows that a b-metric
on X need not to be a metric on X at the same time, can be found in [20].

Definition 2.3. Let (X ,d) be a b-metric space. Then a sequence (xn)n∈N in X is
called:

(a) convergent if and only if there exists x ∈ X such that d(xn,x) → 0 as
n→ ∞. In this case, we write lim

n→∞
xn = x.

(b) Cauchy sequence if and only if d(xn,xm)→ 0 as m,n→ ∞.

Remark 2.4. Let (X ,d) be a b-metric space.

(a) Every convergent sequence in (X ,d) is a Cauchy sequence (d(xn,xm) ≤
s(d(xn,x)+d(x,xm))).

(b) If every Cauchy sequence in (X ,d) is convergent, then we say that d is a
complete b-metric on X .

(c) In general, a b-metric is not continuous.

We also notice that almost all concepts and results obtained for metric spaces
can be extended to the case of b-metric spaces. For a large amount of results
concerning b-metric spaces see for instance [11] and [15], respectively.

Example 2.5 (Berinde [7]). The space Lp[0,1] (where 0 < p < 1) of all real

functions x(t), t ∈ [0,1] such that
∫ 1

0
|x(t)|pdt < ∞, together with the functional

d(x,y) :=
(∫ 1

0
|x(t)− y(t)|pdt

)1/p

, for each x,y ∈ Lp[0,1],

is a b-metric space.
By an elementary calculation, we obtain that d(x,z) ≤ 2

1
p [d(x,y)+d(y,z)].

Therefore, s = 21/p > 0.
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Example 2.6 (Xia [23]). Let us consider (Rn,‖ ·‖). Then, for every β > 1,λ ≥
0,µ > 0 , J(x,y) = λ‖x− y‖+ µ‖x− y‖β is not a metric on Rn. Nevertheless,
(Rn,J) is a b-metric space with s = 2β−1.

For some other examples, the reader is invited to consult the papers [7], [9]
and [23]. Finally, we mention Cantor’s intersection theorem for b-metric spaces.
Notice that, if (X ,d) is a b-metric space and Y is a nonempty subset of X , then,
as in metric spaces, diam(Y ) denotes the diameter of the set Y , i.e.,

diam(Y ) := sup{d(a,b) | a,b ∈ Y}.

Lemma 2.7 (M. Bota et al. [9]). Let (X ,d) be a b-metric space. We suppose
that (X ,d) is complete. Then, for every non-increasing sequence {Fn}n≥1 of
nonempty closed subsets of X, that is,

F1 ⊃ F2 ⊃ F3 ⊃ ·· · ⊃ Fn ⊃ . . . (6)

such that
diam(Fn)→ 0 as n→ ∞, (7)

we have that the intersection
∞⋂

n=1

Fn contains one and only one point.

3. Proof of Theorem 1.1

Now, we are in the position to prove our main result.

Proof. In the first case (for infinitely many n ∈ N), without loss of generality,
we can assume that δn > 0, for every n ∈ N. Let us define the following set:

W(x0) = {x ∈ X |A[x;0]≤ f (x0)} . (8)

By the assumption (i), we have ρ(x0,x0) = 0, so x0 ∈ W(x0). Therefore, the
setW(x0) is nonempty. From the lower semi-continuity of the functions f and
ρ(·,x0) and the continuity of the function h, we deduce thatW(x0) is a closed
subset of X . We can choose the element x1 ∈W(x0) such that

A[x1;0]≤ inf
x∈W(x0)

A[x;0]+
ε ·δ1

2δ0

and consider:
W(x1) = {x ∈W(x0)|A[x;1]≤A[x1;0]} .
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Similarly as above, we obtain thatW(x1) 6= /0 (since x1 ∈W(x1)), andW(x1) is
a nonempty closed subset ofW(x0), which it means thatW(x1) is a nonempty
closed subset of X as well.

Using the method of mathematical induction, we can define a sequence
xn−1 ∈W(xn−2) and a setW(xn−1) such that:

W(xn−1) = {x ∈W(xn−2)|A[x;n−1]≤A[xn−1;n−2]}.

It is easy to see thatW(xn−1) 6= /0, andW(xn−1) is a closed subset of X . We can
choose xn ∈W(xn−1) such that

A[xn;n−1]≤ inf
x∈W(xn−1)

A[x;n−1]+
δn · ε
2nδ0

,

and consider the set

W(xn) = {x ∈W(xn−1)|A[x;n]≤A[xn;n−1]} ,

which is also a closed subset of X .
Let z be an arbitrary element ofW(xn). Then, from the definition ofW(xn),

we have the following inequality

A[z;n]≤A[xn;n−1],

which means that,

f (z)+h(d(x0,z))δnρ(z,xn)+h(d(x0,z))
n−1

∑
i=0

δiρ(z,xi)

≤ f (xn)+h(d(x0,xn))
n−1

∑
i=0

δiρ(xn,xi).

Hence, we obtain that

h(d(x0,z))δnρ(z,xn)≤

[
f (xn)+h(d(x0,xn))

n−1

∑
i=0

δiρ(xn,xi)

]

−

[
f (z)+h(d(x0,z))

n−1

∑
i=0

δiρ(z,xi)

]

≤A[xn;n−1]− inf
x∈W(xn−1)

A[x;n−1]≤ δnε

2nδ0
,

therefore
h(d(x0,z))ρ(z,xn)≤

ε

2nδ0
. (9)
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So, if n→ ∞, then ρ(z,xn)→ 0. Then, from (ii) it follows that d(z,xn)→ 0
as n→ ∞. Therefore diam(W(xn))→ 0, whenever n→ ∞ and we obtain a
descending sequence {W(xn)}n≥0 of nonempty closed subsets of X ,

W(x0)⊃W(x1)⊃ . . . .⊃W(xn)⊃ . . .

such that diam(W(xn))→ 0, as n→ ∞. Applying the Cantor intersection theo-
rem for the set sequence {W(xn)}n∈N, we conclude that there exists an xε ∈ X
such that (see Lemma 2.7)

∞⋂
n=0

W(xn) = {xε}.

We can observe that z = xε satisfies the inequality (9), therefore xn → xε as
n→ ∞. If x 6= xε , then there exists m ∈ N such that

A[x;m]>A[xm;m−1]. (10)

It is clear that, if q≥ m then

A[xm;m−1]≥A[xq;q−1]≥A[xε ;q−1].

Combining this relation with inequality (10), we get the following estimation

A[x;m]≥A[xε ;q−1].

Hence, if q,m→ ∞, we obtain the required relation (4).
It remains to treat the second case. Let us assume the existence of a number

k ∈N such that δk > 0 and δ j = 0, for each j > k≥ 0. Without loss of generality,
we can assume that δi > 0 for every i ≤ k. If n ≤ k, then we can take xn and
W(xn) similarly as above. If n > k, we can choose xn ∈W(xn−1), so that

A[xn;k−1]≤ inf
x∈W(xn−1)

A[x;k−1]+
δkε

2nδ0
,

and we define the following set

W(xn) = {x ∈W(xn−1)|A[x;k−1]+h(d(x0,x))δkρ(x,xn)≤A[xn;k−1]}.

Similarly to the “infinity” case, we can show that the statement of Theorem
1.1 holds. But, if we have x 6= xε , then there exists an m > k such that

A[x;k−1]+h(d(x0,x))δk(x,xm)> f (xm)+h(d(x0,x))
k−1

∑
i=0

δiρ(xm,xi)

≥A[xε ;k−1]+h(d(x0,xε))δkρ(xε ,xm),

which concludes the proof.
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Remark 3.1. If in the previous theorem we choose h(x) ≡ 1 and δn =
1
sn , we

get back to the main result of [9]. In other words, for every x 6= xε we obtain the
following inequality:

f (x)+
∞

∑
n=0

1
sn d(x,xn)> f (xε)+

∞

∑
n=0

1
sn d(xε ,xn). (11)

4. Applications

In this section we give some applications of the main result. First, we formulate
and prove an extension of Caristi’s fixed point theorem.

4.1. Caristi-type fixed point theorem

In the paper [14], Ekeland gave a new proof of Caristi’s fixed point theorem (for
the original proof, see [10]), applying a consequence of Ekeland’s variational
principle. Following the main ideas of these proofs, we obtained a new Caristi-
type fixed point theorem in b-metric spaces, which shows the applicability of
Theorem 1.1 to fixed point theory.

Throughout this section, we denote by ξ the sum of the convergent series
∞

∑
n=0

δn,

i.e.

ξ :=
∞

∑
n=0

δn.

Theorem 4.1. Let (X ,d) be a complete b-metric space such that d is a con-
tinuous b-metric and ρ : X ×X → R+ ∪{∞} be a continuous function. Let us
consider the operator ϕ : X → X such that there exists a lower semi-continuous
mapping f : X → R+∪{∞} satisfying the following assumptions:

(i) h(d(x0,ϕ(x)))ρ(ϕ(x),y)−h(d(x0,x))ρ(x,y)≤ ρ(x,ϕ(x)),

(ii) ξ ρ(u,ϕ(u))≤ f (u)− f (ϕ(u)).

Then ϕ has at least one fixed point.

Proof. We argue by contradiction. We assume that

ϕ(x) 6= x, for all x ∈ X . (12)

Using Theorem 1.1, we have that for each ε > 0 there exists a sequence δ j of
positive real numbers and a sequence (xn)n∈N, where xn→ xε as n→ ∞, xε ∈ X
such that for every x ∈ X , x 6= xε we have A[x;+∞]>A[xε ;+∞], i.e,

f (x)+h(d(x0,x))
∞

∑
n=0

δnρ(x,xn)> f (xε)+h(d(x0,xε))
∞

∑
n=0

δnρ(xε ,xn). (13)
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By the initial assumption, in (13) we choose x := ϕ(xε). Hence, we get the
following inequality:

f (xε)− f (ϕ(xε))

< h(d(x0,ϕ(xε)))
∞

∑
n=0

δnρ(ϕ(xε),xn)−h(d(x0,xε))
∞

∑
n=0

δnρ(xε ,xn),

which is equivalent with

f (xε)− f (ϕ(xε))

<
∞

∑
n=0

δn [h(d(x0,ϕ(xε)))ρ(ϕ(xε),xn)−h(d(x0,xε))ρ(xε ,xn)] . (14)

From (i), it follows that

f (xε)− f (ϕ(xε))<
∞

∑
n=0

δn [h(d(x0,ϕ(xε)))ρ(ϕ(xε),xn)−h(d(x0,xε))ρ(xε ,xn)]

≤
∞

∑
n=0

δn [ρ(xε ,ϕ(xε))] = ρ(xε ,ϕ(xε))
∞

∑
n=0

δn = ξ ρ(xε ,ϕ(xε)). (15)

We observe, that if in (ii) we choose u = xε , then we derive that

ξ ρ(xε ,ϕ(xε))≤ f (xε)− f (ϕ(xε)). (16)

From the relation (15), we have

f (xε)− f (ϕ(xε))< ξ ρ(xε ,ϕ(xε)). (17)

If we compare the inequalities (17) and (16), we have that

ξ ρ(xε ,ϕ(xε))≤ f (xε)− f (ϕ(xε))< ξ ρ(xε ,ϕ(xε)),

which is a contradiction.
Thus, there exists x̃ ∈ X such that x̃ ∈ ϕ(x̃).

4.2. The weak Zhong-type variational principle

Ekeland’s variational principle states that if a Gâteaux differentiable function f
has a finite lower bound, then for every ε > 0, there exists some point xε such
that ‖ f ′(xε)‖ ≤ ε . We want to show that a similar result can be proved for b-
metric spaces. First of all, we need to prove the following two lemmas. Let
us denote by B(x0;r) the closed ball of radius r centered at a point x0 from the
metric space (X ,d), defined by

B(x0;r) = {x ∈ X |d(x,x0)≤ r}.
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Lemma 4.2. If g : R+→ R+ is a continuous non-decreasing function, and x /∈
B(x0;d(x0,xε)) then

d(x0,x)
1+g(d(x0,x))

− s · d(x0,xε)

1+g(d(xε ,x0))
≤ s · d(x,xε)

1+g(d(xε ,x0))
. (18)

Proof. We introduce the following notations:
d(x0,x) = a,
d(x0,xε) = c,
d(x,xε) = b.

It is easy to see that a,b,c are exactly the three sides of a triangle. Therefore,
the inequality (18) can be rewritten in the following form

a
1+g(a)

≤ s · b+ c
1+g(c)

which is equivalent with

a+ag(c)≤ s(b+ c)+ s(b+ c)g(a). (19)

If a≥ c, then we have g(a)≥ g(c) (since the choice of g), so

ag(c)≤ ag(a)≤ s(b+ c)g(a).

Lemma 4.3. If g : R+→R+ is a continuous non-decreasing function, and
g(x)

x
is decreasing on (0,d(x0,xε)], then

d(x0,x)
1+g(d(x0,x))

− s · d(x0,xε)

1+g(d(xε ,x0))
≤ s · d(x,xε)

1+g(d(xε ,x0))
.

Proof. The proof works similarly as in the case of Lemma 4.2. We can observe

that, if x 7→ g(x)
x

is a non-increasing function, then
g(c)

c
≤ g(a)

a
, hence

a+ag(c)≤ a+ cg(a)≤ s(b+ c)+ cg(a)≤ s(b+ c)+ s(b+ c)g(a).

Next we show that in a special case of the Theorem 1.1 we get Zhong’s
variational principle (see for instance [21, 22]). In order to obtain this result let
us choose the functions h, ρ , and the sequence δn as follows. Let δ0 = 1 and
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δn = 0, for every n > 0. Let ε,λ > 0 and h(t) =
ε

λ (1+g(t))
, where g : [0,∞)→

[0,∞) is a continuous non-decreasing function. In this case, we have

∞

∑
n=0

δnρ(x,xn) = δ0ρ(x,x0) = ρ(x,x0).

If ρ = d, then Theorem 1.1 has the following form:

f (x)≥ f (xε)+
ε

λ (1+g(d(x0,xε)))
d(xε ,x0)−

ε

λ (1+g(d(x0,x)))
d(x,x0).

(20)
From Lemma 4.3 and 4.2, we get the following weak Zhong-type variational
principle in b-metric space.

Corollary 4.4 (Weak Zhong-type variational principle). Let h : R+→ R+ be a
continuous non-decreasing function. Let (X ,d) be a complete b-metric space
(the b-metric d is continuous) and f : X → R∪{∞} be a proper, lower semi-
continuous and bounded from below function. Then for every x0 ∈ X and ε > 0
with

f (x0)≤ inf
x∈X

f (x)+ ε, (21)

there exists a sequence {xn} ⊂ X which converges to some xε (where xn→ xε as
x→ ∞) such that

h(d(x0,xn))d(xε ,xn)≤
ε

2n , n ∈ N. (22)

Then we can distinguish two cases:
1. If x /∈ B(x0,d(x0,xε)), then we have

f (x)≥ f (xε)− s · ε

λ (1+g(d(x0,xε)))
d(x,xε). (23)

2. If
g(x)

x
is decreasing on (0,d(x0,xε)], then for all we have x 6= xε

f (x)≥ f (xε)− s · ε

λ (1+g(d(x0,xε)))
d(x,xε).

Remark 4.5. Let X be a b-Banach spaces. Let us recall first that a b-norm on a
vector space X over the field K=R or C is a map X→ [0,∞) with the following
properties:

(i) ‖x‖= 0 if and only if x = 0;

(ii) ‖αx‖= |α|‖x‖ if α ∈K, x ∈ X ;
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(iii) There is a constant s≥ 1 such that if x1,x2 ∈ X we have that

‖x1 + x2‖ ≤ s(‖x1‖+‖x2‖).

X is called a b-Banach space if X is complete for this norm. The best-known
examples of b-Banach spaces are the spaces `p and Lp(0,1), when 0 < p < 1. It
is readily seen that `∗p = `∞ but Lp(0,1)∗ = {0}. This latter result is due to Day
[12] in what is arguably the first paper on b-Banach spaces. For more details we
invite the reader to look at Day [12] and Kalton [16].

We recall that a functional f : X →R∪{∞} is called Gâteaux differentiable
if at every point x with f (x) < ∞, there exists a continuous linear functional
f ′(x0) such that for every y ∈ X ,

lim
t→0

f (x0 + ty)− f (x0)

t
= 〈 f ′(x0);y〉.

In the following, we assume that g : [0,+∞)→ [0,+∞) is a continuous non-

decreasing function, the mapping
g(x)

x
is decreasing, and f : X → R∪{∞} is a

lower semicontinuous, Gâteaux differentiable function and not identically with
+∞. In this case we can extend Theorem 2.1 from Zhong [21]. More precisely,
if f is bounded from below, then for ε > 0, every y ∈ X such that

f (y)≤ inf
x∈X

f (x)+ ε, (24)

and every λ > 0, there exists a z ∈ X such that

f (z)≤ f (y),

‖ f ′(z)‖ ≤ s · ε

λ (1+g(‖z‖))
.

From the above, one can extend the notion of weak (PS)-condition form
[21], and we can prove that a function, which is bounded below, and satisfies
the weak (PS)-condition has a minimal point.

5. Extension of Theorem 1.1 for bifunctions

As above, we introduce some new symbols and notations which we will also
use in the rest of the paper.
Let C be a closed subset of the complete b-metric space X (suppose that d is
continuous), h : R+→ R+ be a decreasing function and ρ : X×X → R+∪{∞}
be a function which satisfies the assumption (A).

We assume the following assumption:
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(F) For the mapping f : C×C→ R the following assertions hold:

(i) f (x, ·) is lower bounded and lower semicontinuous, for every x ∈C;
(ii) f (z,z) = 0, for every z ∈C;
(iii) f (z,x)≤ f (z,y)+ f (y,x) for every x,y,z ∈C.

We will also use the following notation:

Q[y,x;m] = f (y,x)+h(d(x0,x))
m

∑
n=0

δnρ(x,xn).

Theorem 5.1. Let us consider the mapping f : C×C→ R which satisfies the
assumption (F). Then, for every x0 ∈ X and ε > 0 there exists a sequence
{xn} ⊂C which converges to some xε (xn→ xε as n→ ∞) such that

h(d(x0,xε))ρ(xε ,xn)≤
ε

2nδ0
, n ∈ N, (25)

and
Q[x0,xε ;0]≤ 0, (26)

and

∀x 6= xε , Q[xε ,x;+∞]−h(d(x0,xε))
∞

∑
n=0

δnρ(xε ,xn)> 0. (27)

Proof. We use the same argument as in Theorem 1.1. Let us define the follow-
ing set:

W(x0) = {y ∈C|Q[x0,y;0]≤ 0}.
Obviously, W(x0) is a nonempty set, and by (F)(i), we obtain that it is also a
closed subset of C. Now we can choose an element x1 ∈ W(x0) such that the
following inequality holds:

h(d(x0,x1))δ0ρ(x1,x0)+ f (x0,x1)≤ inf
z∈W(x0)

Q[x0,y;0]+
δ1 · ε
2δ0

. (28)

Let us consider the set

W(x1) = {y ∈W(x0)|Q[x1,y;1]≤ h(d(x0,x1))δ0ρ(x1,x0)} .

Due to A(a), (F)(i) and (F)(ii), it is easy to see that W(x0) ⊃ W(x1), and
W(x1) is an nonempty closed set. In general, let us suppose that we have defined
xn−1 ∈W(xn−2) in the following way

W(xn−1)

=

{
y ∈W(xn−2)|Q[xn−1,y;n−1]≤ h(d(x0,xn−1))

n−2

∑
i=0

δn−1ρ(xn−1,xi)

}
.
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We readily see thatW(xn−1) is a nonempty closed subset ofW(xn−2). We can
take xn ∈W(xn−1) such that

Q[xn−1,xn;n−1]≤ inf
z∈W(xn−1)

{Q[xn−1,z;n−1]}+ δn · ε
2nδ0

. (29)

Similarly to the above, we can defineW(xn)

W(xn) =

{
y ∈W(xn−1)|Q[xn,y;n]≤ h(d(x0,xn))

n−1

∑
i=0

δnρ(xn,xi)

}
, (30)

which is a nonempty, closed subset ofW(xn−1). We can prove that, in the same
way as in the proof of Theorem 1.1, the below inequality is true:

h(d(x0,z))ρ(z,xn)≤
ε

2nδ0
→ 0 as n→ ∞. (31)

Therefore ρ(z,xn)→ 0 as n→∞. At the same time, by A(b), we have d(z,xn)→
0 as n→ ∞. Then, if we consider the points z1,z2 ∈ W(xn), it follows that
d(z1,z2)≤ s(d(z1,xn)+d(z2,xn)). This means that diam(W(xn))→ 0 as n→∞.
Applying Cantor’s intersection theorem, we deduce that⋂

n
W(xn) = {xε}. (32)

From the above relation we can conclude that xε ∈W(x0) which means that

f (x0,xε)+δ0h(d(x0,xε))ρ(xε ,x0)< 0.

So we have thatW(xε)⊂W(xn) for all n ∈ N. By 32, we obtain that

W(xε) = {xε},

therefore if x 6= xε then it is clear that x /∈W(xε), i.e.:

Q[xε ,x;+∞]> h(d(x0,xε))
∞

∑
n=0

δnρ(xε ,xn).

One of the particular cases of Theorem 5.1 is the following version (h ≡ 1,

δn =
1
sn and ρ = d):

Theorem 5.2. Let (X ,d) be a complete b-metric space with s > 1 (d is contin-
uous), C ⊂ X be a closed set and f : C×C→ R be a function which satisfies
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the assertion (F). Then for every x0 ∈ X and ε > 0 there exists a sequence
(xn)n∈N ⊂C and an element xε ∈C such that xn→ xε , as n→ ∞ and

d(xε ,xn)≤
ε

2n , n ∈ N, (33)

f (x0,xε)+d(xε ,x0)≤ 0, (34)

and for every x 6= xε , we have

f (xε ,x)+
∞

∑
i=0

1
si d(x,xi)−

∞

∑
i=0

1
si d(xε ,xi)> 0. (35)
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1, Kogălniceanu Str., 400084,

Cluj-Napoca, Romania
Department of Mathematics and Informatics

Faculty of Technical and Human Sciences
Sapientia Hungarian University of Transylvania

Tirgu Mures, Romania
e-mail: farkas.csaba2008@gmail.com

ANDREA ÉVA MOLNÁR
Department of Mathematics
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