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Chapter 1

Introduction

Conventionally, metals and insulators had been distinguished by the existence of band gaps.
About a decade ago, a novel phase which does not belong to either metals or insulators, called the
topological insulator, was found. It is notable that time-reversal invariant topological insulators
have bulk band gaps but also have gapless surface states. Further, topologically nontrivial phases
and trivial phases cannot be connected smoothly to each other. Namely, bulk band-gap closings
are required for the transitions between topologically nontrivial and trivial phases. Topologically
nontrivial and trivial phases are distinguished by the “topological invariant”. They are calculated
from the wave functions of systems. In addition, before the establishment of the concept of topo-
logical phases, different phases had been distinguished by the order parameters which indicate
spontaneous symmetry breaking. For example, magnetism can be understood as a consequence
of spontaneous spin rotational symmetry breaking. However, topological phases cannot be distin-
guished by order parameters. From the viewpoint of symmetry analysis, time-reversal invariant
band insulators and time-reversal invariant topological insulators cannot be distinguished. Topo-
logical invariants are not local quantities in contrast to conventional order parameters.

Recent extensive studies have revealed that spin-orbit coupling is essential to realize topo-
logically nontrivial phases. On the other hand, it has been known that electron correlations play
significant roles in condensed matter. Recent theoretical studies have shown that the interplay of
spin-orbit coupling and electron correlation can lead to various exotic phases and phenomena. Es-
pecially, it is interesting that topological phases can emerge in strongly correlated systems. This
suggests that electron correlations can also play an important role to realize topological phases.
However, preceding studies have mainly focused on the effects of short-range interactions. What
happens as a result of strong long-range interactions? The effects of long-range interactions in
topological phases have not yet been revealed. In Dirac fermion systems, the effects of long-
range interactions are expected to be important, since the screening effect is considered to be
weak due to the vanishing density of states near the Fermi level.

Based on these facts, the purpose of this thesis can be divided into two parts:
(I) We study the effects of long-range interactions in three-dimensional topological phases, fo-
cusing on their stability against strong long-range interactions.
(II) We search for novel phases and phenomena which result from the interplay of spin-orbit cou-
pling and electron correlation.

In this chapter, we review theoretical and experimental aspects of various topological phases.
According to historical order, we start from quantum Hall insulators which are characterized by
the Chern number. Then we review two-dimensional and three-dimensional topological insula-
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1.1. TOPOLOGICAL INVARIANTS

tors which are characterized by the Z2 invariants. We also review novel topological phases, Weyl
semimetals and Dirac semimetals. Here we emphasize that strong spin-orbit coupling is essential
to realize topologically nontrivial phases. Finally we review the interplay of spin-orbit coupling
and electron correlation.

This chapter is organized as follows. In Sect. 1.1, we introduce the topological invariant
for time-reversal invariant topological insulators. In Sect. 1.2, we introduce the experimental
and theoretical properties and the effective model of three-dimensional topological insulators of
Bi2Se3 family. In Sect. 1.3, we introduce the theoretical properties and theoretical models of
Weyl semimetals. In Sect. 1.4, we introduce the experimental and theoretical properties of Dirac
semimetals. In Sect. 1.5, we introduce novel phases and phenomena induced by the interplay
of spin-orbit coupling and electron correlation. We also introduce theoretical studies on electron
correlation effects in topological phases.

This thesis is organized as follows. In Chap. 2, we review an approach to interacting Dirac
fermion systems, the lattice gauge theory. We review the formulations for the lattice regulariza-
tion of Dirac fermions, and the lattice regularization of gauge fields. Then we review applications
of the lattice gauge theory to graphene, an interacting two-dimensional (2D) Dirac fermion sys-
tem. In Chap. 3, we study the effects of strong 1/r Coulomb interactions in a 3D topological
insulator. Based on the U(1) lattice gauge theory, we analyze the system from the strong cou-
pling limit. We propose a possible global phase diagram of the system. In Chap. 4, we study the
effects of strong 1/r Coulomb interactions in a time-reversal symmetry broken Weyl semimetal
with two nodes. Based on the U(1) lattice gauge theory, we analyze the system from the strong
coupling limit. We propose a possible global phase diagram of the system. In Chap. 5, the effects
of strong 1/r Coulomb interactions in Dirac semimetals with four and sixteen nodes. Based on
the U(1) lattice gauge theory, we analyze the system from the strong coupling limit. We propose
a possible global phase diagram of the system. In Chap. 6, we study the effects of short-range
interactions in a 3D spin-orbit coupled system. We present the mean-field phase diagram of the
system. Then we focus on the topological magnetoelectric response of the antiferromagnetic
insulator phase. Finally in Chap. 7, we summarize this thesis.

1.1 Topological Invariants
In this section, we review an important concept, the topological invariant, which characterizes a
phase. According to historical order, we start from the quantization of the Hall conductivity in
quantum Hall insulators, and then move on to a recently discovered phase, quantum spin Hall (or
two-dimensional topological) insulators. Finally we consider the Z2 invariant which distinguishes
topologically nontrivial phases from trivial phases in the presence of time-reversal symmetry.

1.1.1 Quantum Hall Insulators
The Quantum Hall insulator is a kind of topologically nontrivial phases, where its topological
invariant is given by the Chern number. In the following, we derive an important expression for
the Hall conductivity of a 2D system, known as the TKNN formula [1]. Let us start from the
Kubo formula for conductivity given by [2]

σµν(ω) =
1
L2

∫ ∞

0
dtei(ω+iδ)t

∫ β

0
dλ

⟨
Jν(−iℏλ)Jµ(t)

⟩
eq.
, (1.1)

2



CHAPTER 1. INTRODUCTION

where H is the unperturbed Hamiltonian of a system, β = 1/T , Jµ(t) = eiHtJµe
−iHt , and

⟨· · · ⟩eq. = Tr[e−βH · · · ]/Z with Z = Tr[e−βH ]. With the eigenvalues and eigenstates such that
H |n⟩ = En |n⟩, the above equation is rewritten as

σµν(ω) = − iℏ
L2

∑
m,n

f (En) − f (Em)
En − Em

⟨n |Jµ |m⟩⟨m |Jν |n⟩
ω + En − Em + iδ

, (1.2)

where we have replaced e−βEn/Z by the Fermi distribution function f (En). In a system with
translational symmetry (H (k) = Enk |unk⟩) and with an energy gap in the Brillouin zone (Emk ,
Enk), the static Hall conductivity σxy is given by

σxy = −
iℏe2

L2

∑
m,n

∑
k

f (Enk)
⟨unk |vx |umk⟩⟨umk |vy |unk⟩ − ⟨unk |vy |umk⟩⟨umk |vx |unk⟩

(Enk − Emk)2 , (1.3)

where k is the crystal momentum, the subscript n (and m) denotes the n-th band, and we have
used Jµ = −evµ. Noting that the velocity operator is written as vµ =

∂H (k)
ℏ∂kµ

, and the relation

0 = ∂
∂kµ
⟨unk |umk⟩ = ⟨ ∂

∂kµ
unk |umk⟩ + ⟨unk | ∂∂kµ umk⟩, we obtain the quantized Hall conductivity

σxy =
e2

h
ν (1.4)

with

ν =
∑
n

∫
d2k

2π

(
∂An,y

∂kx
− ∂An,x

∂ky

)
=

∑
n

∫
d2k

2π
(∇ × An) · ez ∈ Z, (1.5)

where An = −i⟨unk |∇k |unk⟩ and the summation with respect to n is done over all occupied
bands. The integer ν is called the (first) Chern number. The quantity σxy =

e2

h
ν is identical to the

Hall conductivity in the case where ν Landau levels are occupied and the rest are empty (i.e., there
is an energy gap). The Hall conductivity is invariant as long as the number of occupied Landau
levels ν is not changed. Namely, the Chern number can be said to be a topological invariant, since
it does not change when the Hamiltonian changes smoothly with finite energy gap.

1.1.2 Quantum Spin Hall Insulators
Recently discovered topologically nontrivial phases have attracted many researchers and offered
a new direction in modern physics [3–5]. The pioneering works appeared in 2005, where the
realization of a topologically nontrivial phase termed the “quantum spin Hall insulator” due to
intrinsic spin-orbit coupling was discussed in graphene [6, 7]. Note that quantum spin Hall in-
sulators are also called two-dimensional topological insulators. In quantum spin Hall insulators,
the spin Hall conductivity σs

xy takes the quantized value [6–8]

σs
xy = 2

e2

h
× ℏ

2e
=

e

2π
, (1.6)

where J sx = σ
s
xyEy with J sx (≡ J

↑
x − J

↓
x ) being a spin current and Ey being an electric field. The

factor ℏ2e represents the conversion from the charge conductance to the spin conductance. Quan-
tum spin Hall insulators can be considered as the superposition of two quantum Hall insulators

3



1.1. TOPOLOGICAL INVARIANTS

(a) (b) (c) (d)

Figure 1.1: Schematic pictures of the (a) helical edge states and (b) energy spectrum in a quantum
spin Hall insulator, and the (c) chiral edge states and (d) energy spectrum in a quantum Hall
insulator [3].

(a)
(b)

Figure 1.2: (a) Schematic diagram of energy bands near the Fermi level in HgTe/HgCdTe quan-
tum well [9]. When the thickness of HgTe is larger than the critical value, the conduction and
valence bands are inverted. In such a state, the quantum spin Hall effect emerges. (b) Ex-
perimentally observed longitudinal four-terminal resistance as a function of the gate voltage in
HgTe/Hg0.7Cd0.3Te quantum well [10]. The Fermi level can be tuned by the gate voltage. The
sample (I) [(II)-(IV)] is thinner (thicker) than the critical value. Although the samples (III) and
(IV) are different in size, the resistivity is almost the same. This implies the direct evidence of
the helical edge state.

with the chiral edge currents opposite to each other. Therefore, the Hall conductivity is zero, and
time-reversal symmetry of the system is preserved. The most important feature of quantum spin
Hall insulators is the existence of gapless helical edge states which are protected by time-reversal
symmetry. Figures 1.1(a) and 1.1(b) show schematic pictures of the helical edge states and en-
ergy spectrum in a quantum spin Hall insulator, respectively. For comparison, those of the chiral
edge states and energy spectrum in a quantum Hall insulator are shown in Figs. 1.1(c) and 1.1(d).

After the theoretical prediction in HgTe/CdTe quantum well [9], the first experimental ob-
servation of the quantum spin Hall effect in HgTe/Hg0.7Cd0.3Te quantum well was realized in
2007 [10]. Hg1−xCdxTe is a semiconductor with strong spin-orbit coupling. As shown in Fig.
1.2(a), HgTe and CdTe have band structures opposite to each other near the Fermi level. In HgTe
quantum well sandwiched by CdTe, the conduction and valence bands are inverted when the
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CHAPTER 1. INTRODUCTION

thickness of HgTe is larger than the critical value. In such a state, the quantum spin Hall effect
emerges. The mechanism of the emergence is the sign inversion of the mass of the Dirac fermions
in the low-energy effective model [9], as in the case of three-dimensional topological insulators.
Band inversion (or, equivalent, sign inversion of the mass of Dirac fermions) is essential to re-
alize topologically nontrivial phases. In the experiment, the existence of the helical edge state
was directly observed by measuring the longitudinal four-terminal resistance [see Fig. 1.2(b)].
Further, it was shown that in the presence of external magnetic fields, which break time-reversal
symmetry of the system, the helical edge state is destroyed.

1.1.3 Z2 Invariant

In the presence of time-reversal symmetry, topologically trivial and nontrivial phases can be
distinguished by the “Z2 invariant”. Here let us define a time-reversal operator T . When
a system is time-reversal invariant, the single-particle Hamiltonian H (k) satisfies the relation
TH (k)T −1 = H (−k). Further let us define a unitary matrix wab(k) = ⟨ua(k)|T |ub(k)⟩ where
|ub(k)⟩ is the Bloch functions of the occupied bands. Then we see that wba(k) = −wab(−k),
due to the property T 2 = −1. At the time-reversal invariant momenta in the Brillouin zone,
namely at the momenta which satisfy k = −k(≡ Λa), the matrix w(Λa) becomes antisymmetric.
Recall that the determinant of a antisymmetric matrix is equal to the square of its Pfaffian, i.e.,
det[w(Λa)] = {Pf[w(Λa)]}2. This relation is equivalent to δa = ±1 = Pf[w(Λa)]/

√
det[w(Λa)].

The Z2 invariant of the d-dimensional (dD) system is given by the product of all the δa in the
Brillouin zone [7]:

(−1)ν =
2d∏
a=1

δa . (1.7)

We see that ν can take two values, ν = 0, 1. The ν = 1 (ν = 0) phases are called topologically
nontrivial (trivial). This is a property of the bulk of a system. On the other hand, as mentioned
above, topologically nontrivial phases (with ν = 1) are characterized by the existence of gapless
edge states (or surface states in three dimensions). This fact is referred to as the “bulk-boundary
correspondence”.

In the presence of spatial inversion (parity) symmetry, the Z2 invariant has a simpler form
given by [11, 12]

(−1)ν =
2d∏
a=1

N∏
m=1

ξ2m(Λa), (1.8)

where ξ2m(Λa) is the parity eigenvalue of the occupied 2m-th band at the time-reversal invariant
momenta Λa, and 2N is the number of occupied bands. Note that the two Bloch states |u2m−1(k)⟩
and |u2m(k)⟩ has the same parity eigenvalue due to the Kramers degeneracy.

In three spatial dimensions, there exists the other three Z2 invariants in addition to Eq. (1.7)
[11–13]. The eight time-reversal invariant momenta Λi of a three-dimensional lattice system can
be expressed as

Λa=(n1n2n3) =
1
2

(n1b1 + n2b2 + n3b3), (1.9)

5



1.2. THREE-DIMENSIONAL TOPOLOGICAL INSULATORS

where n j = 0, 1 ( j = 1, 2, 3) and b j are primitive reciprocal lattice vectors of the lattice. Then
the three Z2 invariant is given by [11, 12]

(−1)ν j =
∏

n j=1; ni, j=0,1

δa=(n1n2n3) ( j = 1, 2, 3). (1.10)

The phases with ν = 0 and at least one nonzero ν j are referred to as “weak” topological insulators,
while the phases with ν = 1 are referred to as “strong” topological insulators. This is because
weak topological insulators have even numbers of surface Dirac cones and the surface states
are broken (i.e., becomes gapped) by disorder. On the other hand, strong topological insulators
have odd numbers of surface Dirac cones and the surfaces states are robust against disorder. 3D
topological insulators are usually labeled by the four Z2 indices (ν;ν1ν2ν3).

In the following, we show that the calculation of the Z2 invariant becomes much easier when
the single-particle Hamiltonian of a system with time-reversal and inversion symmetries is rep-
resented in terms of matrices which satisfy the Clifford algebra. Let us define a single-particle
Hamiltonian as H (k) =

∑5
µ=1 R(k)αµ with the 4 × 4 matrices αµ satisfying the Clifford alge-

bra {αµ , αν } = 2δµν1. Time-reversal T and spatial inversion (parity) P require the condition
TH (k)T −1 = PH (k)P−1 = H (−k). To be concrete, we define the matrices αµ by the Dirac
representation. Namely, we obtain

α j =

[
0 σ j

σ j 0

]
, α4 =

[
1 0
0 −1

]
, α5 =

[
0 −i
i 0

]
, (1.11)

where j = 1, 2, 3 and σ j are the Pauli matrices. In this case, time-reversal and parity operators
are written as T = 1⊗ (−iσ2)K (K is the complex conjugation operator) and P = σ3 ⊗ 1. Then
we see that

T αµT −1 = PαµP−1 = −αµ (µ , 4),

T α4T −1 = Pα4P−1 = α4.
(1.12)

At the time-reversal invariant momentaΛa, the Hamiltonian satisfies TH (Λa)T −1 = PH (Λa)P−1

= H (Λa). Then it follows from Eq. (1.46) that R1(Λa) = R2(Λa) = R3(Λa) = R5(Λa) = 0. Here
note that P = α4. The energy eigenvalue at Λa is obtained as E(Λa) = ±R4(Λa), where we have
used the fact that the eigenvalues of P are ±1. When the system is half-filled and the energy gap
exists throughout the Brillouin zone, we obtain an alternative expression for the Z2 invatiant [11]:

(−1)ν =
∏
a

{−sgn[R4(Λa)]
}
, (1.13)

where, in Eq. (1.8), we have used that ξ2(Λa) is given by ξ2(Λa) = −sgn[R4(Λa)].

1.2 Three-Dimensional Topological Insulators
In this section, first we review experimental facts of three-dimensional (3D) topological insula-
tors, focusing on how they are realized and their peculiar surface properties. Then we introduce
an low-energy effective Hamiltonian for 3D topological insulators, and an important bulk prop-
erty, the topological magnetoelectric effect.
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(a) (b)

Figure 1.3: (a) Schematic diagram of the bulk band energies of Bi1−xSbx as a function of Sb
substitution x [14]. (b) Topological surface states on the (111) surface of Bi0.9Sb0.1 [14].

1.2.1 Basic Properties

Recently discovered topologically nontrivial phases have attracted many researchers and offered
a new direction in modern physics [3–5]. After the theoretical predictions of three-dimensional
(3D) topological insulators had been made in 2007 [11, 12], the first experimental observation
was realized by an angle-resolved photoemission spectroscopy (ARPES) in the 3D topological
insulator Bi1−xSbx in 2008 [14]. Pure bismuth is a semimetal with strong spin-orbit coupling.
The 3D topological insulator phase is induced by substituting bismuth with antimony. Such a
substitution in Bi1−xSbx causes the band inversion between the conduction and valence bands
accompanied with the bulk energy gap opening, which results in the change of the Z2 invariant
(1.8). A schematic diagram of the bulk band energies of Bi1−xSbx as a function of Sb substitution
x is shown in Fig. 1.3(a). A direct experimental evidence for the (strong) topological insulator
phase is the existence of the gapless surface states which cross the Fermi level odd (five in this
case) times between two time-reversal invariant momenta Γ̄ and M̄ [see Fig 1.3(b)]. This is
because, from the discussion on the Z2 invariant, it can be shown that an odd number of crossings
leads to topologically protected surface states [11, 12].

The discovery of Bi1−xSbx offered a possibility of experimental researches on 3D topological
insulators. However, its bulk and surface band structure is rather complicated, since the band
inversions occur at three equivalent L points. In 2009, a new class of 3D topological insulators,
Bi2Se3 family, was discovered by an ARPES experiment [15] and a first-principles calculation
[16]. In these materials, the band inversion occurs only at single point (the Γ point), resulting
in a (1; 000) topological insulator phase. Such a simple realization also leads to the existence of
a single Dirac cone on the surface. A schematic diagram of the energy level evolution near the
Fermi level in Bi2Se3 is shown in Fig.1.4(a). The three stages (I), (II), and (III) represent the
effects of the chemical bonding, crystal field splitting, and spin-orbit coupling, respectively. We
see that an energy level crossing occurs as the strength of atomic spin-orbit coupling becomes
stronger. Figure 1.4(b) shows the energy levels of the p-orbitals P1+z and P2−z near the Fermi level
as a function of a dimensionless parameter x which represents the strength of atomic spin-orbit
coupling as λBi = xλBi

0 and λSe = xλSe
0 (x = 1 represents the realistic value) [16]. These results

indicate that strong spin-orbit coupling is essential to realize topologically nontrivial phases.
Surface band dispersion of Bi2Se3 near the Γ point observed by an ARPES measurement and

obtained by a first-principles calculation is shown in Fig. 1.5(a) and Fig. 1.5(b), respectively.
From these figures, we see that the surface band is isotropic in momentum space and has a

7
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(a) (b)

Figure 1.4: (a) Schematic diagram of the energy level evolution at the Γ point in Bi2Se3. The three
stages (I), (II), and (III) represent the effects of the chemical bonding, crystal field splitting, and
spin-orbit coupling, respectively. The dashed line denotes the Fermi level [16]. (b) Energy levels
of two p-orbitals P1+z and P2−z as a function of a dimensionless parameter x which represents the
strength of atomic spin-orbit coupling. x = 1 represents the realistic value [16].

(a) (b)

Figure 1.5: (a) Surface band dispersion of Bi2Se3 observed by an ARPES measurement for kx and
ky directions [15]. (b) Surface and bulk band dispersion of Bi2Se3 obtained by a first-principles
calculation [16].

linear dispersion near the band touching point. Namely, the topological surface state is described
by 2D massless Dirac fermions. One of the most peculiar properties of surface states is the
“spin-momentum locking” of surface electrons [18]. Such surface states are called to be helical.
A spin-resolved ARPES data on the surface electronic structure of Bi2−δCaδSe3 is shown in
Fig. 1.6. It can be seen that the directions of the spins of surface electrons are coupled to the
electrons’ momenta. This can be understood as a consequence of strong spin-orbit interactions
and a requirement of time-reversal symmetry such that E(k. ↑) = E(−k, ↓). However, in contrast
to the bulk band structure, the spin-momentum locking requires non-degenerate band structure
for the topological surface state. The resulting effective Hamiltonian for the surface state is

8
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(a) (b)

(c) (d)

Figure 1.6: (a) Intensity plot of the surface state of Bi2−δCaδSe3 at the Fermi energy. Red arrows
represent the directions of spins of electrons. (b) Surface band dispersion of Bi2−δCaδSe3 for
the kx direction. (c) y component of the spin polarization of surface electrons along the Γ̄-M̄
direction. (d) x and z components of the spin polarization of surface electrons along the Γ̄-M̄
direction. All figures are from Ref. 18.

described by two-component massless Dirac fermions:

Hsurface(k) = vF(kyσx − kxσy) = vF(k × ez) · σ, (1.14)

where vF is the Fermi velocity of the surface state (i.e., the slope of the Dirac cone), and σx , σy

are the Pauli matrices for the spin degree of freedom. The energy eigenvalues are readily obtained

as Esurface(k) = ±vF

√
k2
x + k

2
y . The value of the Fermi velocity of the surface states in Bi2Se3 is

experimentally obtained as vF ≈ 5 × 105 m/s [15], which is in agreement with a first-principles
value vF ≃ 6.2 × 105 m/s [16].

So far we saw that the surface states of 3D topological insulators such as Bi2Se3 are described
by 2D two-component massless Dirac fermions. Due to the spin-momentum locking, the surface
states are robust against disorder, as long as time-reversal symmetry is preserved. Namely, the
backscaterrings of surface electrons from (k, ↑) to (−k, ↑) are absent [19]. Theoretically, it have
shown that 2D two-component massless Dirac fermions cannot be localized in the presence of
nonmagnetic disorder [20, 21]. However, surface states are not robust against magnetic disorder
which breaks time-reversal symmetry. This is because the surface Dirac fermions described by
Eq. (1.14) can be massive by adding a term proportional to σz , i.e., mσz . More precisely, adding
the exchange interaction such that Hexch.(k) = JSimp · σ where Simp is the spin of a magnetic
impurity to the Hamiltonian (1.14) leads to a gapped spectrum

Esurface(k) = ±
√

(vFkx + JS
y

imp)2 + (vFky − JSximp)2 + (JSzimp)2. (1.15)

9
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(a)

(b)

(c)

Figure 1.7: (a) Schematic picture of an experimental setup to detect the quantum anomalous Hall
effect in a ferromagnetically ordered topological insulator thin film. The chemical potential of the
film can be controlled by a gate-voltage applied on the back-side of the dielectric substrate [24].
(b) Gate-voltage Vg dependence of the Hall conductivity σxy and the longitudinal conductivity
σxx in Cr0.15(Bi0.1Sb0.9)1.85Te3 [24]. (c) Observed flow of the conductivity in the (σxy , σxx)
plane in Cr0.22(Bi0.2Sb0.8)1.78Te3 thin film. With decreasing temperature, the system evolves
toward two stable fixed points, σxy = 0 or σxy = e2/h [25].

Let us consider a general 2 × 2 Hamiltonian given by H (k) = R(k) · σ. In the case of massive
Dirac fermions, R(k) is given by R(k) = (kx , ky ,m). The Hall conductivity of the system can
be calculated by [1, 4]

σxy =
e2

h

1
4π

∫
dkxdkyR̂ ·

(
∂R̂

∂kx
× ∂R̂

∂ky

)
= sgn(m)

e2

2h
, (1.16)

where R̂ = R(k)/|R(k)| is an unit vector. The integral is equivalent to the area where the unit
vector R̂ moves on the unit sphere, which namely gives the winding number of R̂. At k = 0,
the unit vector R̂ points the north or south pole, that is, R̂ = (0, 0, sgn(m)). At large k with
|k| ≫ |m |, R̂ almost points the horizontal directions. Hence, varying k, R̂ covers the half of the
unit sphere, which gives 2π.

Equation (1.16) indicates the (half-)quantum Hall effect occurs on the surfaces of 3D topo-
logical insulators, when magnetic impurities are doped or a magnetic film is put on the sur-
face [22, 23]. The direction of the Hall current depends on the sign of m, i.e., the direction

10
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of the magnetization of surface electrons. Actually, the surface quantum Hall effect has been
observed experimentally [24, 25]. The observed surface quantum anomalous Hall effect in Cr-
doped BiySb1−yTe3 thin film is shown in Fig. 1.7. Note that in those systems the magnetization
directions of top and bottom surfaces are the same, and thus the observed Hall conductivity is
2 × e2/(2h) = e2/h. It can be seen from Fig. 1.7(b) that the Hall conductivity is quantized when
the chemical potential lies in the surface band gap.

1.2.2 An Effective Lattice Model
In the following, we consider the low-energy effective Hamiltonian of 3D topological insulators
such as Bi2Se3. As mentioned above, the bulk electronic structure of Bi2Se3 near the Fermi level
is described by two p-orbitals P1+z and P2−z with ± denoting parity. Then defining the basis
[|P1+z , ↑⟩, |P1+z , ↓⟩, |P2−z , ↑⟩, |P2−z , ↑⟩] and retaining the wave vector k up to quadratic order, the
low-energy effective Hamiltonian for the bulk around the Γ point is given by [16, 17]

Heff(k) =


M(k) 0 A1kz A2k−

0 M(k) A2k+ −A1kz
A1kz A2k− −M(k) 0
A2k+ −A1kz 0 −M(k)


= A2kxα1 + A2kyα2 + A1kzα3 +M(k)α4,

(1.17)

where k± = kx ± ky and M(k) = m0 − B1k
2
z − B2k

2
⊥. The coefficients are fitted with a first-

principles calculation for Bi2Se3; m0 = 0.28 [eV], A1 = 2.2 [eV·Å], A2 = 4.1 [eV·Å], B1 = 10
[eV·Å2], B2 = 56.6 [eV·Å2]. The 4 × 4 matrices αµ are given by

α j =

[
0 σ j

σ j 0

]
, α4 =

[
1 0
0 −1

]
, (1.18)

where the Clifford algebra {αµ , αν } = 2δµν1 is satisfied. Namely, the above Hamiltonian is
nothing but an anisotropic 3D Dirac Hamiltonian with a momentum-dependent mass.

In Subsect. 1.1.3, the Z2 invariant, which identifies whether a phase is topologically nontriv-
ial or not, was defined. Here note that the Z2 invariant is calculated in lattice systems. Hence we
cannot directly show that the phase which is described by the effective Hamiltonian (1.17) repre-
sents a 3D topological insulator. From this viewpoint, let us consider the effective Hamiltonian
(1.17) on a cubic lattice. We replace ki and k2

i
terms by ki → sin ki and k2

i
→ 2(1 − cos ki). This

replacement is valid when ki ≪ 1. Then we obtain the lattice version of the effective Hamiltonian
as

Heff(k) = A2α1 sin kx + A2α2 sin ky + A1α3 sin kz

+
[
m0 − 2B1(1 − cos kz) − 2B2(1 − cos kx) − 2B2(1 − cos ky)

]
α4

= vF(α1 sin kx + α2 sin ky + α3 sin kz) +

m0 + r
∑

i=x ,y,z

(1 − cos ki)

 α4,

(1.19)

where, in the second line, we have simplified coefficients as vF = A1 = A2 and r = −2B1 =

−2B2. As will be mentioned later, this Hamiltonian is called the Wilson Hamiltonian, which was
originally introduced in lattice quantum chromodynamics.

In cubic lattices, the 8 time-reversal invariant momenta Λa are given by (0, 0, 0), (π/a, 0, 0),
(0, π/a, 0), (0, 0, π/a), (π/a, π/a, 0), (π/a, 0, π/a), (0, π/a, π/a), and (π/a, π/a, π/a) where a is

11
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Figure 1.8: Energy spectrum of the effective model (1.19) in a slab geometry (i.e., finite layers
in the z direction) with (a) m0/r = −0.5 and (b) m0/r = 0.5. The surface state exists in the topo-
logically nontrivial case (0 > m0/r > −2). (c) m0 dependence of the surface Hall conductivity
σH in the case where uniformly magnetized impurities are doped into the bulk and surface.

the lattice constant. With the use of the expression (1.13), we can calculate the Z2 invariant of
the system as

(−1)ν =
8∏

a=1

sgn

m0 + r
∑

i=x ,y,z

(1 − cosΛi
a)


=

{ − 1 (0 > m0/r > −2 or − 4 > m0/r > −6)
+ 1 (m0/r > 0, −2 > m0/r > −4 or − 6 > m0/r).

(1.20)

Indeed, the topological insulator phase with 0 > m0/r > −2 satisfies the above realistic value for
Bi2Se3; m0/r ≈ −0.28/(2 × 10/32) = −0.13 where we have assumed the value of the lattice con-
stant as a = 3 [Å]. In this thesis, we adopt the lattice Hamiltonian (1.19) as a model Hamiltonian
for 3D topological insulators.

Energy spectra of the effective model (1.19) in a slab geometry for the case of the topological
insulator and for the normal insulator are shown in Fig. 1.8(a) and (b), respectively. Indeed, we
can see the surface spectrum, the single Dirac cone around the Γ point, in the topological insulator
phase. Therefore, the effective model (1.19) can be regarded as an effective lattice model for 3D
topological insulators such as Bi2Se3. Further, as shown in Eq. (1.16), the surface Hall current
flows when the surface spectrum is gapped (i.e., for example, when magnetic impurities are
doped to the surface). Figure 1.8(c) shows the surface Hall conductivity σH as a function of m0
in a slab geometry. In the topological insulator phase, we have σH = e2/h. Here note that the
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Figure 1.9: Schematic picture of the topological magnetoelectric effect in a 3D topological insu-
lator with magnetic impurities doped to the surface (green arrows). (a) Magnetization M induced
by an external electric field E. (b) Electric polarization P induced by an external magnetic field
B.

obtained value of σH is the sum of the contributions from the top and bottom surfaces, namely
σH = 2 × e2

2h .

1.2.3 Topological Magnetoelectric Effect
Surface states of 3D topological insulators are robust against disorder by nonmagnetic impurities,
as long as time-reversal symmetry is preserved. However, the surface states can be gapped (i.e.,
the surface Dirac fermions can be massive) by magnetic disorder which breaks time-reversal sym-
metry. This results in the surface quantum Hall effect. As a consequence, a novel phenomenon,
the “topological magnetoelectric effect”, emerges in 3D topological insulators [26]. Let us con-
sider a case where the side surface of a cylindrical 3D topological insulator is ferromagnetically
ordered, as shown in Fig. 1.9. When an external electric field E is applied parallel to the cylinder,
the surface Hall current jH is induced as

jH = −sgn(m)
e2

2h
n̂ × E , (1.21)

where n̂ is an unit vector normal to the side surface. From the Ampère’s law, the magnetization
M with |M | = |jH |/c (c is the speed of light) is obtained as[see Fig. 1.9(a)]

M = sgn(m)
e2

2hc
E. (1.22)

Similarly, when an external magnetic field B is applied parallel to the cylinder, the circulating
electric field Eind normal to the magnetic field is induced as ∇ ×Eind = − ∂B∂t . Then the induced
electric field generates the surface Hall current parallel to the magnetic field as

jH = sgn(m)
e2

2h
∂B

∂t
. (1.23)

On the other hand, a polarization current is equivalent to the time derivative of the electric polar-
ization. Finally the induced electric polarization P is given by [see Fig. 1.9(b)]

P = sgn(m)
e2

2hc
B. (1.24)
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Equations (1.22) and (1.24) clearly show the magnetoelectic effect. Here recall that the
magnetization and polarization can be derived from the free energy as M = −∂F/∂B and
P = −∂F/∂E. To satisfy the relations (1.22) and (1.24), the free energy must have the fol-
lowing form:

F = −
∫

d3x
e2

2hc
E ·B = −

∫
d3x

θe2

4π2ℏc
E ·B , (1.25)

where we have omitted sgn(m) for simplicity, and θ = π. The integrand can be regarded as the
Hamiltonian density. The equivalent action is written as

Sθ =

∫
d4x

θe2

4π2ℏc
E ·B =

∫
d4x

θe2

32π2ℏc
ϵ µνρλFµνFρλ , (1.26)

where Fµν = ∂µAν−∂νAµ with Aµ being the electromagnetic four-potential, and ϵ µνρλ is the Levi-
Civita symbol. Note that e2

ℏc (≃ 1/137) is the fine-structure constant. This action is also called the
theta term. In particle physics, the phenomenon described by the theta term is termed the axion
electrodynamics, since θ is regarded as the field of an elementary particle, axion. Under time-
reversal (t → −t, x→ x), an electric field and magnetic field are transformed to be E → E and
B → −B, respectively. Hence the term E ·B is odd under time-reversal. On the other hand, 3D
topological insulators have time-reversal symmetry, which indicates that Sθ remains unchanged
under time-reversal with θ → −θ satisfied. Namely, the value of θ has to be constant, i.e.,
θ = ±π. In normal (topologically trivial) insulators, θ = 0. Unfortunately, regardless of intensive
experimental searches, the topological magnetoelectric effect has not yet been observed.

So far we have derived the topological magnetoelectric effect from a surface property of
3D topological insulators. In the following, we briefly discuss the ways to derive of the theta
term from the bulk. One way is the dimensional reduction from (4+1)-dimensions to (3+1)-
dimensions [26]. Another way is to use the so-called Fujikawa’s method [27, 28]. Here we show
the derivation of the theta term based on the Fujikawa’s method. Let us start from the low-energy
continuum model for 3D topological insulators such as Bi2Se3. Namely, the Hamiltonian is given
by setting ki ≪ 1 in Eq. (1.19) as

HTI(k) = k · α + m0α4, (1.27)

where m0 < 0. Except for the negative mass m0, this Hamiltonian is the usual Dirac Hamiltonian.
Then the action of the system in the presence of an external electromagnetic field is written as

STI =

∫
d4xψ̄(x)[iγµ(∂µ + ieAµ) + m0e

iπγ5]ψ(x), (1.28)

where ψ(x) is a four-component spinor, and we have used the fact that m0 = −m0(cosπ +
iγ5 sinπ) = −m0e

iπγ5 . The gamma matrices γµ are given by the Dirac representation as

γ0 =

[
1 0
0 −1

]
, γ j =

[
0 σ j

−σ j 0

]
, γ5 =

[
0 1
1 0

]
. (1.29)

It is convenient to study the system in the imaginary time notation. Namely, we rewrite t, A0 and
γ j as t → −iτ, A0 → iA0, and γ j → iγ j . The Euclidean action of the system is written as

STI =

∫
dτd3xψ̄(x)[γµ(∂µ + ieAµ) − m0e

iπγ5]ψ(x). (1.30)
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First let us consider an infinitesimal chiral transformation defined by

ψ → ψ′ = e−iπdϕγ5/2ψ, ψ̄ → ψ̄′ = ψ̄e−iπdϕγ5/2, (1.31)

where ϕ ∈ [0, 1]. Then the partition function Z is transformed as

Z =

∫
D[ψ, ψ̄]e−STI[ψ,ψ̄] → Z′ =

∫
D[ψ′, ψ̄′]e−S

′
TI[ψ

′ ,ψ̄′]. (1.32)

The theta term comes from the Jacobian defined by D[ψ′, ψ̄′] = JD[ψ, ψ̄]. The action (1.30) is
transformed as

S′TI =

∫
dτd3xψ̄(x)[γµ(∂µ + ieAµ) − m0e

iπ(1−dϕ)γ5]ψ(x) +
i

2
π

∫
dτd3xdϕ∂µ(ψ̄γµγ5ψ). (1.33)

The Jacobian is written as [27, 28]

J = exp
[
−i

∫
dτd3xdϕ

πe2

32π2ℏc
ϵ µνρλFµνFρλ

]
. (1.34)

Here Fµν = ∂µAν − ∂νAµ and we have written ℏ and c explicitly. We repeat this procedure infinite
times, i.e., integrate with respect to the variable ϕ from 0 to 1. Due to the invariance of the
partition function, finally we arrive at the following expression of STI:

STI =

∫
dτd3xψ̄(x)[γµ(∂µ + ieAµ) − m0]ψ(x) + i

∫
dτd3x

πe2

32π2ℏc
ϵ µνρλFµνFρλ , (1.35)

where we have dropped the irrelevant surface term. The first term is the action of trivial Dirac
fermions, since their mass −m0 is positive. The second term is nothing but the theta term in
imaginary time, and we obtain Eq. (1.26) by substituting τ = it .

1.3 Weyl Semimetals
In this section, we review a novel three-dimensional topological phase, the Weyl semimetal. Weyl
semimetals have not been experimentally observed so far. Thus we review the basic theoretical
aspects, and introduce some theoretical models for Weyl semimetals. Finally we discuss the
stability of Weyl semimetal phases against disorder or electron correlation.

1.3.1 Basic Properties
As a novel topological phase of matter, the Weyl semimetal has attracted much attention since
a theoretical prediction in a realistic material was made [29]. Weyl semimetals have three-
dimensional (3D) linear dispersions near the band touching points, the Weyl nodes, in the bulk
band structure. The low-energy effective model near a band touching point k0 is described
by the Weyl fermions, namely by the 2 × 2 Hamiltonian such that HWeyl(q) =

∑3
i=1 vi · qσi

where q = k − k0 and σi are the Pauli matrices. The energy dispersion of the Weyl fermion

is obtained as EWeyl(q) = ±
√∑3

i=1(vi · q)2. Each Weyl fermion possesses chirality defined by
c = sgn[v1 · (v2 × v3)] = ±1. In the simplest case, the Weyl Hamiltonian can be written as

HWeyl(q) = ±vFq · σ, (1.36)
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(a)

(c)(b)

Figure 1.10: (a) Phase diagram obtained by a first-principles calculation for a class of pyrochlore
iridates such as Y2Ir2O7, as a function of the strengths of on-site interactions and an external
magnetic field. The “Dirac Semi-metal” phase shown in the phase diagram corresponds to the
Weyl semimetal phase [29]. (b) A band structure near a band touching point, a Weyl node, and
(c) the locations of the 24 Weyl nodes, shown by circles with ± denoting the chirality, in the first
Brillouin zone [29].

where vF is the Fermi velocity, i.e., the slope of the 3D cone, and ± denotes the chirality of the
Weyl node. Here note that a single Weyl fermion cannot be massive by itself, since all the three
Pauli matrices which anticommute with each other are used. Namely, the existence of a single
Weyl node is robust against perturbations. An energy gap opens only if pairs of Weyl fermions
with opposite chirality meet and annihilate each other. Therefore, it can be said that the Weyl
semimetal is a topological phase. Breaking of at least time-reversal or inversion symmetry is
required to realize the Weyl semimetal [30–36]. The Weyl nodes always appear in pairs, and thus
the minimal number of the Weyl nodes in a Weyl semimetal is two.

One of the attractive aspects of Weyl semimetals is that the first theoretical prediction showed
the emergence of a Weyl semimetal phase in a class of iridates R2Ir2O7 (R is yttrium or a
rare earth element), a strongly correlated 5d electron system with spin-orbit coupling on the
pyrochlore lattice [29]. The predicted phase diagram as a function of the strengths of on-site
interactions and an external magnetic field is shown in Fig. 1.10(a). Namely, Weyl semimetals
can emerge as a consequence of the interplay of electron correlation and spin-orbit coupling.
Remarkably, the predicted Weyl semimetal has 24 Weyl nodes in the Brillouin zone. See Fig.
1.10(b) for a energy band near a Weyl node, and see Fig. 1.10(c) for the locations of the 24 Weyl
nodes. Other theoretical studies on R2Ir2O7 have also suggested the existence of Weyl semimetal
phases [37, 38].
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(a) (b)

Figure 1.11: (a) Schematic picture of the Weyl nodes (red circles) and the surface Fermi arc
(yellow line) in a Weyl semimetal in momentum space. Blue arrows indicate the directions of the
Berry connection. [39]. (b) Surface bands of a Weyl semimetal with two nodes (W±). The Fermi
arc connecting two Weyl nodes appears in the projected surface Brillouin zone [40].

Topological nature of Weyl semimetals can be understood from the fact that each Weyl node
can be regarded as a “monopole” with its charge given by the chirality [29], and from the resulting
existence of surface Fermi arc [29, 33, 40]. Schematic pictures of a Weyl semimetal in momen-
tum space and the surface Fermi arc are shown in Fig.1.11. To understand these natures, let us
consider the anomalous Hall conductivity of a Weyl semimetal. In general, intrinsic anomalous
Hall conductivity can be calculated by [41]

σ3D
ab =

e2

ℏ
ϵabc

∑
n

∫
BZ

d3k

(2π)3 f (Enk)Bc
nk , (1.37)

whereAnk is the Berry connection given byAnk = −i⟨unk |∇k |unk⟩ with |unk⟩ being the Bloch
state at momentum k in the n-th band, Bnk is the Berry curvature given by Bnk = ∇k × Ank,
and f (Enk) is the Fermi distribution function. The summation of n is done over the occupied
bands. The above equation can be rewritten as

σ3D
xy =

∫
dkz

2π
σ2D
xy (kz). (1.38)

Here σ2D
xy (kz) is the Hall conductivity of a 2D system at a fixed kz:

σ2D
xy (kz) =

e2

ℏ

∑
n

∫
BZ

d2k⊥
(2π)2 f (Enk⊥(kz))Bz

nk⊥
(kz), (1.39)

where k⊥ = (kx , ky). Except for the kz dependence, Eq. (1.39) is equivalent to the expression of
TKNN formula [Eq. (1.5)]. In the following, we show that Weyl semimetals in momentum space
can be regarded as the stacking of 2D quantum Hall layers.

To be specific, let us consider a minimal two-band model on a cubic lattice with broken
time-reversal symmetry [42], whose Hamiltonian is given by

H (k) = t sin kxσx + t sin kyσy + [t(cos kz − cosQ) + r(2 − cos kx − cos ky)]σz

≡ R(k) · σ, (1.40)
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1.3. WEYL SEMIMETALS

where t > 0, r < −t(1−cosQ)/2 andσi are the Pauli matrices for the spin degree of freedom. The
two Weyl nodes appear at the points W± = (0, 0,±Q). Around the Weyl nodes, the Hamiltonian
is expanded up to linear order in q(= k −W±) as

H (q +W±) = tqxσx + tqyσy ∓ (t sinQ)qzσz . (1.41)

This is nothing but the Weyl Hamiltonian. Recall that the TKNN formula is rewritten as Eq.
(1.16), in the case where the Hamiltonian is given by the form H (k) = R(k) · σ. Namely, the
Chern number C is given by the Winding number:

C(kz) =
1

4π

∫
dkxdkyR̂ ·

(
∂R̂

∂kx
× ∂R̂

∂ky

)
. (1.42)

The Hall conductivity is given by σ2D
xy (kz) = e2

h
C(kz). Consider a kx-ky plane which lies between

the Weyl nodes, i.e., the case of −Q < kz < Q. Then the vector R(k) points the north pole at
(kx , ky) = (0, 0), while it points the south pole at (kx , ky) = (π, 0), (0, π), (π, π). This means that
C(kz) = 1. On the other hand, when −π < kz < −Q or Q < kz < π, the vector R(k) points the
south pole at the above four points, which results in C(kz) = 0. The above result such that the
Chern number becomes unity can be also obtained by considering a torus enclosing a Weyl node.
Therefore it can be said that a Weyl node is regarded as a monopole, since the Chern number is
given by the integration of the Berry curvature. Further, recall that there exists a chiral edge state
in a quantum Hall insulator. This means that the surface Fermi arc connecting two Weyl nodes is
given by the intersection of such gapless chiral states and the Fermi level.

Finally, from the above discussion, we obtain an analytical expression for the anomalous Hall
conductivity of Weyl semimetals with two Weyl nodes as

σ3D
xy =

∫ π

−π

dkz

2π
σ2D
xy (kz) =

e2

h

Q

π
, (1.43)

where 2Q is the distance between the two Weyl nodes in momentum space. When the two nodes
meet and annihilate each other by the change of a parameter, the system becomes gapped, i.e
becomes an anomalous Hall insulator, and the anomalous Hall conductivity reaches the quantized
value σ3D

xy = e2/(ha), where a is the lattice constant.

1.3.2 Theoretical Models
As mentioned above, the realization of Weyl semimetals requires breaking of at least time-
reversal or inversion symmetry [30–36]. To understand this nature, let us consider a simple
model. We start from the 3D four-component Dirac fermions, which possess both time-reversal
and inversion symmetries. The Hamiltonian is given by

HDirac(k) = vFk · α + m0α4, (1.44)

where vF is the Fermi velocity, m0 is the mass of Dirac fermions, and αµ are 4× 4 matrices which
satisfy the Clifford algebra {αµ , αν } = 2δµν1. To be concrete, we adopt the Dirac representation
for αµ as

α j =

[
0 σ j

σ j 0

]
, α4 =

[
1 0
0 −1

]
, α5 =

[
0 −i
i 0

]
. (1.45)
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Table 1.1: Transformation properties under time-reversal T and spatial inversion (parity) P of
16 independent matrices consisting of αµ with {αµ , αν } = 2δµν1 (µ, ν = 1, 2, 3, 4, 5).

Matrices 1 α j α4 α5 Σ j Σ′j Π j Π0

Time-reversal T + − + − − − + +

Inversion P + − + − + + − −

In this case, time-reversal and parity operators are written as T = 1⊗(−iσ2)K (K is the complex
conjugation operator) and P = σ3 ⊗ 1. It is easy to show that the Hamiltonian (1.44) has time-
reversal and inversion symmetries as THDirac(k)T −1 = PHDirac(k)P−1 = HDirac(−k), which
results from the fact that

T αµT −1 = PαµP−1 = −αµ (µ , 4),

T α4T −1 = Pα4P−1 = α4.
(1.46)

Next we consider to add symmetry breaking perturbation terms to the Hamiltonian (1.44)
[31,34]. It is known that there exist 16 independent matrices which consist of αµ. The 16 matrices
are given by 1 (the identity matrix), αµ (µ = 1, 2, 3, 4, 5), and αµν = − i

2 [αµ , αν] (µ < ν).
The matrices 1 and αµ are trivial. Let us closely look at the 10 matrices αµν . In the Dirac
representation, they are written explicitly as

Σ j ≡ αikϵik j =

[
σ j 0
0 σ j

]
, Σ

′
j ≡ α j5 =

[
σ j 0
0 −σ j

]
,

Π j ≡ α j4 =

[
0 −iσ j

iσ j 0

]
, Π0 ≡ α45 =

[
0 1
1 0

]
,

(1.47)

where j = 1, 2, 3. Note that these are Hermitian matrices. It is easily shown that Σ j and Σ′j are
odd under time-reversal but even under parity:

T Σ jT −1 = T Σ′jT −1 = −1, PΣ jP−1 = PΣ′jP−1 = +1. (1.48)

On the other hand, Πµ are even under time-reversal but odd under parity:

T ΠµT −1 = +1, PΠµP−1 = −1. (1.49)

The properties of the 16 matrices are summarized in Table 1.1. With these matrices, the most
general perturbation Hamiltonian can be expressed as

H ′ = ∆α5 + b · Σ + b′ · Σ′ + ρ0Π0 + ρ · Π. (1.50)

Let us consider the simplest realization of a Weyl semimetal with broken time-reversal sym-
metry and with two Weyl nodes in our setup. In this case, the Hamiltonian is given by

H (k) = k jα j + m0α4 + bΣ3, (1.51)

where we have set b = (0, 0, b) without loss of generality, and have set vF = 1. Here note that
repeated subscripts represent the summation over the subscript. The energy eigenvalues of this
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Hamiltonian E(k) are obtained easily by taking the square as follows:

H 2 = (k jα j + m0α4 + bΣ3) · (klαl + m0α4 + bΣ3)

= k jkl {α j , αl }/2 + k jm0{α j , α4} + m2
0 + k jb{α j , Σ3} + m0b{α4, Σ3} + b2

= (k2 + m2
0 + b

2)1 + 2b
[
m0σ3 k3
k3 −m0σ3

] (1.52)

with k2 = k2
1 + k

2
2 + k

2
3 . The second term is diagonalized as

[
m0σ3 k3
k3 −m0σ3

]2

= (k2
3 + m

2
0)1, (1.53)

which results in

H 2 = (k2 + m2
0 + b

2)1 + ±2b
√
k2

3 + m
2
01. (1.54)

Finally, we obtain the four eigenvalues

E(k) = ±

√
k2

1 + k
2
2 +

[√
k2

3 + m
2
0 ± b

]2
, (1.55)

and we see that the two Weyl nodes W± are given by W± = (0, 0,±
√
b2 − m2

0) with b > |m0 |.

Then the energy bands near the Weyl nodes are found to be E(q) = ±
√
q2

1 + q
2
2 + (1 − m2

0/b
2)q2

3
where q = k − W±. Note that these bands are not degenerate. Hence this is the dispersion of
Weyl fermions, since E(q) can be obtained by diagonalizing the Weyl Hamiltonian HWeyl(q) =∑3

i=1 viqiσi with v1 = v2 = 1 and v3 = ±
√

1 − m2
0/b

2.
Similar discussions can be applied to the cases of Σ′j , Π0, or Π j [34]. For example, in the case

where the Hamiltonian is given by H (k) = k jα j + m0α4 + b
′Σ′3, there exists a line (circle) node

when b′ > |m0 |. In the case where the Hamiltonian is given byH (k) = k jα j+m0α4+ρ0Π0+ρ1Π1,
there exists a line (circle) node only when m0 = 0.

1.3.3 Topological Magnetoelectric Effect

Another topological aspect of Weyl semimetals with broken time-reversal symmetry is the emer-
gence of the topological magnetoelectric effect described by the theta term (1.26) [43–46]. Unlike
3D topological insulators, due to the breaking of time-reversal symmetry, the coefficient θ does
not take the quantized value π. In the following, for simplicity and concreteness, we consider a
simple model of a two-node Weyl semimetal with broken time-reversal symmetry described by
Eq. (1.51). In this case, the value of θ reads

θ(x) = 2b · x, (1.56)

where 2b is the vector connecting the two Weyl nodes in momentum space, and x is a real-space
three-dimensional coordinate vector in the bulk.
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Let us derive the above expression for θ. To this end, we start from the Minkowski action of
the system in the presence of an external electromagnetic field Aµ:

SWSM =

∫
d4xψ̄(x)[iγµ(∂µ + ieAµ) − m0 − b jγ jγ5]ψ(x), (1.57)

where ψ(x) is a four-component spinor, and the gamma matrices γµ are given by the Dirac rep-
resentation as

γ0 =

[
1 0
0 −1

]
, γ j =

[
0 σ j

−σ j 0

]
, γ5 =

[
0 1
1 0

]
. (1.58)

Noting that ψ̄ = ψ†γ0, γ0 = α4, and γ0γ j = α j , the noninteracting Hamiltonian of the system is
given by

H =

∫
d3xψ†(x)[−iα j∂j + m0α4 + b · Σ]ψ(x), (1.59)

which reproduce Eq. (1.51). For simplicity, we consider the case of m0 = 0. Then the two Weyl
nodes locate ±b. It is convenient to study the system in the imaginary time notation. Namely, we
rewrite t, A0 and γ j as t → −iτ, A0 → iA0, and γ j → iγ j . The Euclidean action of the system is
written as

SWSM =

∫
dτd3xψ̄(x)[γ0(∂0 + ieA0) + γ j(∂j + ieA j + ib jγ5)]ψ(x). (1.60)

From this action, we see that b j , which generates the Weyl semimetal phase, can be regarded
as a kind of gauge fields. To derive the theta term, we employ the so-called Fujikawa’s method
[27, 28]. The procedure is the same as in the case of 3D topological insulators [see Subsect.
1.2.3]. We write down again the procedure briefly in what follows. First let us consider an
infinitesimal chiral transformation defined by

ψ → ψ′ = e−iθ(x)dϕγ5/2ψ, ψ̄ → ψ̄′ = ψ̄e−iθ(x)dϕγ5/2, (1.61)

where ϕ ∈ [0, 1] and θ(x) = 2b jx j = 2b · x. Then the partition function Z is transformed as

Z =

∫
D[ψ, ψ̄]e−SWSM[ψ,ψ̄] → Z′ =

∫
D[ψ′, ψ̄′]e−S

′
WSM[ψ′ ,ψ̄′]. (1.62)

The theta term comes from the Jacobian defined by D[ψ′, ψ̄′] = JD[ψ, ψ̄]. The action (1.63) is
transformed as

S′WSM =

∫
dτd3xψ̄(x)

{
γ0(∂0 + ieA0) + γ j[∂j + ieA j + ib j(1 − dϕ)γ5]

}
ψ(x)

+
i

2

∫
dτd3xdϕ∂µ[θ(x)ψ̄γµγ5ψ].

(1.63)

The Jacobian is written as [27, 28]

J = exp
[
−i

∫
dτd3xdϕ

θ(x)e2

32π2ℏc
ϵ µνρλFµνFρλ

]
. (1.64)
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Here Fµν = ∂µAν − ∂νAµ and we have written ℏ and c explicitly. We repeat this procedure infinite
times, i.e., integrate with respect to the variable ϕ from 0 to 1. Due to the invariance of the
partition function, finally we arrive at the following expression of SWSM:

SWSM =

∫
dτd3xψ̄(x)γµ(∂µ + ieAµ)ψ(x) + i

∫
dτd3x

θ(x)e2

32π2ℏc
ϵ µνρλFµνFρλ , (1.65)

where we have dropped the irrelevant surface term. The first term is the usual action of the Dirac
fermions with unbroken symmetries. The second term is nothing but the theta term in imaginary
time.

Next let us consider the consequence of the existence of the theta term in Weyl semimetals.
Notice that the theta term (in real time) can be rewritten as

Sθ =

∫
d4x

θ(x)e2

8π2ℏc
ϵ µνρλ∂µAν∂ρAλ = −

∫
d4x

e2

8π2ℏc
ϵ µνρλ[∂µθ(x)]Aν∂ρAλ , (1.66)

where in the second equality, we have dropped the surface term and used ϵ µνρλ∂µ∂ρAλ = 0. The
induced current j can be obtained from the variation of the above action with respect to the vector
potential An:

jn = − e2

2π2ℏc
bmϵ

mnρλ∂ρAλ =
e2

πhc
(b × E)n , (1.67)

where n = 1, 2, 3. Apparently, this equation indicate the anomalous Hall current due to time-
reversal symmetry breaking. For concreteness, let us set b = (0, 0, b). Then we get the Hall
current jx = −σxyEy withσxy =

e2

h
b
π . This value of the Hall conducticity σxy is exactly the same

as Eq. (1.43). Similarly, we obtain the induced charge density ρ as

ρ ≡ j0 = − e2

2π2ℏc
bmϵ

m0ρλ∂ρAλ = −
e2

πhc
b ·B. (1.68)

So far we have focused on a case where time-reversal symmetry is broken but inversion
symmetry is not broken. What happens if we add an inversion symmetry breaking term ib0γ0γ5
to the action (1.63)? The term ib0γ0γ5 corresponds to Π0 in the Hamiltonian formalism. In such
a case, we can apply the same procedure as above to obtain the value of θ. The result reads

θ(x, t) = 2(b · x − b0t). (1.69)

The induced current is modified to

j =
e2

πhc
(b × E − b0B), (1.70)

where the second term is referred to as the chiral magnetic effect [47]. The equation indicates
that a dissipationless ground-state current proportional to an applied magnetic field is generated.
If the chiral magnetic effect is present, it would lead to interesting applications. However, recent
theoretical studies suggest that there does not exist the chiral magnetic effect in realistic (lattice)
systems [45, 46].
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(a)

(c)

(b)

(d)

Figure 1.12: An ARPES data on the electronic structure of Na3Bi [51]. (a) Two Dirac nodes in
the bulk and projected surface Brillouin zones. (b) Stacking plot of constant energy contours at
different binding energies in the kx-ky plane. (c) [(d)] Schematic picture of the Dirac cone in the
(kx , ky , E) [(kx , kz , E)] space.

1.4 Dirac Semimetals
Dirac semimetals in three spatial dimensions have gapless three-dimensional (3D) linear disper-
sions, i.e. 3D Dirac cones, in the bulk band structure. In contrast to Weyl semimetals, time-
reversal and spatial inversion symmetries are not broken in Dirac semimetals. Hence they can be
regarded as a 3D analog of graphene. After the theoretical predictions had been made [48–50], the
Dirac semimetals such as Na3Bi and Cd3As2 were experimentally discovered recently [51–55].
The low-energy effective model near a band touching point (the Dirac node) k0 is described by
the Dirac fermions, namely by the 4 × 4 Hamiltonian such that

HDirac(q) =
3∑
j=1

v jq jα j , (1.71)

where q = k − k0, v j is the Fermi velocity for the k j-direction, and α j are 4 × 4 matrices
which satisfy the Clifford algebra {αµ , αν } = 2δµν1. The doubly-degenerate energy eigenvalues

are obtained as EDirac(q) = ±
√∑

j(v jq j)2. The observed Dirac semimetals Na3Bi and Cd3As2

possess two Dirac nodes which are protected by crystalline symmetry. The electronic structure
of Na3Bi observed by an ARPES measurement is shown in Fig. 1.12. It can be seen that indeed,
the Fermi surface consists of two points (Dirac nodes) and the dispersion is linear near the Dirac
nodes. It should be noted that there exist large out-of-plane Fermi velocity anisotropy such that
vF⊥/vF∥ ≈ 0.25 with vF∥ = 3.74 × 105 [m/s] in Na3Bi [51] [see Fig. 1.12(c) and (d)], and
vF⊥/vF∥ ∼ 0.1 with vF∥ ≃ 1.5 × 106 [m/s] in Cd3As2 [52]. Here we have defined vzF ≡ vF⊥ and
vxF ≈ v

y

F ≡ vF∥ . This contrasts to the case of graphene, where the Fermi velocity is isotropic
(vF ≃ 1 × 106 [m/s]) [56].
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Figure 1.13: Schematic diagram of the relation of Dirac semimetals with Weyl semimetals and
3D topological insulators. vF is the Fermi velocity. “CB” and “VB” represent the conduction
and valence bands, respectively. In 3D topological insulators such as Bi2Se3, the mass of Dirac
fermions m becomes negative. (Conversely, m > 0 in normal insulators.) The matrices α j and
σ j are 4 × 4 and 2 × 2 matrices, respectively, where {αi , α j } = 2δi j1 and {σi , σ j } = 2δi j1.

One of the important meanings of the realization of Dirac semimetals is on the point that
they can lead to various topological phases, since they lie next to various topological phases
in the phase diagrams. In 3D topological insulators, the bulk energy gap closing is required
to make the system turn into normal band insulators [11, 12, 16]. At these transition points,
Dirac semimetals can be realized. Experimentally, such a continuous transition is observed in the
solid-solution system TlBi(S1−xSex)2 [57]. Further, Weyl semimetals can be realized when time-
reversal or inversion symmetry breaking occurs in Dirac semimetals [30–32, 34, 58]. Regardless
of intensive searches, Weyl semimetal phases have not been experimentally observed so far.
Hence, it is expected that recent experimental realization of the Dirac semimetals also gives
rise to the realization of Weyl semimetal phases. A schematic diagram of the relation of Dirac
semimetals with Weyl semimetals and 3D topological insulators is shown in Fig. 1.13. Here
note that spin-orbit coupling is strong in experimentally observed Dirac semimetals Na3Bi and
Cd3As2. As was shown in Sect. 1.1 and Sect. 1.2, strong spin-orbit coupling is essential to
realize topologically nontrivial phases.
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The low-energy effective model of Dirac semimetals and that of Weyl semimetals are resem-
ble. To show this, let us consider a simplified low-energy effective model for a Weyl semimetal
with 2N nodes. The Hamiltonian of such a system can be written as

Heff
Weyl =

∑
k

N∑
f=1

vF∥
{
ψ†
f+

(k)
[
ξikiσi

]
ψ f+(k) +ψ†

f −(k)
[−ξikiσi

]
ψ f −(k)

}
=

∑
k

N∑
f=1

ψ†
f
(k)vF∥

[
ξikiσi 0

0 −ξikiσi

]
ψ f (k),

(1.72)

where ψ f = [ψ f+,ψ f −]T with ψ f± being a two-component spinor, the subscript ± denotes the
chirality of each Weyl node, and we have introduced the Fermi velocity anisotropy ξi defined by
ξ1 = ξ2 = 1 and ξ3 = vF⊥/vF∥ . The second line of the Hamiltonian (1.72) represents a Dirac
semimetal with N nodes, since the 4 × 4 matrices τ3 ⊗σi satisfy the Clifford algebra (usually this
representation is called the Weyl or chiral representation). Namely, this indicates that in a rough
approximation, the low-energy effective model of a 2N -node Weyl semimetal is equivalent to that
of a N -node Dirac semimetal. However, note that the mass term can be added (i.e., the spectrum
can be gapped) in Dirac Hamiltonians, whereas it cannot be added in Weyl Hamiltonians. In this
sense, it is expected as a bulk property that Weyl semimetals are more robust against perturbations
than Dirac semimetals.

1.5 Spin-Orbit Coupling and Electron Correlation

So far we have reviewed “noninteracting” topologically nontrivial phases. We have seen the
importance of spin-orbit coupling, namely, that strong spin-orbit coupling is essential to real-
ize topologically nontrivial phases [3–5]. On the other hand, the importance of strong electron
correlations has been acknowledged in the field of condensed matter physics [59–61]. For ex-
ample, unconventional (and high temperature) superconductivity and colossal magnetoresistance
can emerge as a consequence of strong electron correlations. Then it is a natural question that
what happens when both spin-orbit coupling and electron correlation are present. In this section,
we review phenomena and phases which emerge in the presence of both spin-orbit coupling and
electron correlation.

1.5.1 Emergence of Novel Phases and Phenomena

One of the triggers to recent intensive studies on the interplay of spin-orbit coupling and electron
correlation is due to the discovery of a novel Mott insulating state in Sr2IrO4, a correlated 5d-
electron system with spin-orbit coupling [62,63]. In the absence of spin-orbit coupling, electrons’
spin S is a good quantum number. However, in the presence of spin-orbit couplingHSO = λL ·S
where L is the orbital angular momentum of an electron, the total angular momentum J = L+S
should be used instead of S. In Sr2IrO4, the 5d orbitals are split into eg(x2 − y2, 3z2 − r2) and
t2g(xy , yz , zx) orbitals by the crystal field with Oh symmetry. Then the 5d electrons take t52g
configuration due to the splitting of 10Dq. Taking into account the spin-orbit coupling in the t2g
orbitals results in the effective orbital angular momentum Leff = 1. Then the t2g orbitals form
effectively Jeff = 1/2 and Jeff = 3/2 bands where the Jeff = 1/2 band is half-filled. The wave
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(a) (c)(b)

Figure 1.14: Schematic diagram for the realization of the Jeff = 1/2 Mott insulating state in
Sr2IrO4 [62]. (a) 5d orbitals in the presence of crystal field and spin-orbit coupling. (b) Energy
bands of t52g configuration with spin-orbit coupling and without electron correlation. (c) Those
with spin-orbit coupling and electron correlation. ζSO and U represent the strength of the spin-
orbit coupling and on-site interaction, respectively.

functions of the Jeff = 1/2 state are given by [62, 63]

|Jeff = 1/2;m = ±1/2⟩ = 1
√

3

[|xy ,∓σ⟩ ∓ |yz ,±σ⟩ + i |zx ,±σ⟩] , (1.73)

where σ denotes the spin state. Finally the on-site electron-electron interactions open a gap in
the Jeff = 1/2 band (i.e., the Jeff = 1/2 band is split into the upper and lower Hubbard bands).
The realization of the Jeff = 1/2 Mott insulating state is schematically shown in Fig. 1.14. In
similar Jeff = 1/2 Mott insulating systems, it has been shown that the quantum compass model
can be derived [64] and the quantum spin Hall effect can emerge [65].

There are many theoretical studies which suggest that other phases and phenomena, espe-
cially topological phases, can emerge as a consequence of the interplay of spin-orbit coupling
and electron correlation. The emergence of a quantum spin Hall insulator, which can exist with-
out electron correlation as we saw in Subsect. 1.1.2, in a layered iridate (iridium oxide) is one
of the examples [65]. In another iridate on the pyrochrore lattice, the topological Mott insulator
(or fractionalized topological insulator) phase, where there is a bulk gap but the spinons have
nontrivial topology, has been predicted [see Fig. 1.15(a)] [66]. In the antiferromagnetic insulator
phase of correlated 3D topological insulators, the realization of the dynamical axion field by the
spin-wave excitations has been predicted [67]. The resulting phenomenon, the axionic polari-
ton, has a notable property such that the frequency for the total reflection of incident light can
be tuned by external magnetic fields, compared to the phononic polariton where the frequency
is determined by the materials parameter [see Fig. 1.15(b)]. The Weyl semimetal phase in py-
rochlore iridates introduced in Subsect. 1.3.1 is also a topological phase [29]. It has also been
reported that a topological order occurs in a 2D topological insulator [68] and a 3D topological
insulator [69].

The possibility for the realization of topological insulator phases solely by electron corre-
lations (i.e., without spin-orbit coupling) should be noted here. At the mean-field level, some
studies have suggested the realization in two-dimensions [70] and three-dimensions [71,72]. The
mechanism is that long-range (inter-site) interaction terms can result in the same form as spin-
orbit interactions by the mean-field decoupling. However, recent studies beyond the mean-field
approximation do not support the realization in at least two-dimensions [73, 74].
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(a) (b)

0

Figure 1.15: (a) Predicted phase diagram of a pyrochlore iridaite. λ andU represent the strength
of the spin-orbit coupling and on-site interaction, respectively. TMI, TBI and GMI indicate the
topological Mott insulator, topological band insulator, and gapless Mott insulator, respectively
[66]. (b) (left) Without external magnetic fields, the incident light can transmit the material.
(right) In the presence of external magnetic fields and when the dynamical axion field is realized,
the incident light which frequency is within a range is totally reflected [67].

1.5.2 Stability of Topological Phases
Topological phases are stable against weak perturbations, since the topological invariants do not
change when the Hamiltonians change smoothly, i.e., do not depend on the detail of band struc-
tures. Then what happens when strong perturbations are added to topological phases? Stability of
topological phases against electron correlations is one of the attractive themes. Preceding studies
have mainly focused on the effects of strong short-range interactions on the bulk of topological
insulators. It has been shown that strong short-range interactions described by the Hubbard term
break 2D topological insulator phases [75–88] and 3D topological insulator phases [66, 89]. The
disappearance of these topological insulator phases is due to the development of time-reversal
symmetry breaking orders, mainly antiferromagnetic phases, with increasing on-site interactions.
Note that these topological insulators have half-filled bands. In the intermediate interaction-
strength regions of topological insulators with short-range interactions, several interesting phases
have been reported. For example, an antiferromagnetic topological insulator phase, where the an-
tiferromagnetic order and nontrivial topology coexist, has been reported in two-dimensions [90],
although the concept of antiferromagnetic topological insulators was originally proposed in a sys-
tem without interactions [91]. Fractionalized topological insulator phases, where there is a bulk
(charge) gap but the edge spinons are gapless, have also been reported in two-dimensions [75,76]
and three-dimensions [66].

Next we consider the stability of Weyl semimetals against electron correlations. As men-
tioned in Sect. 1.3, a single Weyl fermion cannot be massive by itself, since all the three Pauli
matrices which anticommute with each other are used. Namely, the existence of a single Weyl
node is robust against perturbations. An energy gap opens only if pairs of Weyl fermions with
opposite chirality meet and annihilate each other. Recent theoretical studies have reported that
strong short-range interactions open a gap, namely they break Weyl semimetal phases [89,92,93].
Another study has suggested that long-range interactions also break a Weyl semimetal phase [94].
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Chapter 2

Lattice-Gauge-Theoretical Approach to
Interacting Dirac Fermion Systems

In this chapter, we review the lattice gauge theory, an approach to interacting Dirac fermion
systems. First we show how the quantum field theory is realized in interacting electron systems.
Then we introduce the formulations for the lattice regularization of Dirac fermions, and the lattice
regularization of gauge fields. Finally we introduce recent lattice-gauge-theoretical studies on
graphene, a two-dimensional Dirac fermion system in condensed matter.

2.1 Introduction

The lattice gauge theory was first proposed in 1974 by K. G. Wilson to describe the confinement
of quarks [95]. In quantum chromodynamics (QCD) which describes the strong interactions be-
tween quarks and gluons, it is difficult to perform perturbative calculations from weak coupling,
compared to quantum electrodynamics (QED) where the interactions between electrons and pho-
tons are weak. One of the powerful methods which enable us to treat strong interactions properly
is the lattice gauge theory. The lattice gauge theory defines Dirac fermions and gauge fields on
lattices. Note that finite lattice spacing a prevents physical quantities from diverging, since there
exists momentum cutoff π/a. Another important point is that there is no need to do gauge fixings.
Further, as we shall see later, the action of gauge fields have the coefficient 1/g2 with g being the
coupling strength between fermions and gauge fields. This enables us to perform perturbative
calculations from the strong coupling limit g → ∞. We will use such a calculation method, the
strong coupling expansion of the lattice gauge theory.

In condensed matter physics, 1/r Coulomb interactions between electrons can be taken into
account via the presence of U(1) gauge field (or scalar potential), as in the case of QED. Particu-
larly, Dirac fermion systems with 1/r Coulomb interactions look very similar to QED, except for
the small Fermi velocity compared to the speed of light and for the absence of spatial components
of U(1) gauge field. Graphene is one of the most famous Dirac fermion systems in condensed
matter [56], and the effects of long-range Coulomb interactions in graphene have been studied
widely [96]. Monolayer graphene on a substrate with sufficiently small dielectric constant has
been predicted theoretically to be insulating (i.e. Dirac fermions become massive) due to strong
1/r Coulomb interactions [97–106]. However, as the number of layers is increased, it has been
found that the semimetal phase survives strong 1/r Coulomb interactions [97, 98, 100, 101, 113].
As a powerful method which enables us to treat strong 1/r Coulomb interactions properly,
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the U(1) lattice gauge theory has been applied to discuss the semimetal-insulator transition in
graphene [101–107]. In this theory, the value of the chiral condensate, which is the dynamically
generated mass of Dirac fermions, is used as the order parameter for the transition. It should be
noted that the value obtained in an analytical calculation, the strong coupling expansion of the
lattice gauge theory [103], and the value obtained in a numerical calculation [101, 102] are in
good agreement in the strong coupling region.

Here we mention an important point. In the lattice-gauge-theoretical description for electron
systems with 1/r Coulomb interactions, the on-site interactions are not included. The reason is
as follows. Introducing a finite lattice spacing a is equivalent to introducing an ultraviolet mo-
mentum cutoff of π/a in the continuum model. If on-site interactions in the 1/r-type interaction
are included, i.e., if 1/r with r → 0, then the system diverges. This divergence corresponds to the
ultraviolet divergence in the continuum model. Therefore, introducing a finite lattice spacing re-
sults in the absence of on-site interactions. Next we consider whether the system is well-defined
on a lattice. As mentioned above, Dirac fermion systems with 1/r Coulomb interactions on a
lattice are very similar to QED. In QED, up to all orders of perturbation theory, ultraviolet di-
vergence can be eliminated [108]. Equivalently, QED is referred to as a renormalizable quantum
field theory. Thanks to this nature, the lattice QED (QED on a lattice) is well-defined and has been
studied so far [109–111]. Hence, it is expected that Dirac fermion systems with 1/r Coulomb
interactions on a lattice are also well-defined. This suggests that unphysical states due to the
absence of on-site interactions, such as phase separation, can be eliminated from consideration.

2.2 Quantum Field Theory in Condensed Matter
Let us consider the case of graphene as an introduction to interacting Dirac fermion systems in
condensed matter. Graphene is a two-dimensional (2D) carbon material which forms a honey-
comb lattice. The noninteracting Hamiltonian of graphene is well described by a tight-binding
Hamiltonian on the honeycomb lattice, H0 = −t

∑
⟨i , j⟩(b

†
iσa jσ + H.c.) where aiσ (biσ) is an elec-

tron annihilation operator at site i on sublattice A (B) with spin σ. Then the low-energy effective
Hamiltonian near the Fermi level can be written as [112]

Heff = vF

∑
k,σ

ψ†
kσ

(k · α)ψkσ , (2.1)

where vF(≃ 1 × 106 [m/s]) is the Fermi velocity,ψkσ = [aK++k,σ , bK++k,σ , aK−+k,σ , bK−+k,σ]T

is a four-component spinor, and K± are the two band-touching points. The matrices α j are given
by, for example, α1 = 1 ⊗ σ1 and α2 = τ3 ⊗ σ2, where the Clifford algebra {αi , α j } = 2δi j is
satisfied. The doubly-degenerate energy eigenvalues are obtained as E(k) = ±vF |k|. The above
Hamiltonian is nothing but the four-component massless Dirac Hamiltonian.

Let us recall that the density of states of massless Dirac fermion systems, where the disper-
sions are written as E(k) ∝ ±|k|, is given by ρ(E) ∝ |E | in two-dimensions and ρ(E) ∝ E2 in
three-dimensions. Then the screened Coulomb interactions between electrons are written as

HCoulomb =
1
2

∫
d3rd3r′n(r)

[
e2

4πϵ
e−k0R

R

]
n(r′), (2.2)

where n(r) = c
†
rcr is the electron density operator at r, ϵ is the dielectric constant of the system,

and R = |r − r′| is the distance between two electrons at r and r′. k0 is the Thomas-Fermi
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wavenumber given by k0 ∝
√
ρ(EF) with EF being the Fermi energy. Note that when EF is

located just at the Dirac node (Dirac point), i.e., when EF = 0, the Coulomb interactions are not
screened. This indicates that long-range interactions can be important in Dirac fermion systems.

Henceforth we consider the unscreened Coulomb interaction, namely we set k0 = 0. In
momentum space, Eq. (2.2) is written as

HCoulomb =
1

2L3

∑
q

4πe2

q2 nqn−q , (2.3)

where L3 is the volume of the system and nq =
∑

k c
†
k
ck+q. Taking into account this Hamiltonian

is equivalent to employing the (Euclidean) action of the form

SCoulomb =

∫
dτd3xieA0(r)n(r) +

1
2

∫
dτd3x

∑
j

[∂jA0(r)]2

=
T

L3

∑
q,ωn

ieA0,qn−q +
1
2
T

L3

∑
q,ωn

A0,qq
2A0,−q

(2.4)

with q = (ωn , q), T being the temperature of the system, and A0 being a scalar potential, since it
follows from the Hubbard-Stratonovich transformation that

exp
[
−1

2
e2

q2 nqn−q

]
=

∫
DA0 exp

[
−1

2
A0,qq

2A0,−q − ieA0,qn−q

]
. (2.5)

Combining Eq. (2.1) in real space and Eq. (2.4), we obtain the low-energy effective (Euclidean)
action of graphene with 1/r Coulomb interactions given by [101, 113]

Seff =
∑
σ=↑,↓

∫
dτd2xψ̄σ(x)[γ0(∂τ + ieA0) + vFγ j∂j]ψσ(x) +

1
2

∫
dτd3x(∂jA0)2, (2.6)

where we have used the fact that ψ̄ = ψ†γ0 and α j = γ0γ j with {γµ , γν } = 2δµν . Repeated
subscript represents the summation over the subscript. Note that the above action consists of
(2+1)D Dirac fermions and the (3+1)D Coulomb potential. The kinetic term of the Coulomb
potential can be rewritten as (∂jA0)2 = 1

2FµνFµν , where Fµν = ∂µAν − ∂νAµ (A j = 0). Namely,
Eq. (2.6) can be regarded as a kind of (2+1)D QED where the electromagnetic four-potential Aµ
is equivalent to the U(1) gauge field.

2.3 Lattice Gauge Theory
In this section, we show the formulation of gauge theories on a lattice. First we consider the
naive discretization of Dirac fermions. However, this naive discretization suffers from the so-
called fermion doubling problem. To solve this problem, we introduce two formulations, the
Wilson fermions and the staggered fermions. Finally we consider the discretization of gauge
fields.

2.3.1 Naive Discretization of Fermionic Action
In the following, we derive the action of noninteracting Dirac fermions regularized on a four-
dimensional (4D) hypercubic lattice. To this end, let us start from continuum Dirac fermions,
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whose Minkowski action is given by

SM
F =

∫
d4xψ̄(x)[iγµ∂µ − m]ψ(x), (2.7)

where ψ(x) = ψ†γ0 is a four-component spinor and γµ (µ = 0, 1, 2, 3) are 4 × 4 matrices which
satisfy {γµ , γν } = 2gµν . The metric is given by gµν = diag(1, −1, −1, −1). Let us move on to the
Euclidean action, i.e., the imaginary time notation. We rewrite t and γµ as t → −iτ, γ0 → γ0,
and γ j → iγ j . The Euclidean action of the system is written as

SF = −iSM
F =

∫
dτd3xψ̄(x)[γµ∂µ + m]ψ(x), (2.8)

where γµ are Hermitian matrices with {γµ , γν } = 2δµν . Note that in the Euclidean spacetime, we
do not distinguish between superscripts and subscripts. For example, the matrices γµ are given
by the Dirac representation as

γ0 =

[
1 0
0 −1

]
, γ j =

[
0 −iσ j

iσ j 0

]
, γ5 =

[
0 1
1 0

]
, (2.9)

where j = 1, 2, 3 and σ j are the Pauli matrices.
Next let us consider to discretize the action (2.8) on a 4D hypercubic lattice with lattice

constant a. Up to linear order in a, we can readily show that
ψn+µ̂ −ψn−µ̂

2a
≈

(ψn + a∂µψn) − (ψn − a∂µψn)
2a

= ∂µψn , (2.10)

where n = (n0, n1, n2, n3) is a site on the hypercubic lattice, and µ̂ denotes the unit vector along
the µ direction. Then redefining variables to make them dimensionless as a3/2ψ → ψ and ma →
m, we obtain the fermionic action on a lattice:

SF =
1
2

∑
n,µ

[
ψ̄nγµψn+µ̂ − ψ̄n+µ̂γµψn

]
+ m

∑
n

ψ̄nψn . (2.11)

At first sight, it seems that we have succeeded in discretizing the action of Dirac fermions. How-
ever, it is well known that the action (2.11) suffers from the so-called “fermion doubling prob-
lem”. To understand this problem, let us consider the Green’s function of the system. Applying
the Fourier transform ψn =

1√
V

∑
k e

ik ·rnψk with V being the 4D volume of the system, we obtain

SF =
∑

k ψ̄k

[
iγµ sin kµ + m

]
ψk . The Green’s function is readily obtained as

GF(k) =
1

iγµ sin kµ + m
. (2.12)

In the low-energy limit, i.e., in the continuum limit, kµ satisfies the condition sin kµ ≪ 1. There
are 16 solutions such that k = (q1, q2, q3, q4), k = (π + q1, q2, q3, q4), k = (q1, π + q2, q3, q4),
· · · , and k = (π + q1, π + q2, π + q3, π + q4) (qµ ≪ 1). Then, for example, the above Green’s
functions with k = q and k = π + q become

GF(q) =
1

iγµqµ + m
, GF(π + q) =

1
−iγµqµ + m

. (2.13)

These two describe apparently the same physics. This means that equivalent 16(= 24) Dirac
fermions appear due to the discretization of the original action (2.8). This problem is referred to
as the fermion doubling problem. The famous Nielsen-Ninomiya theorem has proved that lattice
fermions with chiral symmetry can have fermion doublers [114]. Although there exist several
ways to remove fermion doublers, we show two basic ways in the following subsections.
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2.3.2 Wilson Fermions
One of the basic lattice formulations without fermion doublers is called the Wilson fermions.
Let us consider to add an O(a) term, the “Wilson term”, which vanish in the continuum limit
(a → 0):

−ar
2

∫
d4xψ̄n∂

2
µψn ≈ −

r

2

∑
n,µ

ψ̄n

[
ψn+µ̂ +ψn−µ̂ − 2ψn

]
, (2.14)

where r > 0. Then the total lattice action of the system is given by

SWilson
F = −1

2

∑
n,µ

[
ψ̄nP

−
µψn+µ̂ + ψ̄n+µ̂P

+
µψn

]
+ (m + 4r)

∑
n

ψ̄nψn

=
∑
k

ψ̄k

iγµ sin kµ + m + r
∑
µ

(1 − cos kµ)

 ψk

(2.15)

where P±µ = (r ± γµ)/2. The momentum-dependent mass M(k) ≡ m + r
∑
µ(1 − cos kµ) at the

momenta around which the doublers appeared in the naively discretized action (2.11) is written
as

M(k) =
{
m at k = 0,
m + 2rN at k = (π, 0, 0, 0), · · · , (2.16)

where N = 1, 2, 3, 4. Note that m is written as ma, when the dimension of mass is recovered.
Then the masses of fermion doublers become M(k) = m + 2rN/a → ∞ in the continuum limit
(a → 0). Therefore, the Wilson fermion describes single-flavor Dirac fermion with the mass m in
the continuum limit. This is because the Wilson fermions break chiral symmetry, i.e., the action
(2.15) are not invariant under the chiral transformation ψn → eiαγ5ψn, ψ̄n → ψ̄ne

iαγ5 in the limit
m = 0 (chiral limit).

It must be noted that the Wilson fermion with negative mass (m < 0) is equivalent to the
effective lattice model for 3D topological insulators such as Bi2Se3 [see Eq.(1.19)]. The Wil-
son term (the term proportional to r) arises as a result of strong spin-orbit coupling. We adopt
the Wilson fermions with scalar potential as the model for a 3D topological insulator with 1/r
Coulomb interactions.

2.3.3 Staggered Fermions
Another formulation without fermion doublers is called the staggered fermions [115, 116]. As
mentioned above, in four-dimension, 24 = 16 doublers appear due to discretization. The stag-
gered fermion (Kogut-Susskind fermion) formalism takes advantage of the fermion doubling
problem. Namely, the staggered fermion formalism interprets this doubling problem such that
there exist four-component Dirac fermions of four flavors. First let us consider the following
transformation called the spin diagonalization (or the Kawamoto-Smit transformation) [121]:

ψn = (γ0)n0(γ1)n1(γ2)n2(γ3)n3ξn , (2.17)

where n = (n0, n1, n2, n3) and ξn is a four-component spinor given by ξn ≡ [χ1
n , χ

2
n , χ

3
n , χ

4
n]T .

For example, the term ψ̄nγ2ψn+2̂ becomes

ψ̄nγ2ψn+2̂ =
[
ξ̄n(γ3)n3(γ2)n2(γ1)n1(γ0)n0

]
γ2

[
(γ0)n0(γ1)n1(γ2)n2+1(γ3)n3ξn+2̂

]
= (−1)n0+n1 ξ̄nξn+2̂.

(2.18)
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Then we can rewrite the naively discretized action (2.11) as

SF =
1
2

4∑
α=1

∑
n,µ

ηn,µ
[
χ̄αn χ

α
n+µ̂ − χ̄

α
n+µ̂χ

α
n

]
+ m

4∑
α=1

∑
n

χ̄αn χ
α
n , (2.19)

where ηn,µ = (−1)n0+···+nµ−1 . The staggered fermion is obtained by retaining one of the four
components in χα:

S
staggered
F

=
1
2

∑
n,µ

ηn,µ
[
χ̄nχn+µ̂ − χ̄n+µ̂χn

]
+ m

∑
n

χ̄nχn , (2.20)

Note that 16 four-component fermion doublers appear in the continuum limit of the action (2.19).
Then, 4 four-component fermion doublers appear in the continuum limit of the staggered fermion
formalism. Since χn is a single-component operator, there is no spinor structure in the staggered
fermions. The absence of spinor structures makes practical calculations much easier. The exis-
tence of fermion doublers results in the possession of chiral symmetry in the chiral limit (m → 0).
Namely, the action of staggered fermions is invariant under the chiral transformation defined by
χn → eiαϵ (n)χn, χ̄n → eiαϵ (n) χ̄n with ϵ (n) = (−1)n0+n1+n2+n3 , when m = 0.

2.3.4 Discretization of Gauge Action
Let us consider the discretization of the action of gauge fields. Here we follow the discussions
in Ref. 118. First let us derive the Euclidean gauge action. In the Minkowski spacetime, the
continuum SU(NG) gauge action is given by

SM
G = −

1
2

tr
∫

d4x(Fµν)2 = −1
4

∫
d4x(F i

µν)
2, (2.21)

where Fµν =
1
ig

[Dµ , Dν] = ∂µAν − ∂νAµ + ig[Aµ , Aν] with the covariant detivative Dµ = ∂µ +

igAµ. Here Aµ = Aa
µT

a is an SU(NG) gauge field with NG × NG matrices T a satisfying (T a)† =
T a, trT a = 0, tr(T aT b) = δab/2, and [T a ,T b] = i f abcT c . The Euclidean spacetime (i.e., imaginary
time) is obtained by rewriting t and A0 as t → −iτ and A0 → iA0. Then the Euclidean action is
given by

SG = −iSM
G =

1
2

tr
∫

dτd3x(Fµν)2 =
1
4

∫
dτd3x(F i

µν)
2. (2.22)

Next we consider the fermionic action with an SU(NG) gauge field Aµ:

SF =

∫
d4xψ̄(x)(γµDµ + m)ψ(x). (2.23)

As in the noninteracting case, up to linear order in a (the lattice constant), we can readily show
that

Un,µψn+µ̂ −U†n,µψn−µ̂

2a
=

[1 + iagAµ(n)][ψn + a∂µψn] − [1 − iagAµ(n)][ψn − a∂µψn]
2a

= ∂µψn + igAµ(n)ψn = Dµψn ,

(2.24)
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whereUn,µ = eiagAµ (n+µ̂/2) ∈ SU(NG) is the “link variable”. More precisely,Un,µ is given by

Un,µ ≡ P exp
[
ig

∫ n+µ̂

n

Aµ(X)dX µ

]
= lim

N→∞

N−1∏
m=0

[
1 + igAµ(n + m∆)∆µ

]
≃ eiagAµ (n+µ̂/2),

(2.25)

where ∆ = |n + µ̂ − n |/N = a/N . We obtain the naively discretized fermionic action with an
SU(NG) gauge field on a 4D hypercubic lattice given by

SF =
1
2

∑
n,µ

[
ψ̄nUn,µγµψn+µ̂ − ψ̄n+µ̂U

†
n,µγµψn

]
+ m

∑
n

ψ̄nψn . (2.26)

Finally we consider the discretization of pure SU(NG) gauge action. The actions (2.22) and
(2.23) are invariant under the gauge transformation such that

ψ′(x) = Ω(x)ψ(x), ψ̄′(x) = ψ̄(x)Ω†(x), A′µ(x) = Ω(x)Aµ(x)Ω†(x) +
1
ig
Ω(x)∂µΩ†(x),

(2.27)

where Ω(x) with Ω†(x)Ω(x) = 1 is a local gauge transformation matrix. Then the lattice
gauge action must also be invariant under the above transformation. We can show that U′n,µ =
ΩnUn,µΩ

†
n+µ̂
+ O(a2). This indicates that on a closed path Cn, the trace of the product of link

variables is gauge-invariant:

tr
∏
Cn

Un,µ1Un+µ̂1 ,µ2 · · ·Un+µ̂k ,µk → tr
∏
Cn

ΩnUn,µ1Un+µ̂1 ,µ2 · · ·Un+µ̂k ,µkΩ
†
n

= tr
∏
Cn

Un,µ1Un+µ̂1 ,µ2 · · ·Un+µ̂k ,µk .
(2.28)

Therefore, we need to find a closed path which reproduce the continuum action (2.22) in the limit
a → 0. The simplest path is a square lattice of of size a2, which results in the product of four
link variables. Such an action is called the plaquette action (see Fig. 2.1), and can be written as∑

n,µ,ν trUµν,n with

Uµν,n =Un,µUn+µ̂,νU
†
n+ν̂ ,µ

U†n,ν . (2.29)

Then it can be shown that

trUµν,n = tr
(
exp

{
iag

[
Aµ(n + µ̂/2) + Aν(n + µ̂ + ν̂/2) +

iag

2
[Aµ , Aν] + · · ·

]}
× exp

{
−iag

[
Aµ(n + ν̂ + µ̂/2) + Aν(n + ν̂/2) − iag

2
[Aµ , Aν] + · · ·

]})
= tr

(
exp

{
iag[Aν(n + µ̂/2) − Aν(n − µ̂/2)] − iag[Aµ(n + ν̂/2) − Aµ(n − ν̂/2)]

+(iag)2[Aµ , Aν] + · · ·
})

= tr
{
exp

[
ia2gFµν(nc) + a3X3 + a

4X4 + O(a5)
]}

= tr
[
1 + ia2gFµν(nc) + a3X3 + a

4X4 −
a4g2

2
F2
µν(nc) + O(a6)

]
,

(2.30)
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Figure 2.1: The plaquette action for a gauge filed. Blue circles represent lattice sites on a 4D
hypercubic lattice. It can be seen that the link variable is regarded as a quantity which have a
“direction”. µ̂ denotes the unit vector along the µ direction.

where we have used the formula eAeB = eA+B+
1
2 [A,B]+···, and nc is the center of the plaquette

given by nc = n + µ̂/2 + ν̂/2. From the identity trT a = 0, we see that trFµν = trX3 = trX4 = 0.
Finally in the limit a → 0, we obtain∑

n,µ,ν

trUµν,n →
∑
n,µ,ν

tr
[
1 − a4g2

2
F2
µν(nc) + O(a6)

]
. (2.31)

This indicates that the gauge action on a lattice can be written as

SG =
2NG

g2

∑
n

∑
µ<ν

[
1 − 1

2NG

(trUµν,n + trU†µν,n)
]
, (2.32)

where we have used the fact that tr1 = NG (NG ≥ 2). In the case of NG = 1, we have

SG =
1
g2

∑
n

∑
µ<ν

[
1 − 1

2
(Uµν,n +U

†
µν,n)

]
. (2.33)

2.4 Lattice-Gauge-Theoretical Analysis of Graphene
We have seen that the low-energy effective model for graphene is described by (2+1)D four-
component Dirac fermions of two flavors (i.e., spin degree of freedom). Such a system on a
lattice can be described by the (2+1)D staggered fermions, since they reproduce four-component
Dirac fermions of two flavors in the continuum limit [119]. Then the lattice version of the action
(2.6) with a scalar potential resulting in the 1/r Coulomb interactions reads [101–107]

S =
1
2

∑
n

[
χ̄nUn,0χn+0̂ − χ̄n+0̂U

†
n,0χn

]
+

1
2

∑
n

∑
j=1,2

ηn, j
[
χ̄nχn+ ĵ − χ̄n+ ĵχn

]
+ m0

∑
n

χ̄nχn + β
∑
n

∑
j=1,2,3

[
1 − Re

(
Un,0U

†
n+ j ,0

)]
,

(2.34)

where ηn,1 = (−1)n0 , ηn,2 = (−1)n0+n1 , and Un,0 = eiθn (−π ≤ θn ≤ π). The parameter β, which
represents the strength of 1/r Coulomb interactions, is given by β = vFϵ/e

2 with ϵ and e being

36



CHAPTER 2. LATTICE-GAUGE-THEORETICAL APPROACH TO INTERACTING DIRAC FERMION SYSTEMS

(a) (b)

Figure 2.2: (a) β dependence of the chiral condensate σ in the model (2.34) obtained by a Monte
Carlo simulation [101]. (b) β dependences of the chiral condensate σ (left panel) and the chiral
susceptibility χchiral = ∂σ/∂m0 (right panel) in the model (2.34) obtained by a Monte Carlo
simulation [102].

the dielectric constant of substrate and the electric charge, respectively. This expression of β
means that small Fermi velocity and small dielectric constant makes the Coulomb interactions
effectively stronger. In graphene suspended in vacuum with vF/c ≃ 1/300 (c is the speed of light
in vacuum), the value of β is approximated to be 0.036. Namely, we can perform perturbative
calculations from the strong coupling limit β = 0.

The physical quantity which should be calculated in the model (2.34) is the chiral condensate
σ defined by

σ = |⟨χ̄nχn⟩| =
1
V

∫
D[χ, χ̄,U0]

∑
n

χ̄nχn
e−S

Z
=

1
V

∂ ln Z

∂m0

∣∣∣∣∣
m0→0

. (2.35)

The value ofσ in the limit m0 → 0 is regarded as the order parameter for the semimetal-insulator
transition in graphene, since σ is the dynamically generated mass (gap). The value of σ as a
function of β obtained by a Monte Carlo simulation is shown in Fig. 2.2(a). “N f ” in the figure
represents the number of flavors of four-component Dirac fermions, where N f = 2Nstaggered with
Nstaggered being the number of flavors of staggered fermions. In monolayer graphene (N f = 2),
the system becomes insulating (i.e., becomes gapped) as the 1/r Coulomb interactions becomes
stronger. However, it should be mentioned that there exists the critical number N c

f
(4 < N c

f
< 6)

above which the semimetal phase survives in the strong coupling limit. The critical strength
of the Coulomb interactions βc , below which the system becomes insulating, can be obtained
by examining the chiral susceptibility defined by χchiral = ∂σ/∂m0 [see the right panel of Fig.
2.2(b)]. βc in monolayer graphene is estimated as βc ≈ 0.072. Finally we note that the value
of σ obtained in an analytical calculation, the strong coupling expansion of the lattice gauge
theory [103], and the value obtained in a numerical calculation [101,102] are in good agreement
in the strong coupling region.
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Chapter 3

3D Topological Insulator with Strong
Long-Range Correlations

In this chapter, we study the effects of strong 1/r long-range Coulomb interactions in a three-
dimensional (3D) topological insulator, where the effective Hamiltonian is described by the Wil-
son fermions. We take into account 1/r Coulomb interactions between the bulk electrons. Based
on the U(1) lattice gauge theory, we analyze the system from the strong coupling limit. It is
shown that the effect of Coulomb interactions is equivalent to the renormalization of the bare
mass of the Wilson fermions, and that as a result, the topological insulator phase survives in the
strong coupling limit. A possible global phase diagram of a correlated 3D topological insulator
is presented. The contents in this chapter have been published in:
A. Sekine, T. Z. Nakano, Y. Araki, and K. Nomura, Phys. Rev. B 87, 165142-1-9 (2013),
A. Sekine, T. Z. Nakano, Y. Araki, and K. Nomura, JPS Conf. Proc. 3, 016008-1-5 (2014).

3.1 Theoretical Model

In this section, we introduce a lattice model for a 3D topological insulator with 1/r Coulomb
interactions. The noninteracting model we adopt is the Wilson fermions, the effective lattice
model for 3D topological insulators such as Bi2Se3. The motivations for considering the effects
of 1/r Coulomb interactions are as follows. The first is that the effects of long-range interactions
have not yet been revealed. We have studied the effects of short-range interactions in the Wilson
fermions [89], and found that the topological insulator phase is broken in the region where the
interactions are strong. The second is that Bi2Se3 is a p-electron system. This suggests that the
on-site interactions are not strong. On the other hand, in Dirac fermion systems, the effects of
long-range interactions are expected to be important, since the screening effect is considered to
be weak due to the vanishing density of states near the Fermi level.

3.1.1 Isotropic Case

As we saw in Subsect. 1.2.2, the low-energy effective model of three-dimensional (3D) topolog-
ical insulators such as Bi2Se3 is described by the Wilson fermions [16, 17], whose Hamiltonian
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Figure 3.1: Energy spectrum of the effective model (3.1) in a slab geometry (i.e., finite layers
in the z direction) with (a) m0/r = −0.5 and (b) m0/r = 0.5. The surface state exists in the
topologically nontrivial case (0 > m0/r > −2). However, note that in this chapter we do not
study the model in a slab geometry. We study the model in a periodic boundary condition for all
the four (spatial and timelike) directions.

is given by

H0(k) = vF

3∑
j=1

α j sin k j + m(k)α4, (3.1)

where k is the momentum, vF is the Fermi velocity, m(k) = m0 + r
∑

j(1 − cos k j), r > 0,
j(= 1, 2, 3) denotes spacial axis. When r = 0, the Hamiltonian is a naively discretized Dirac
Hamiltonian. The Wilson term (the term proportional to r) arises as a result of strong spin-orbit
coupling. The above Hamiltonian is described on a cubic lattice with the lattice constant a. In the
following, we set a = 1. αµ are 4 × 4 matrices which satisfy the Clifford algebra {αµ , αν } = 2δµν
given by the Dirac representation:

α j =

[
0 σ j

σ j 0

]
, α4 =

[
1 0
0 −1

]
(3.2)

with σ j being the Pauli matrices. The energy of this system is measured in units of vF/a. The
Hamiltonian (3.1) has time-reversal (T ) symmetry and spatial inversion (P) symmetry, i.e.,
TH0(k)T −1 = H0(−k) and PH0(k)P−1 = H0(−k) are satisfied, where T = 1 ⊗ (−iσ2)K
(K is the complex conjugation operator) and P = σ3 ⊗ 1. In the Hamiltonian (3.1), the spinor is
written in the basis of ψk = [ck+↑, ck+↓, ck−↑, ck−↓]T , where c is the annihilation operator of an
electron, +, − denote two orbitals, and ↑ (↓) denotes up-(down-)spin [16, 17].

In the presence of time-reversal symmetry and inversion symmetry, the Z2 invariant of the
system is given by [11, 12]

(−1)ν =
8∏
i=1

{−sgn [m (Λi)]
}
, (3.3)

where Λi are the eight time-reversal invariant momenta; (0, 0, 0), (π, 0, 0), (0, π, 0), (0, 0, π),
(π, π, 0), (π, 0, π), (0, π, π), and (π, π, π). It is easily shown that if 0 > m0 > −2r or −4r >
m0 > −6r (m0 > 0, −2r > m0 > −4r , or −6r > m0), then the system is topologically nontrivial
(trivial).
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Next let us consider a strongly correlated topological insulator in the Euclidean spacetime,
which is described by the Wilson fermions with 1/r Coulomb interactions between the bulk
electrons. We start from the Euclidean action of (3+1)D Wilson fermions interacting with an
electromagnetic field on a 4D hypercubic lattice, which is given by

SF = −
∑
n,µ

[
ψ̄nP

−
µUn,µψn+µ̂ + ψ̄n+µ̂P

+
µU
†
n,µψn

]
+ (m0 + 4r)

∑
n

ψ̄nψn , (3.4)

where ψ̄ = ψ†γ0, P±µ = (rµ ± γµ)/2. Here n = (n0, n1, n2, n3) denotes a site on the 4D lattice
and µ̂ (µ = 0, 1, 2, 3) denotes the unit vector along the µ direction. In this isotropic model, we
set r0 = r1 = r2 = r3 ≡ r . Un,µ is the link variable defined by Un,µ = eigAµ (n+µ̂/2), where
Aµ = (A0,A) is the electromagnetic four-potential, and g2 = e2/ϵ with e and ϵ being electric
charge and the dielectric constant of the system, respectively. Although the timelike Wilson term
(the term proportional to r0) is introduced artificially to eliminate fermion doublers, the spatial
Wilson terms have a physical meaning (they arise due to strong spin-orbit coupling). In this
paper, according to the noninteracting Hamiltonian (3.1), we adopt the Dirac representation in
the Euclidean spacetime ({γµ , γν } = 2δµν):

γ0 =

[
1 0
0 −1

]
, γ j =

[
0 −iσ j

iσ j 0

]
, γ5 =

[
0 1
1 0

]
, (3.5)

where j = 1, 2, 3 and σ j are the Pauli matrices.
In the case of 3D topological insulators, the Fermi velocity vF is about 3 × 10−3c where

c is the speed of light in vacuum. Here recall that the interactions with spatial components of
electromagnetic fields have the coefficient vF/c. Then the interactions between the bulk electrons
can be regarded as only the instantaneous Coulomb interaction (A j = 0) like in the case of
graphene [101–107], so the action (3.4) is rewritten as

SF = S
(τ)
F
+ S

(s)
F
+ (m0 + 4r)

∑
n

ψ̄nψn , (3.6)

where

S
(τ)
F
= −

∑
n

[
ψ̄nP

−
0Un,0ψn+0̂ + ψ̄n+0̂P

+
0U
†
n,0ψn

]
, (3.7)

S
(s)
F
= −

∑
n, j

[
ψ̄nP

−
j ψn+ ĵ + ψ̄n+ ĵP

+
j ψn

]
, (3.8)

andUn,0 = eiθn (−π ≤ θn ≤ π). The Wilson fermions breaks chiral symmetry by itself (the terms
proportional to r and m0), i.e., the action (3.6) is not invariant under the chiral transformation
ψn → eiθγ5ψn, ψ̄n → ψ̄ne

iθγ5 . In our model, chiral symmetry is equivalent to the symmetry of the
pseudospin for two p-orbitals + and −. The pure U(1) gauge action on a lattice is given by

SG = β
∑
n

∑
µ>ν

[
1 − 1

2

(
Un,µν +U

†
n,µν

)]
, (3.9)

where β = vF/g
2. The plaquette contributionUn,µν is defined by

Un,µν =Un,µUn+µ̂,νU
†
n+ν̂ ,µ

U†n,ν , (3.10)
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whereUn, j = 1 ( j = 1, 2, 3) in our case. The total action of the system on a lattice is written as

S = SF + SG . (3.11)

The dielectric constant ϵr of Bi2Se3 is rather large [120] (ϵr = ϵ/ϵ0 ≈ 100). This means that the
Coulomb interaction between the bulk electrons in Bi2Se3 is considered to be weak. In fact, the
value of β is approximated as

β =
vFϵr
4πc

× 4πϵ0ℏc

e2 ≈ 3, (3.12)

and we cannot perform the strong coupling expansion in Bi2Se3. Note that e2

4πϵ0ℏc
≃ 1/137 is

the fine-structure constant. However, we think it would be important from a theorerical view-
point to examine the strong electron correlation effect in Dirac fermion systems which describe
topologically nontrivial states.

3.1.2 Anisotropic Case
So far we have introduced the isotropic Wilson fermions as a lattice model for 3D topological
insulators such as Bi2Se3. However, in real materials, there exist anisotropies in the momentum-
dependent mass (the Wilson term) and in the Fermi velocity [16, 17]. We take into account the
former anisotropy but neglect the latter, since the former is much larger than the latter. Then
the Hamiltonian of the anisotropic Wilson fermions as a model for 3D topological insulators is
written as

H0(k) = vF

3∑
j=1

α j sin k j +

m0 + r⊥

2∑
j=1

(1 − cos k j) + r3(1 − cos k3)

 α4, (3.13)

where the 4 × 4 matrices αµ are the same as Eq. (3.2). The topological insulator phase and the
normal insulator phase are distinguished by the Z2 invariant. It is found that when −2r3 < m0 < 0
or −4r⊥ − 2r3 < m0 < −4r⊥ (0 < m0, −4r⊥ < m0 < −2r3 or m0 < −4r⊥ − 2r3) with r3 < 2r⊥,
the system is topologically nontrivial (trivial).

Next we consider the 1/r Coulomb interactions between the bulk electrons. This enables us
to describe the system by the U(1) lattice gauge theory (lattice quantum electrodynamics). Due
to the smallness of the Fermi velocity compared to the speed of light, the interactions between
the electrons and the spatial components of the electromagnetic field can be neglected. Then the
Euclidean action of the system is given by

S = S
(τ+s)
F
+ (m0 + rτ + 2r⊥ + r3)

∑
n

ψ̄nψn + SG , (3.14)

where S
(τ+s)
F

is the fermionic action without the mass term

S
(τ+s)
F
= −

∑
n

[
ψ̄nP

−
0Un,0ψn+0̂ + ψ̄n+0̂P

+
0U
†
n,0ψn

]
−

∑
n, j

[
ψ̄nP

−
j ψn+ ĵ + ψ̄n+ ĵP

+
j ψn

]
, (3.15)

and SG is the action of the U(1) gauge field

SG = β
∑
n

∑
µ>ν

[
1 − 1

2

(
Un,µUn+µ̂,νU

†
n+ν̂ ,µ

U†n,ν + H.c.
)]
. (3.16)
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Here P±µ = (rµ ± γµ)/2 with r0 = rτ and r1 = r2 = r⊥, Un, j = 1 ( j = 1, 2, 3), and Un,0 =

eiθn (−π ≤ θn ≤ π). β = vFϵ/e
2, with ϵ being the dielectric constant of the system and e being

the electric charge, is a parameter which represents the strength of the 1/r Coulomb interaction.
According to the noninteracting Hamiltonian (3.13), the gamma matrices γµ are given by the
Dirac representation.

In what follows, we concentrate on the isotropic case. However, the calculation for the
anisotropic case is exactly the same as the isotropic case.

3.2 Effective Action
Let us perform the strong coupling expansion from the strong coupling limit (SCL) β = 0.
The strong coupling expansion has been often used in lattice quantum chromodynamics (QCD)
[121–125] where the coupling between fermions (quarks) and gauge fields (gluons) are strong.
We can carry out theU0 integral by using the SU(NG) group integral formulas:∫

dU1 = 1,
∫

dUUab = 0,
∫

dUUabU
†
cd
=

1
NG

δadδbc . (3.17)

Our case corresponds to the case of NG = 1. We can derive the effective action Seff[ψ, ψ̄] by
integrating out the U(1) gauge link variable U0,n in the partition function Z up to the arbitrary
order in β as follows:

Z =

∫
D[ψ, ψ̄,U0]e−SF−SG =

∫
D[ψ, ψ̄]e−Seff . (3.18)

First we consider the strong coupling limit (β = 0). In this case, the timelike partition function
is given by

Z
(τ)
SCL[ψ, ψ̄] =

∫
DU0e

−S(τ)
F . (3.19)

The integration with respect toU0 is evaluated as∫
DU0e

−S(τ)
F =

∏
n

∫ π

−π

dθn
2π

exp
[
ψ̄nP

−
0Un,0ψn+0̂ + ψ̄n+0̂P

+
0U
†
n,0ψn

]
=

∏
n

[
1 + ψ̄nP

−
0ψn+0̂ψ̄n+0̂P

+
0ψn + · · ·

]
≈ e

∑
n ψ̄nP

−
0 ψn+0̂ψ̄n+0̂P

+
0ψn ,

(3.20)

where we have used the property of the Grassmann variables ψα and ψ̄α, ψ2
α = ψ̄

2
α = 0 with α

denoting the component of the spinors. In the second line, we have neglected the terms which
consist of 8, 12, and 16 different Grassmann variables. The contributions of those terms appear
in higher orders of the order parameters, and thus the results will not be changed qualitatively
even if those terms are taken into account. We can rewrite the exponent as

ψ̄n,α(P−0 )αβψn+0̂,βψ̄n+0̂,γ(P+0 )γδψn,δ = −tr
[
MnP

+
0 Mn+0̂P

−
0

]
, (3.21)

where we have defined (Mn)αβ = ψ̄n,αψn,β and used (P±0 )αβ = (P±0 )βα. The subscripts α and β
denote the component of the spinors.
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Next we evaluate the term of the order of β. In order to evaluate the plaquette contributions
from SG, we use the cumulant expansion [125, 126]. Let us define an expectation value

⟨A⟩ ≡ 1

Z
(τ)
SCL

∫
DU0A[U0]e−S

(τ)
F . (3.22)

Then using this definition, the full timelike partition function can be expressed as

Z (τ) =

∫
DU0e

−S(τ)
F
−SG = Z

(τ)
SCL⟨e

−SG ⟩. (3.23)

The contribution from SG is given by

∆S ≡ − ln⟨e−SG ⟩ = −
∞∑
n=1

(−1)n

n!

⟨
SnG

⟩
c
, (3.24)

where ⟨· · · ⟩c is a cumulant. The correction to the action up to O(β) is given by

∆S = ⟨SG⟩c = ⟨SG⟩ = −
β

2

∑
n

∑
µ>ν

⟨Un,µν +U
†
n,µν⟩. (3.25)

The expectation value ofUn,µν is evaluated as follows [125]:

⟨Un,µν⟩ ≃
∫

dUn,0Un,µνe
−s(τ)

P , (3.26)

where s
(τ)
P

is the plaquette-related part of S(τ)
F

. We see that the terms with (µ, ν) = (i , j) become
constant and find only (µ, ν) = ( j , 0) terms to survive:

⟨Un, j0⟩ = −tr
[
V+n, jP

+
0V
−
n+0̂, j

P−0

]
,

⟨U†
n, j0⟩ = −tr

[
V−n, jP

+
0V
+

n+0̂, j
P−0

]
,

(3.27)

where we have defined (V+
n, j)αβ = ψ̄n,αψn+ ĵ ,β and (V−

n, j)αβ = ψ̄n+ ĵ ,αψn,β. The procedure of the
strong coupling expansion up to O(β) in our model is illustrated in Fig. 3.2.

Finally, substituting Eqs. (3.20) and (3.25) into Eq. (3.23), we obtain the effective action up
to O(β):

Seff = (m0 + 4r)
∑
n

ψ̄nψn −
∑
n, j

[
ψ̄nP

−
j ψn+ ĵ + ψ̄n+ ĵP

+
j ψn

]
+

∑
n

tr
[
MnP

+
0 Mn+0̂P

−
0

]
+
β

2

∑
n, j

{
tr

[
V+n, jP

+
0V
−
n+0̂, j

P−0

]
+ tr

[
V−n, jP

+
0V
+

n+0̂, j
P−0

]}
+ O(β2).

(3.28)

3.3 Free Energy and Order Parameters
As mentioned in Chap. 2, the lattice-gauge-theoretical description of 1/r Coulomb interactions
does not contain the on-site interactions. Unphysical states due to the absence of on-site inter-
actions, such as phase separation, are eliminated by assuming uniform mean-field ground states.
This assumption is also supported by the fact that lattice quantum electrodynamics (QED) is a
well-defined (renormalizable) theory.
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(a) (b)

Figure 3.2: Illustration of the strong coupling expansion (a) in the strong coupling limit β = 0,
and (b) in the order of β. Black arrowed lines represent the link variablesU0. Filled (open) Green
circles represent ψ̄ (ψ).

3.3.1 Extended Hubbard-Stratonovich Transformation
In this section, we derive the free energy at zero temperature with the use of the extended
Hubbard-Stratonovich transformation (EHS) [103,107,125], and then we obtain the ground state
as the stationary point of the free energy. To this end, let us apply the EHS transformation to the
trace of two arbitrary matrices. Introducing two auxiliary fields R and R′, we obtain

eκtrAB ∝
∫
D[R, R′] exp

−κ∑
αβ

[
(Rαβ)2 + (R′αβ)2 − (Aαβ + BT

αβ)Rβα − i(Aαβ − BT
αβ)R′βα

] ,
(3.29)

where κ is a positive constant and the superscript T denotes the transpose of a matrix. The
integrand has the saddle point values Rαβ = ⟨A + BT ⟩βα/2 and R′αβ = i⟨A − BT ⟩βα/2. Defining
Q = R + iR′ and Q′ = R − iR′, Eq. (3.29) is rewritten as

eκtrAB ∝
∫
D[Q,Q′] exp

{
−κ

[
QαβQ

′
αβ − AαβQβα − BT

αβQ
′
βα

]}
(3.30)

with the saddle point values Qαβ = ⟨BT ⟩βα and Q′αβ = ⟨A⟩βα.

3.3.2 Free Energy in the Strong Coupling Limit
Let us consider decoupling the third term in the effective action (3.28) to fermion bilinear form.
To do this, we set (κ, A, B) = (1,MnP

+
0 , −Mn+0̂P

−
0 ) with (Mn)αβ = ψ̄n,αψn,β in Eq. (3.30). In this

case, the saddle point values are given by Qαβ = −⟨Mn+0̂P
−
0 ⟩αβ and Q′αβ = ⟨MnP

+
0 ⟩βα. We apply

the mean-field approximation to the form of ⟨Mn⟩.
Here recall that the purpose of this study is to discuss the stability of the topological insulator

phase. From the expression for the Z2 invariant [Eq. (3.3)], we see that the mass term [the term
proportional to α4 (or the identity matrix)] is important when determining whether the the phase
is topologically trivial or nontrivial. Further, time-reversal symmetry breaking orders break the
topological insulator phase. In our model where the Hamiltonian is described in terms of αµ
which satisfy the Clifford algebra, only the α5 = −iγ0γ5 order can break time-reversal symmetry
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and lower the energy of the system. Note that the other three matrices α j merely shift the location
of the Dirac cone. Therefore it is natural at the mean-field level to assume that

⟨Mn⟩ = σeiθγ5 = σ(cos θ + iγ5 sin θ) ≡ ϕσ + ϕπiγ5, (3.31)

where ϕσ and ϕπ are called the chiral condensate and the pion condensate, respectively. The
Wilson fermions break chiral symmetry by themselves (the terms proportional to r and m0).
Hence we cannot use the value of ϕσ as an order parameter, unlike in the case of graphene where
chiral symmetry is not broken in the noninteracting limit and hence the value of ϕσ can be used
as the order parameter for the semimetal-insulator transition.

In this study we regard ϕσ as a correction to the bare mass m0. On the other hand, the value
of ϕπ can be used as an order parameter for the time-reversal symmetry breaking. To understand
this, let us consider the mean-field Hamiltonian given by

HMF(k) = H0(k) + γ0⟨Mn⟩ = H0(k) + ϕσα4 + ϕπα5, (3.32)

where α4 = σ3 ⊗ 1 and α5 = iγ0γ5 = σ2 ⊗ 1. Then it can be seen that ϕσ gives a correction to
the bare mass m0. The matrix α5 represents a kind of “orbital order”, since the spinor is written
in the basis ofψk = [ck+↑, ck+↓, ck−↑, ck−↓]T , where c is the annihilation operator of an electron,
+, − denote two orbitals, and ↑ (↓) denotes up-(down-)spin [16, 17].

Setting (κ, A, B) = (1,MnP
+
0 , −Mn+0̂P

−
0 ), we obtain

QαβQ
′
αβ = tr[⟨A⟩⟨B⟩] = −σ2tr

[
eiθγ5P+0 e

iθγ5P−0
]

= −σ
2

4
tr

[
eiθγ5(r + γ0)eiθγ5(r − γ0)

]
= −σ

2

4
tr

[
(r2 − 1) cos2 θ + 2iγ5r

2 sin θ cos θ − (1 + r2) sin2 θ
]

= σ2[(1 − r2) cos2 θ + (1 + r2) sin2 θ],

(3.33)

AαβQβα = tr[A⟨B⟩] = −σtr
[
MnP

+
0 e

iθγ5P−0
]

= −σ
4

tr
[
Mn(r + γ0)eiθγ5 (r − γ0)

]
= −σ

4
tr

{
Mn[(r2 − 1) cos θ + (r2 + 1) sin θiγ5 + 2riγ0γ5 sin θ]

}
=
σ

4
σ2

[
(1 − r2) cos θψ̄nψn − (1 + r2) sin θψ̄niγ

T
5ψn − 2r sin θψ̄ni(γ0γ5)Tψn

]
,

(3.34)

BT
αβQ

′
βα = tr[B⟨A⟩] = −σtr

[
Mn+0P

−
0 e

iθγ5P+0

]
= −σ

4
tr

[
Mn(r − γ0)eiθγ5 (r + γ0)

]
= −σ

4
tr

{
Mn[(r2 − 1) cos θ + (r2 + 1) sin θiγ5 − 2riγ0γ5 sin θ]

}
=
σ

4
σ2

[
(1 − r2) cos θψ̄nψn − (1 + r2) sin θψ̄niγ

T
5ψn + 2r sin θψ̄ni(γ0γ5)Tψn

]
,

(3.35)
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where we have used γ2
0 = 1 and trγ5 = 0. Substituting Eqs. (3.33), (3.34) and (3.35) into Eq.

(3.30), we obtain

exp

−∑
n

tr
[
MnP

+
0 Mn+0̂P

−
0

]
∼ exp

−∑
n

[
(1 − r2)ϕ2

σ + (1 + r2)ϕ2
π +

1
2
ψ̄n

[
−(1 − r2)ϕσ + iγT5 (1 + r2)ϕπ

]
ψn

] ,
(3.36)

where we have applied the mean-field approximation to ⟨Mn⟩ and ⟨Mn+0⟩. Then the effective
action in the strong coupling limit expressed by the two auxiliary fields ϕσ and ϕπ is given by

Seff(ϕσ , ϕπ) = NsNτ
[
(1 − r2)ϕ2

σ + (1 + r2)ϕ2
π

]
+

∑
k

ψ̄kM(k;ϕσ , ϕπ)ψk , (3.37)

with

M =
∑
j

iγ j sin k j + m0 + r

(
4 −

∑
j

cos k j

)
− 1

2
(1 − r2)ϕσ + iγT5

1
2

(1 + r2)ϕπ . (3.38)

Here Ns = V and Nτ = 1/T with V and T being the volume and the temperature of the system,
respectively and we have done the Fourier transform from n = (n0,n) to k = (k0, k).

The free energy at zero temperature per unit spacetime volume is given by

F (ϕσ , ϕπ) = − 1
NsNτ

ln Z(ϕσ , ϕπ). (3.39)

Integration with respect to ψ and ψ̄ is carried out by the formula
∫
D[ψ, ψ̄]e−ψ̄Mψ = detM.

Therefore we need to calculate the determinant ofM. From Eq. (3.38), the matrixM is written
explicitly as

M =
 m̃(k) + r σ j sin k j + i 1+r2

2 ϕπ

−σ j sin k j + i 1+r2

2 ϕπ m̃(k) + r

 ≡ [
A B

C D

]
, (3.40)

where

m̃(k) = m0 −
1 − r2

2
ϕσ + r

∑
j

(
1 − cos k j

)
. (3.41)

As we see from Eq. (3.41), the chiral condensate ϕσ corresponds to a correction to the bare
mass m0 in the original Hamiltonian (3.1). That is, m(k) in the noninteracting Hamiltonian (3.1)
changes to m̃(k) in the strong coupling limit. The term“r” of m̃(k)+ r in Eq. (3.40) originates in
the timelike components of the action. After a straightforward calculation, we have

detM = detA · det
(
D − CA−1B

)
=

∑
j

sin2 k j + [m̃(k) + r]2 +
(1 + r2)2

4
ϕ2
π


2

. (3.42)
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The same result can be derived by the formula detM =
√

det(MM†). Finally we arrive at the
free energy at zero temperature in the strong coupling limit:

F (ϕσ , ϕπ) = (1 − r2)ϕ2
σ + (1 + r2)ϕ2

π

− 2
∫ π

−π

d3k

(2π)3 ln

∑
j

sin2 k j + [m̃(k) + r]2 +
(1 + r2)2

4
ϕ2
π

 . (3.43)

The values of ϕσ and ϕπ are obtained by the stationary conditions ∂F (ϕσ , ϕπ)/∂ϕσ =
∂F (ϕσ , ϕπ)/∂ϕπ = 0. When r = 1, Eq. (3.43) does not depend on ϕσ . In this case, the stationary
point is obtained by the following equation:

ϕσ =
1

4NsNτ

∫
D[ψ, ψ̄]

∑
n ψ̄nψne

−Seff∫
D[ψ, ψ̄]e−Seff

= − 1
4NsNτ

1
Z

dZ

dm0
=

1
4
dF
dm0

. (3.44)

When r > 1, the coefficient of the first term in Eq. (3.43), 1 − r2, becomes negative and thus Eq.
(3.43) does not have the stationary point. This is because the logarithmic term is doninant when
ϕσ is small and then ϕ2

σ term becomes dominant as ϕσ gets larger. Therefore the condition that
the coefficient of ϕ2

σ must be positive is needed for Eq. (3.43) to have the stationary point. This
fact is consistent with the requirement of the reflection positivity of lattice gauge theories with
Wilson fermions [127].

In the chiral limit (r = m0 = 0), the free energy is a function of only σ, reflecting the chiral
symmetry of the action. This is understood as follows: in the chiral limit, the action is invariant
under the chiral transformation ψn → eiθγ5ψn. This transformation does not depend on the value
of θ, and thus the free energy also does not depend on it.

The free energy in the anisotropic case described by the action (3.14) can be obtained in the
same way as above. After a straightforward calculation, we arrive at the free energy at zero
temperature given by

Faniso(ϕσ , ϕπ) = (1 − r2
τ )ϕ2

σ + (1 + r2
τ )ϕ2

π

− 2
∫ π

−π

d3k

(2π)3 ln

∑
j

sin2 k j + [m̃(k) + rτ]2 +
(1 + r2

τ )2

4
ϕ2
π

 , (3.45)

where m̃(k) = m0 − (1 − r2
τ )ϕσ/2 + r⊥[

∑2
j=1(1 − cos k j) + η(1 − cos k3)] with the anisotropy

η = r3/r⊥. The ground state is obtained by the stationary condition ∂Faniso(ϕσ , ϕπ)/∂ϕσ =
∂Faniso(ϕσ , ϕπ)/∂ϕπ = 0. Note that the free energy does not have the stationary point when
rτ > 1. This is due to the reflection positivity of the lattice gauge theories with Wilson fermions
[127].

3.3.3 Free Energy up to the Order of β
Let us evaluate the O(β) contribution to the free energy for the isotropic case. We write the
fourth term in the effective action (3.28) as ∆S1 + ∆S2(≡ ∆S). Then we should choose such that
(κ, A, B) = (β/2,V+n, jP

+
0 , −V−n+0, jP

−
0 ) in Eq. (3.30) for ∆S1:

e−∆S1 ∝ exp

− β2 ∑
n, j

[
SαβS

′
αβ − AαβSβα − BT

αβS
′
βα

] , (3.46)
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with the saddle point values Sαβ = ⟨BT ⟩βα = −⟨V−n+0, jP
−
0 ⟩αβ and S′αβ = ⟨A⟩βα = ⟨V+n, jP+0 ⟩βα.

Similarly, setting (κ, A, B) = (β/2,V−n, jP
+
0 , −V+n+0, jP

−
0 ) in Eq. (3.30) for ∆S2, we obtain

e−∆S2 ∝ exp

− β2 ∑
n, j

[
TαβT

′
αβ − AαβTβα − BT

αβT
′
βα

] , (3.47)

with the saddle point values Tαβ = ⟨BT ⟩βα = −⟨V+n+0, jP
−
0 ⟩αβ and T ′αβ = ⟨A⟩βα = ⟨V−n, jP+0 ⟩βα.

Next we decompose ⟨V+n, j⟩ and ⟨V−n, j⟩ into spinor components as follows:

⟨V+n, j⟩ ≡ v+s + iγ5v
+
p +

∑
µ

γµv
+
vµ +

∑
µ

iγ5γµv
+
aµ ,

⟨V−n, j⟩ ≡ v−s + iγ5v
−
p +

∑
µ

γµv
−
vµ +

∑
µ

iγ5γµv
−
aµ ,

(3.48)

where the first through fourth terms are the components of the scalar, pseudoscalar, vector and
pseudovector (axial vector) mode, respectively. The terms ⟨V+n, j⟩ and ⟨V−n, j⟩ are equivalent to the
propagator from a point to another point. Only the scalar and vector modes appear when parity
is not broken, and the pseudoscalar and pseudovector modes may also appear when parity is
broken. Therefore these four modes should be considered in Eq. (3.48).

The exponent in Eq. (3.46) is computed as in the case of the strong coupling limit. After a
calculation, we obtain

SαβS
′
αβ = tr[⟨B⟩⟨A⟩] = −tr

[
⟨V−n, j⟩P−0 ⟨V+n, j⟩P+0

]
= (1 − r2)v−s v

+
s + (1 + r2)v−p v

+
p + (1 − r2)v−v0v

+
v0 − (1 + r2)

∑
l

v−vlv
+
vl

− (1 + r2)v−a0v
+
a0 + (1 − r2)

∑
l

v−alv
+
al

(3.49)

for the constant part, and

−AαβSβα =tr
[
V+n, jP

+
0 ⟨V−n+0̂, j

P−0 ⟩
]
= ψ̄n

(
P+0 ⟨V−n, j⟩P−0

)T
ψn+ ĵ (3.50)

with

P+0 ⟨V−n, j⟩P−0 =
1
4

[
(r2 − 1)v−s + iγ5

{
(r2 + 1)v−p − 2rv−a0

}
+ γ0(r2 − 1)v−v0

+
∑
k

γk(r2 + 1)v−vk + iγ5γ0
{
−2rv−p + (r2 + 1)v−a0

}
+

∑
k

iγ5γk(r2 − 1)v−ak

]
,

(3.51)

and

−BT
αβS

′
βα = tr

[
V−
n+0̂, j

P−0 ⟨V+n, jP+0 ⟩
]
= ψ̄n+ ĵ

(
P−0 ⟨V+n, j⟩P+0

)T
ψn (3.52)

with

P−0 ⟨V+n, j⟩P+0 =
1
4

[
(r2 − 1)v+s + iγ5

{
(r2 + 1)v+p + 2rv+a0

}
+ γ0(r2 − 1)v+v0

+
∑
k

γk(r2 + 1)v+vk + iγ5γ0
{
2rv+p + (r2 + 1)v+a0

}
+

∑
k

iγ5γk(r2 − 1)v+ak

] (3.53)
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for the fermionic part.
Similarly, the exponent in Eq. (3.47) can be computed as

TαβT
′
αβ = tr[⟨B⟩⟨A⟩] = −tr

[
⟨V+n, j⟩P−0 ⟨V−n, j⟩P+0

]
= (1 − r2)v−s v

+
s + (1 + r2)v−p v

+
p + (1 − r2)v−v0v

+
v0 − (1 + r2)

∑
l

v−vlv
+
vl

− (1 + r2)v−a0v
+
a0 + (1 − r2)

∑
l

v−alv
+
al

(3.54)

for the constant part, and

−AαβTβα = tr
[
V−n, jP

+
0 ⟨V+n+0̂, j

P−0 ⟩
]
= ψ̄n+ ĵ

(
P+0 ⟨V+n, j⟩P−0

)T
ψn (3.55)

with

P+0 ⟨V+n, j⟩P−0 =
1
4

[
(r2 − 1)v+s + iγ5

{
(r2 + 1)v+p − 2rv+a0

}
+ γ0(r2 − 1)v+v0

+
∑
k

γk(r2 + 1)v+vk + iγ5γ0
{
−2rv+p + (r2 + 1)v+a0

}
+

∑
k

iγ5γk(r2 − 1)v+ak

]
,

(3.56)

and

−BT
αβT

′
βα = tr

[
V+
n+0̂, j

P−0 ⟨V−n, jP+0 ⟩
]
= ψ̄n

(
P−0 ⟨V−n, j⟩P+0

)T
ψn+ ĵ (3.57)

with

P−0 ⟨V−n, j⟩P+0 =
1
4

[
(r2 − 1)v−s + iγ5

{
(r2 + 1)v−p + 2rv−a0

}
+ γ0(r2 − 1)v−v0

+
∑
k

γk(r2 + 1)v−vk + iγ5γ0
{
2rv−p + (r2 + 1)v−a0

}
+

∑
k

iγ5γk(r2 − 1)v−ak

] (3.58)

for the fermionic part.
Combining e−∆S1 and e−∆S2 , we obtain the O(β) contribution to the action as

∆S = β
∑
n, j

(1 − r2)v−s v
+
s + (1 + r2)v−p v

+
p + (1 − r2)v−v0v

+
v0 − (1 + r2)

∑
l

v−vlv
+
vl

−(1 + r2)v−a0v
+
a0 + (1 − r2)

∑
l

v−alv
+
al

 +∑
n, j

[
ψ̄nA−ψn+ ĵ + ψ̄n+ ĵA+ψn

]
,

(3.59)

where

⟨A−⟩ =
β

4

−(1 − r2)v−s + (1 + r2)iγ5v
−
p − (1 − r2)γ0v

−
v0 + (1 + r2)

∑
l

γlv
−
vl

+(1 + r2)iγ5γ0v
−
a0 − (1 − r2)

∑
l

iγ5γlv
−
al

T ,
(3.60)
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⟨A+⟩ =
β

4

−(1 − r2)v+s + (1 + r2)iγ5v
+
p − (1 − r2)γ0v

+
v0 + (1 + r2)

∑
l

γlv
+
vl

+(1 + r2)iγ5γ0v
+
a0 − (1 − r2)

∑
l

iγ5γlv
+
al

T .
(3.61)

Then doing the Fourier transform and combining Eqs. (3.37) and (3.59), we get the effective
action up to O(β) with auxiliary fields:

Seff = Saux
eff (ϕσ , ϕπ , v±s , v

±
p , v
±
vµ , v

±
aµ) +

∑
k

ψ̄kM(k;ϕσ , ϕπ , v±s , v
±
p , v
±
vµ , v

±
aµ)ψk , (3.62)

where

Saux
eff =NsNτ

(1 − r2)ϕ2
σ + (1 + r2)ϕ2

π + β
∑
j

(1 − r2)v−s v
+
s + (1 + r2)v−p v

+
p + (1 − r2)v−v0v

+
v0

−(1 + r2)
∑
l

v−vlv
+
vl − (1 + r2)v−a0v

+
a0 + (1 − r2)

∑
l

v−alv
+
al


 ,

(3.63)

and

M = m0 + r

(
4 −

∑
j

cos k j

)
+
σ

2
(r2 − 1) cos θ +

∑
j

β

4
(r2 − 1)

[
v−s e

ik j + v+s e
−ik j

]
+ iγT5

{
σ

2
(r2 + 1) sin θ +

∑
j

β

4
(r2 + 1)

[
v−p e

ik j + v+pe
−ik j

]}
+ γT0

∑
j

β

4
(r2 − 1)

[
v−v0e

ik j + v+v0e
−ik j

]
+

∑
j

iγ j sin k j +
∑
j ,l

γTk
β

4
(r2 + 1)

[
v−vle

ik j + v+vle
−ik j

]
+ i(γ5γ0)T

∑
j

β

4
(r2 + 1)

[
v−a0e

ik j + v+a0e
−ik j

]
+

∑
j ,l

i(γ5γl)T
β

4
(r2 − 1)

[
v−ale

ik j + v+ale
−ik j

]
.

(3.64)

Next we replace the auxiliary fields to make the calculation easier as follows:

v∓s = S1 ∓ iS2, v∓p = ∓iP1 + P2, v∓v0 = iV0,1 ±V0,2,

v∓vk = ∓Vk ,1 − iVk ,2, v∓a0 = ∓A0,1 − iA0,2, v∓ak = −iAk ,1 ∓ Ak ,2.
(3.65)

Using the formula detM =
√

det(MM†), we obtain

detM =
[
M2

s +M2
p +M2

v0 +
∑
j

M2
v j +M2

a0 +
∑
j

M2
a j

]2

, (3.66)

where we have definedM as

M =Ms + iγ
T
5Mp + iγ

T
0Mv0 +

∑
j

iγ jMv j + (γ5γ0)TMa0 +
∑
j

(
γ5γ j

)TMa j . (3.67)
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The free energy at zero temperature per unit spacetime volume is given by

F (ϕσ , ϕπ , Sa , Pa ,Vµ , Aµ) = − 1
NsNτ

ln Z(ϕσ , ϕπ , Sa , Pa ,Vµ , Aµ), (3.68)

where a = 1, 2 and µ = 0, 1, 2, 3. Here Ns = V and Nτ = 1/T with V and T being the volume
and the temperature of the system, respectively. Further we eliminate the auxiliary fields Sa, Pa,
Vµ and Aµ by the stationary condition such that

∂F
∂Sa
=
∂F
∂Pa

=
∂F
∂Vµ
=
∂F
∂Aµ

= 0. (3.69)

The final form of the free energy for the isotropic case at zero temperature up to O(β) is given by

F (ϕσ , ϕπ)

= (1 − r2)ϕ2
σ + (1 + r2)ϕ2

π − 2
∫ π

−π

d3k

(2π)3 log X0 −
β

3
(1 + r2)

∑
j

∫ π

−π

d3k

(2π)3

sin2 k j

X0

2

− β
3

(1 + r2)
[
1 + r2

2
ϕπ

∫ π

−π

d3k

(2π)3

∑
j cos k j
X0

]2

− β
3

(1 − r2)

∫ π

−π

d3k

(2π)3

m̃(k) + r
X0

∑
j

cos k j


2

,

(3.70)

where we have defined X0 =
∑

j sin2 k j + [m̃(k) + r]2 +
(1+r2)2

4 ϕ2
π.

3.4 Numerical Results

3.4.1 Isotropic Case
At first, up to O(β), we found that the value of ϕπ is zero at the stationary point for any set of
(r ,m0). Hence in the following, we set ϕσ = −σ and ϕπ = 0 in Eq. (3.70) to calculate the value
of the chiral condensate σ. Let us consider the meaning of ϕπ = 0. From Eq. (3.38), we see
that nonzero ϕπ generates the term iψ̄γ5ψ. The term iψ̄γ5ψ is odd under both time-reversal and
inversion. Therefore, this indicates that the phase with spontaneously broken time-reversal and
parity (spatial inversion) symmetries does not arise in the strong coupling region of our model.
Such a phase, i.e., the “Aoki phase” (where parity and flavor symmetry are spontaneously broken)
was originally proposed in the lattice QCD with Wilson fermions [128–130]. A mean-field study
of Wilson fermions with short-range Coulomb interactions from weak coupling [89] and a lattice
strong coupling expansion study of the Kane-Mele model with 1/r Coulomb interactions on a
honeycomb lattice [131] suggest the existence of this phase. Here we mention the main difference
between our model and lattice QCD except for the gauge group. Our model has only temporal
(timelike) link variables, in contrast to lattice QCD. Spatial link variables are absent, like in the
case of free fermions. It is obvious that parity symmetry is not spontaneously broken in free
fermions. This will be one of the reasons why the parity broken phase does not appear in our
model.

The m0 dependence of the chiral condensate σ for some values of r in the strong coupling
limit is shown in Fig. 3.3(a). The value of σ is expected to be quantitatively correct, based
on the fact that the result of a strong coupling expansion study in graphene [103] is in good
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Figure 3.3: (a) m0 dependence of the chiral condensateσ in the strong coupling limit (β = 0). (b)
Phase diagram with r = 0.5 in the strong coupling limit. The phase boundaries are determined
by the condition meff = 0 or meff = −2r . (c) β dependence of the chiral condensateσ at m0 = −r .

agreement with that of lattice Monte Carlo studies [100–102,104]. As mentioned in Sect. 3.1, in
the noninteracting limit (i.e., at β = ∞), the system with 0 > m0 > −2r (m0 > 0) is identified as
a topological (normal) insulator. In this study, the chiral condensate is equivalent to a correction
to the bare mass. Hence it is natural to define the effective mass in Eq. (3.41) as

meff = m0 + (1 − r2)σ/2. (3.71)

Note that time-reversal symmetry is not broken in the strong coupling limit. This means that we
can compute the Z2 invariant [Eq. (3.3)]. In the strong coupling region, the system with 0 >
meff > −2r (meff > 0) is identified as a topological (normal) insulator. The phase diagram with
r = 0.5 in the strong coupling limit calculated by the Z2 invariant is shown in Fig. 3.3(b). The
width 2r of the topological insulator phase in the noninteracting limit seems nearly unchanged
in the strong coupling limit. From this phase diagram, we see that the effect of 1/r Coulomb
interactions is to shift the region of the topological insulator phase.

The β dependence of the chiral condensateσ for some values of r is shown in Fig. 3.3(c). We
see that σ is a monotonically decreasing function of the coupling strength β. Our result shows
that the mass gap remains finite even in the strong coupling limit, in contrast to a mean-field
analysis of Wilson fermions with short-range Coulomb interactions [89] in which the mass gap
becomes infinity in the strong coupling limit. This is because the effects of strong 1/r Coulomb
interactions are renormalized properly in our analysis. We see also that as r becomes smaller,
the rate of decrease of σ becomes notable. That is, as the original masses of fermion doublers
become smaller, the energy gap of the system becomes smaller, as is understood intuitively.

From Fig. 3.3(c), it is concluded that the gapped phases (normal and topological insulator
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Figure 3.4: Phase diagram in the strong coupling limit with rτ = r⊥ = 0.6 and η = 0.3. The phase
boundaries between the topological insulator (TI) phase and the normal insulator (NI) phase are
determined by the condition meff/r⊥ = 0 or meff/r⊥ = −2η.
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Figure 3.5: η dependence of σ in the strong coupling limit with r⊥ = 0.6, in the case of (a)
m0/r⊥ = −1.0 and (b) m0/r⊥ = −0.5.

phases) are stable in the strong coupling region. This contrasts with the result of the strong
coupling expansion in graphene [103]. In graphene, the rate of decrease of σ from β = 0 to
β = 0.5 is about 60% [103], whereas that of our model is about 3% at r = 0.2. This suggests
that the topological insulator phase in our model survives in the strong coupling limit, although
graphene undergoes the phase transition (semimetal-insulator transition) in the strong coupling
region.

3.4.2 Anisotropic Case
As in the isotropic case, with any set of (m0, rτ , r⊥, η), it was found that the value of ϕπ is zero
in the strong coupling limit. This means that the phase in which time-reversal and inversion
symmetries are spontaneously broken does not arise in the strong coupling limit, and that the
effect of 1/r Coulomb interactions in this system is the renormalization of the bare mass of
Wilson fermions. Thus in the following, we set ϕσ = −σ in Eq. (3.45) and define the effective
mass modified by the chiral condensate σ:

meff = m0 + (1 − r2
τ )σ/2. (3.72)

The phase boundary in the strong coupling limit is determined by the Z2 invariant. Namely, if
0 > meff/r⊥ > −2η, then the system is identified as a topological insulator. The phase diagram
with rτ = r⊥ = 0.6 and η = 0.3 are shown in Fig. 3.4. We see that the topological insulator
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Figure 3.6: m0 dependence of σ in the strong coupling limit with r⊥ = 0.6, in the case of (a)
rτ = 0.6 and (b) η = 0.3.

phase survives in the strong coupling limit. The width 2η of the topological insulator phase in
the noninteracting limit seems nearly unchanged in the strong coupling limit. Namely, the effect
of 1/r Coulomb interactions is to shift the region of the topological insulator phase.

Figure 3.5 shows the anisotropy η dependence of σ for some values of rτ. In both cases of
m0/r⊥ = −1.0 [Fig. 3.5(a)] and m0/r⊥ = −0.5 [Fig. 3.5(b)], σ approaches a monotonically
decreasing function of η with larger rτ. Although the η dependence of σ changes with rτ, there
is a tendency that the mass renormalization due to the Coulomb interactions becomes stronger
as the anisotropy becomes larger. This could result from the fact that quantum effects become
pronounced in lower dimensions in general. Finally we show the m0 dependence of σ for some
values of η and rτ. From Fig. 3.6(a) where rτ is fixed to 0.6 [Fig. 3.6(b) where η is fixed to 0.3],
we see that the value of the bare mass m0 which has the strongest renormalization effect in the
strong coupling limit moves to left as η (rτ) becomes larger.

3.5 Discussions
So far we have found that there is no spontaneous symmetry breaking (signaled by the ψ̄iγ5ψ
term) in the strong coupling region. This implies that the topological insulator phase is stable in
the strong coupling region. We have also obtained the value of the effective mass up to of the
order of the coupling strength β. Then we can connect the phase boundary obtained from the Z2
invariant [Eq. (3.3)] in the noninteracting limit and that in the strong coupling region. A possible
global phase diagram of a correlated 3D topological insulator described by the (isotropic) Wilson
fermions with 1/r Coulomb interactions is shown in Fig. 3.7. Here let us recall that the value of
|m0 | can be regarded as the strength of spin-orbit coupling [16], since the negative m0 is obtained
as a result of the band inversion due to strong spin-orbit coupling. Hence it can be seen from
the predicted phase diagram that when spin-orbit coupling is not strong (i.e., m0/r > −0.25),
the topological insulator phase changes to a normal insulator phase in the strong coupling limit.
On the other hand, when spin-orbit coupling is sufficiently strong (i.e., m0/r < −0.25), the
topological insulator phase survives in the strong coupling limit. We think these results are not
so surprising. Note that a lattice strong coupling expansion study of the Kane-Mele model on
a honeycomb lattice [131] also shows that when spin-orbit coupling is sufficiently strong, the
topological insulator phase survives in the strong coupling limit.
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Figure 3.7: A possible global phase diagram of a correlated 3D topological insulator described
by the (isotropic) Wilson fermions with 1/r Coulomb interactions. The β = 0 (β = ∞) line
represents the strong coupling (noninteracting) limit.

Let us compare the result in present study with the result in the case of short-range interac-
tions. We have studied the effects of short-range interactions in the Wilson fermions [89]. The
phase diagram of the Wilson fermions with short-range interactions is shown in Fig. 3.8. We
can see that the behaviors of the phase boundary between the topological insulator phase and the
normal insulator phase are similar in both short-range and long-range cases. However, in the case
of short-range interactions, the value of ϕπ becomes nonzero when the interactions are strong.
Namely the topological insulator phase is broken due to the presence of ψ̄iγ5ψ term which breaks
time-reversal symmetry. Therefore the difference between short-range and long-range interac-
tions can result in the presence or absence of the symmetry broken phase (“Aoki phase”). This
could be understood intuitively as follows. If the interactions are short-range, then the antiferro-
magnetic order, which breaks time-reversal symmetry, is considered to develop as the interactions
become strong. However, in the present case, the interactions are the unscreened 1/r long-range
Coulomb interactions. It is not obvious that time-reversal symmetry breaking occurs in the case
of long-range interactions.

Finally we would like to mention the possibility of the Mott transition in our model. The
important point is that on-site interactions are not included in this model. If the Mott transition
occurs, the phase with nonzero ϕπ, where both time-reversal and inversion symmetries are bro-
ken, could be regarded as the Mott insulator phase. However, it was found that ϕπ is always zero
in the strong coupling region. From these viewpoints, we believe that the Mott transition does
not occur. The absence of on-site interactions in our model will be justified by that on-site inter-
actions are considered to be weak in 3D topological insulators such as Bi2Se3, i.e., in p-electron
systems.
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Figure 3.8: Mean-field phase diagram of the Wilson fermions with short-range interactions. U is
the strength of the short-range interaction.

3.6 Summary
To summarize, we have studied the effects of strong 1/r long-range Coulomb interactions in a 3D
topological insulator where the effective Hamiltonian can be described by the Wilson fermions.
Based on the U(1) lattice gauge theory, we have performed the strong coupling expansion accom-
panied with the mean-field approximation. It was found that the effect of 1/r Coulomb interac-
tions in our model corresponds to the renormalization of the bare mass of Wilson fermions. The
value of the chiral condensate, which is regarded as a correction to the bare mass in the strong
coupling region, is expected to be correct quantitatively. The phase where time-reversal and in-
version symmetries are spontaneously broken (Aoki phase) was not found in the strong coupling
region, in contrast to the case of lattice QCD with Wilson fermions. It was found that the gapped
phases are stable in the strong coupling region. This suggests that the topological insulator phase
survives in the strong coupling limit. In this study, the bulk property of a 3D topological insulator
was examined. It will be interesting to examine the strong correlation effect in the surface Dirac
fermions.
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Chapter 4

Weyl Semimetal with Strong Long-Range
Correlations

In this chapter, we study the effects of strong 1/r long-range Coulomb interactions in a Weyl
semimetal. We consider a three-dimensional (3D) Dirac fermion system on a lattice with a time-
reversal symmetry breaking term, and take into account 1/r long-range Coulomb interactions
between the bulk electrons. This model is regarded as the case where magnetic impurities are
doped into the bulk of a 3D topological insulator. With the use of the strong coupling expansion
of the lattice gauge theory and the mean-field approximation, we analyze the system from the
strong coupling limit. It is shown that parity symmetry of the system is spontaneously broken
in the strong coupling limit, and a different type of the Weyl semimetal, in which time-reversal
and parity symmetries are broken, appears in the strong coupling limit. A possible global phase
diagram of a correlated Weyl semimetal is presented. The contents in this chapter have been
published in:
A. Sekine and K. Nomura, J. Phys. Soc. Jpn. 83, 094710-1-8 (2014).

4.1 Theoretical Model
In this section, we introduce a lattice model for a Weyl semimetal with 1/r Coulomb interactions.
The motivations for considering the effects of 1/r Coulomb interactions are as follows. The first
is that the effects of long-range interactions in Weyl semimetals have not yet been revealed. We
have studied the effects of short-range interactions in a Weyl semimetal [89], and found that the
Weyl semimetal phase is broken in the region where the interactions are strong. The second is
that the effects of long-range interactions are expected to be important in Dirac fermion systems,
since the screening effect is considered to be weak due to the vanishing density of states near the
Fermi level.

4.1.1 Noninteracting Model
Let us start from a continuum model for a noninteracting Weyl semimetal. We consider a Weyl
semimetal which consists of two Weyl nodes separated in momentum space introduced in Sub-
sect. 1.3.2. In this case, the general Hamiltonian is written by the three-dimensional (3D) Dirac
Hamiltonian with a time-reversal symmetry breaking term as

H0(k) = vFk · α + m0α4 + b · Σ, (4.1)
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Figure 4.1: kz dependence of the energy spectrum of the lattice model (4.4) with kx = ky = 0,
m0 = −0.5 and r = 1 in the case of (a) b = 0.3, (b) b = 1.0, and (c) b = 1.8. When the strength
of b is intermediate, the two bands near the Fermi level EF = 0 touch at two points (Weyl nodes).

where vF is the Fermi velocity, m0 is the mass of the Dirac fermion, and α j ( j = 1, 2, 3, 4) are
the 4 × 4 alpha matrices. The term b · Σ, with Σ = −i/2([α2, α3], [α3, α1], [α1, α2]), is a time-
reversal symmetry breaking perturbation. Without loss of generality, we can set b = (0, 0, b).
The eigenvalues of this Hamiltonian are obtained analytically as

E(k) = ±
√
v2

F(k2
1 + k

2
2) +

[√
v2

Fk
2
3 + m

2
0 ± b

]2
, (4.2)

and we see that the band touching points (the Weyl nodes)W± are given byW± = (0, 0,±
√
b2 − m2

0)
with b > |m0 |. Then the energy bands near the Weyl nodes are found to be

E(q) = ±vF

√
q2

1 + q
2
2 + (1 − m2

0/b
2)q2

3 , (4.3)

where q = k −W±. This is just the dispersion of the Weyl fermions, since this can be obtained
by diagonalizing the Weyl HamiltonianH (q) =

∑3
i=1 vi · qσi .

Next let us consider the Hamiltonian (4.1) on a cubic lattice. In the following, as the un-
perturbed part, we adopt the Wilson fermion which is known as a lattice model without fermion
doublers. The Wilson fermion can also be regarded as the effective lattice model for 3D topolog-
ical insulators such as Bi2Se3 [16, 17]. Hence, our model is regarded as the case where magnetic
impurities are doped into the bulk of a 3D topological insulator, because the term bΣ3 can be
considered as the exchange (ferromagnetic) coupling between the bulk electrons and magnetic
impurities. The non-interacting Hamiltonian we consider is given by

H0(k) = vF

3∑
j=1

α j sin k j + m(k)α4 + bΣ3, (4.4)

where m(k) = m0 + r
∑3

j=1(1− cos k j). The alpha matrices are given by the Dirac representation,
α j = τ1 ⊗ σ j and α4 = τ3 ⊗ 1 where the Pauli matrices τ j and σ j denote the orbital and spin
degree of freedom, respectively. Namely, the spinor in the Hamiltonian (4.4) is written in the
basis of ψ†

k
= [c†

k+↑, c
†
k+↓, c

†
k−↑, c

†
k−↓], where c† is the creation operator of an electron, +, −

denote two orbitals, and ↑ (↓) denotes up-(down-)spin. The matrix Σ3 is given explicitly as
Σ3 = 1 ⊗ σ3. The Weyl nodes appear where the wave vector k satisfies the condition b2 =
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[m0 + r
∑

j(1 − cos k j)]2 + sin2 k3 and sin k1 = sin k2 = 0. k1 and k2 can take the value 0 or π.
In this study, we set |m0 | small to restrict the existence of the Weyl nodes on the (k1, k2) = (0, 0)
line. The kz dependence of the energy spectrum of the lattice model (4.4) for some values of b is
shown in Fig. 4.1.

4.1.2 Interacting Model
We introduce 1/r Coulomb interactions between the bulk electrons according to the U(1) lattice
gauge theory (lattice quantum electrodynamics). In condensed matter, the Fermi velocity is rather
small compared to the speed of light c, i.e., vF/c ∼ 10−3. In this case, the interactions with the
spatial components of the four-vector potential are suppressed by the factor vF/c, and thus we can
regard that the Dirac fermions interact only via the electric field i.e. 1/r Coulomb interactions.
Then the Euclidean action of the system is given by

S = S
(τ)
F
+ S

(s)
F
+ (m0 + 3r + rτ)

∑
n

ψ̄nψn + b
∑
n

ψ̄nγ0Σ3ψn + SG , (4.5)

where S
(τ)
F
+ S

(s)
F

is the fermionic part without the mass term

S
(τ)
F
= −

∑
n

[
ψ̄nP

−
0Un,0ψn+0̂ + ψ̄n+0̂P

+
0U
†
n,0ψn

]
,

S
(s)
F
= −

∑
n, j

[
ψ̄nP

−
j ψn+ ĵ + ψ̄n+ ĵP

+
j ψn

]
,

(4.6)

and SG is the pure U(1) gauge part

SG = β
∑
n

∑
µ>ν

[
1 − 1

2

(
Un,µUn+µ̂,νU

†
n+ν̂ ,µ

U†n,ν + H.c.
)]
. (4.7)

Here ψ̄ = ψ†γ0, n = (n0, n1, n2, n3) denotes a spacetime lattice site on a 4D hypercubic lattice, µ̂
denotes the unit vector along the µ direction, and P±µ = (rµ ± γµ)/2 with r0 = rτ and r1 = r2 =

r3 = r . Un,µ are the U(1) link variables withUn, j = 1 andUn,0 = eiθn (−π ≤ θn ≤ π). The timelike
Wilson term (the term proportional to rτ) is introduced to the unperturbed part (the b = 0 part) to
eliminate the fermion doublers. This is because when b = 0, the system should possess a single
Dirac cone around the Γ point. According to the non-interacting Hamiltonian of 3D topological
insulators such as Bi2Se3, the gamma matrices γµ are given by the Dirac representation in the
Euclidean spacetime ({γµ , γν } = 2δµν):

γ0 =

[
1 0
0 −1

]
, γ j =

[
0 −iσ j

iσ j 0

]
, γ5 =

[
0 1
1 0

]
, (4.8)

where j = 1, 2, 3 and σ j are the Pauli matrices.
A parameter β which represents the strength of 1/r Coulomb interactions is given by

β =
vFϵ

e2 =
vFϵ

4πcα
, (4.9)

where ϵ is the dielectric constant of the system, e is the electric charge, and α(≃ 1/137) is the
fine-structure constant. The smallness of the Fermi velocity makes the Coulomb interactions
effectively strong. In the following, we consider the case with β ≪ 1 i.e., the case with small
dielectric constant.
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4.2 Strong Coupling Expansion
Let us analyze the system from the strong coupling limit (β = 0). We derive the effective action
which is defined by carrying out the integration with respect to the gauge field variablesUn,0:

Z =

∫
D[ψ, ψ̄,U0]e−S =

∫
D[ψ, ψ̄]e−Seff . (4.10)

In the strong coupling limit, Un,0 is contained only in S
(τ)
F

. Then the integral
∫
DU0e

−S(τ)
F is

evaluated as ∫
DU0e

−S(τ)
F =

∏
n

∫ π

−π

dθn
2π

exp
[
ψ̄nP

−
0Un,0ψn+0̂ + ψ̄n+0̂P

+
0U
†
n,0ψn

]
=

∏
n

[
1 + ψ̄nP

−
0ψn+0̂ψ̄n+0̂P

+
0ψn + · · ·

]
≈ e

∑
n ψ̄nP

−
0 ψn+0̂ψ̄n+0̂P

+
0ψn ,

(4.11)

where we have used the property of the Grassmann variables ψα and ψ̄α, ψ2
α = ψ̄

2
α = 0 with α

denoting the component of the spinors. In the second line, we have neglected the terms which
consist of 8, 12, and 16 different Grassmann variables. The contributions of those terms appear
in higher orders of the order parameters, and thus the results will not be changed qualitatively
even if those terms are taken into account. We can rewrite the exponent as

ψ̄n,α(P−0 )αβψn+0̂,βψ̄n+0̂,γ(P+0 )γδψn,δ = −tr
[
NnP

+
0 Nn+0̂P

−
0

]
, (4.12)

where we have defined (Nn)αβ = ψ̄n,αψn,β and used (P±0 )αβ = (P±0 )βα. The subscripts α and β
denote the component of the spinors. In general, we can perform the integration with respect to
the SU(N ) gauge field variables U in Eq. (4.10) by using the SU(N ) group integral formulas:∫
dU1 = 1,

∫
dUUab = 0,

∫
dUUabU

†
cd
= δadδbc/N , and so on. We obtain the effective action in

the strong coupling limit given by

Seff = −
∑
n, j

[
ψ̄nP

−
j ψn+ ĵ + ψ̄n+ ĵP

+
j ψn

]
+ (m0 + 3r + rτ)

∑
n

ψ̄nψn + b
∑
n

ψ̄nγ0Σ3ψn

+
∑
n

tr
[
NnP

+
0 Nn+0̂P

−
0

]
.

(4.13)

From this equation, we see that the electron-electron interactions in the strong coupling limit are
spatially on-site interactions but not in (imaginary) time. As we shall see below, the competition
between this effective on-site interactions and the exchange interactions occurs.

4.3 Possible Instabilities and the Free Energies in the Strong
Coupling Limit

As mentioned in Chap. 2, the lattice-gauge-theoretical description of 1/r Coulomb interactions
does not contain the on-site interactions. Unphysical states due to the absence of on-site inter-
actions, such as phase separation, are eliminated by assuming uniform mean-field ground states.
This assumption is also supported by the fact that lattice quantum electrodynamics (QED) is a
well-defined (renormalizable) theory.
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We apply the extended Hubbard-Stratonovich transformation to derive the free energy. Intro-
ducing the two complex auxiliary fields Q and Q′ (these are matrices), eκtrAB with κ > 0 and A, B
being matrices is deformed as follows (see Subsect. 3.3.1):

eκtrAB = (const.) ×
∫
D[Q,Q′] exp

{
−κ

[
QαβQ

′
αβ − AαβQβα − BT

αβQ
′
βα

]}
, (4.14)

where the superscript T denotes the transpose of a matrix. This integral is approximated by the
saddle point values Qαβ = ⟨BT ⟩βα and Q′αβ = ⟨A⟩βα.

We set (κ, A, B) = (1, NnP
+
0 , −Nn+0̂P

−
0 ) to decouple the interaction term (the second term) in

Eq. (4.13) to fermion bilinear form. In this process, we assume the matrix form of ⟨Nn⟩ with the
mean-field approximation. Let us recall that, in the formalism of the quantum electrodynamics,
the form is restricted to the sum of independent 16 matrices which are consist of the 4× 4 gamma
matrices. The 16 matrices are given as follows: (i) scalar 1, (ii) vector γµ (µ = 0, 1, 2, 3), (iii)
tensor σµν =

i
2 [γµ , γν], (iv) pseudovector γµγ5, (v) pseudoscalar γ5, where these terminology

comes from how the terms are transformed under the Lorentz transformation.

4.3.1 Fermion Bilinears and Instabilities
Here we give the explicit expression of the possible instabilities. As shown later, the interaction
term in the effective action (4.13) is written like ψ̄n⟨Nn⟩ψn after the Hubbard-Stratonovich trans-
formation. Then, to be specific and for simplicity, let us consider the Hamiltonian of a continuum
model

H (k) = H0(k) + γ0⟨Nn⟩ (4.15)

with H0(k) = k jα j + m0α4 + bΣ3 [Eq. (4.1)]. Note that the following terminology of the
instabilities is not for γ0⟨Nn⟩, but for ⟨Nn⟩.
• Scalar component: γ0⟨Nn⟩ = σα4. Here we have used the fact that γ0 = α4. In this case, it is
found that the bare mass m0 is renormalized to be m0 +σ.
• Vector component: γ0⟨Nn⟩ = pµαµ (α0 ≡ 1). Here we have used the fact that γ0γ j = α j and
γ2

0 = 1. In this case, it is found that the wave vectors k j are shifted to be k j + p j , and that the
energy level is shifted by p0.
• Tensor component: γ0⟨Nn⟩ = i

2cµνγ0[γµ , γν]. The six matrices γ0⟨Nn⟩ are given explicitly by
the Dirac representation as

Σ
′
j ≡

[
σ j 0
0 −σ j

]
, Π j ≡ i

[
0 σ j

−σ j 0

]
. (4.16)

• Pseudovector component: γ0⟨Nn⟩ = dµγ0γµγ5. The four matrices γ0⟨Nn⟩ are given explicitly
by the Dirac representation as

Σ j ≡
[
σ j 0
0 σ j

]
, Π0 ≡

[
0 1
1 0

]
. (4.17)

• Pseudoscalar component: γ0⟨Nn⟩ = ∆α5. The matrix α5(≡ −iγ0γ5) is given explicitly by the
Dirac representation as α5 = τ2 ⊗ 1, and this anticommutes with the other four alpha matrices,
i.e. the Clifford algebra {αµ , αν } = 2δµν is satisfied.
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Table 4.1: Transformation properties under time-reversal T and spatial inversion (parity) P of
16 independent matrices consisting of αµ with {αµ , αν } = 2δµν1 (µ, ν = 1, 2, 3, 4, 5).

Matrices 1 α j α4 α5 Σ j Σ′
j

Π j Π0

Time-reversal T + − + − − − + +

Inversion P + − + − + + − −

Let us look at the properties of the matrices Σ j , Σ′j , Πµ, and α5. In the Dirac representation,
the time-reversal operator T and the parity (spatial inversion) operator P are given by T =
1 ⊗ (−iσ2)K and P = σ3 ⊗ 1, where K is the complex conjugation operator. It is easily shown
that Σ j and Σ′j are odd under time-reversal but even under parity:

T Σ jT −1 = T Σ′jT −1 = −1, PΣ jP−1 = PΣ′jP−1 = +1. (4.18)

On the other hand, Πµ are even under time-reversal but odd under parity:

T ΠµT −1 = +1, PΠµP−1 = −1. (4.19)

α5 is odd under both time-reversal and parity:

T α5T −1 = −1, Pα5P−1 = −1. (4.20)

The properties of the 16 matrices are summarized in Table 4.1. In our model, the spinor is written
in the basis ofψ†

k
= [c†

k+↑, c
†
k+↓, c

†
k−↑, c

†
k−↓] where +, − denote the two orbitals and ↑ (↓) denotes

up(down)-spin. Then we see that Σ j represents the ferromagnetism, and that Σ′
j

represents a kind
of the “antiferromagnetism”. As for Πµ and α5, the physical interpretation is somewhat difficult.
We see that Π0 and α5 represent spin-independent orbital-ordered states, and Π j represents a
spin-dependent orbital-ordered state.

To study the stability of the Weyl semimetals, let us consider which matrices we should take
into account among these 16 matrices as a mean-field ansatz for ⟨Nn⟩. First of all, the mass
renormalization, i.e. the identity matrix 1 term must be considered. The γµ terms, which result
in the momentum and energy level shifts, could be dropped. In addition, note that the non-
interacting Hamiltonian (4.4) contains the Σ3 term. This indicates that the γ0Σ j and γ0Σ

′
j terms

can also be dropped. Furthermore, it is known that these terms can generate other Weyl semimetal
phases rather than open band gaps [34]. On the other hand, the γ0Πµ and iγ5 terms can break the
Weyl semimetal phase and open band gaps. In the following, we take into account the 1, γ0Πµ,
and iγ5 terms as the matrix form of ⟨Nn⟩.

4.3.2 The α5 Instability
In this case, we assume that ⟨Nn⟩ = −σ1 + ∆iγ5. The interaction term is decoupled according to
Eq. (4.14). Setting (κ, A, B) = (1, NnP

+
0 , −Nn+0̂P

−
0 ), we obtain

QαβQ
′
αβ = tr[⟨A⟩⟨B⟩] = −tr

[
⟨Nn⟩P+0 ⟨Nn+0̂⟩P

−
0

]
= −1

4
tr

[
(σ − i∆γ5)(rτ + γ0)(σ − i∆γ5)(rτ − γ0)

]
= −1

4
tr

[
(r2
τ − 1)σ2 + 2iγ5r

2
τσ∆ − (1 + r2

τ )∆2
]

= (1 − r2
τ )σ2 + (1 + r2

τ )∆2,

(4.21)
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AαβQβα = tr[A⟨B⟩] = −tr
[
NnP

+
0 ⟨Nn+0̂⟩P

−
0

]
=

1
4

tr
[
Nn(rτ + γ0)(σ − i∆γ5) (rτ − γ0)

]
=

1
4

tr
{
Nn[(r2

τ − 1)σ − (r2
τ + 1)iγ5∆ − 2iγ0γ5rτ∆]

}
=

1
4

[
(r2
τ − 1)σψ̄nψn − (r2

τ + 1)∆ψ̄niγ
T
5ψn − 2rτ∆ψ̄ni(γ0γ5)Tψn

]
,

(4.22)

BT
αβQ

′
βα = tr[B⟨A⟩] = −σtr

[
Nn+0P

−
0 (σ − i∆γ5)P+0

]
=

1
4

tr
[
Nn(rτ − γ0)(σ − i∆γ5) (rτ + γ0)

]
=

1
4

tr
{
Nn[(r2

τ − 1)σ − (r2
τ + 1)iγ5∆ + 2iγ0γ5rτ∆]

}
=

1
4

[
(r2
τ − 1)σψ̄nψn − (r2

τ + 1)∆ψ̄niγ
T
5ψn + 2rτ∆ψ̄ni(γ0γ5)Tψn

]
,

(4.23)

where we have used γ2
0 = 1 and trγ5 = 0. Substituting Eqs. (4.21), (4.22) and (4.23) into Eq.

(4.14), we obtain

e
−∑

n tr
[
NnP

+
0 Nn+0̂P

−
0

]
∼ exp

−∑
n

[
(1 − r2

τ )σ2 + (1 + r2
τ )∆2 + ψ̄nΓψn

] , (4.24)

where Γ = 1
2

[
(1 − r2

τ )σ + iγT5 (1 + r2
τ )∆

]
. We are now in a position to derive the free energy at

zero temperature in the strong coupling limit. Combining Eqs. (4.13) and (4.24), the effective
action expressed by the auxiliary fields σ and ∆ is given by

Seff(σ,∆) =
V

T

[
(1 − r2

τ )σ2 + (1 + r2
τ )∆2

]
+

∑
k

ψ̄kM(k;σ,∆)ψk , (4.25)

where the matrixM is given explicitly as

M =
[
m̃(k) + rτ + bσ3 σ j sin k j + i∆̃
−σ j sin k j + i∆̃ m̃(k) + rτ − bσ3

]
≡

[
A B

C D

]
. (4.26)

Here ∆̃ = 1
2 (1 + r2

τ )∆, V and T are the volume and temperature of the system, respectively, and
we have done the Fourier transform from n = (n0,n) to k = (k0, k). The term m̃(k) is given by

m̃(k) = m0 +
1
2 (1 − r2

τ )σ + r
∑
j

(1 − cos k j). (4.27)

This term is understood as a term to which m(k) in the non-interacting Hamiltonian (4.4) changes
in the strong coupling limit. rτ in A and D of Eq. (4.26) comes from the timelike Wilson term of
the original action. From the effective action, we derive the free energy at zero temperature per
unit of spacetime volume, according to the usual formula F = −T

V
ln Z . The partition function Z

is calculated by the Grassmann integral formula Z =
∫
D[ψ, ψ̄]e−ψ̄Mψ = detM and the determi-

nant ofM is calculated by the formula detM = detA · det
(
D − CA−1B

)
. After a straightforward

calculation, finally we arrive at the free energy in the strong coupling limit:

F (σ,∆) = (1 − r2
τ )σ2 + (1 + r2

τ )∆2

−
∫ π

−π

d3k

(2π)3 ln
{[
s2(k) + [m̃(k) + rτ]2 + ∆̃2 − b2

]2
+ 4b2s2

⊥(k)
}
,

(4.28)
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where s2(k) =
∑3

j=1 sin2 k j , and s2
⊥(k) =

∑2
l=1 sin2 kl . The ground state is determined by the

stationary condition ∂F (σ,∆)/∂σ = ∂F (σ,∆)/∂∆ = 0.
Note that the free energy at b = 0 corresponds to that of the Wilson fermions with 1/r

Coulomb interactions in the strong coupling limit [Eq. (3.43)]. When rτ > 1, the free energy
doesn’t have the stationary point, because both the first and third term decrease the value of
F (σ,∆) with increasing σ. This phenomenon is known as the reflection positivity of the lattice
gauge theories with Wilson fermions [127]. Although the timelike Wilson term (the term propor-
tional to rτ) is artificial in the physics of a Weyl semimetal presented here, we cannot avoid this
problem as far as we use the Wilson fermion formalism.

4.3.3 The Π0 Instability
In this case, we assume that ⟨Nn⟩ = −σ1 + ρ0γ0Π0. The procedure for the derivation of the free
energy is the same as the case of iγ5. The mean-field decoupling of the interaction term is done
to be

e
−∑

n tr
[
NnP

+
0 Nn+0̂P

−
0

]
∼ exp

−∑
n

[
(1 − r2

τ )σ2 + (1 + r2
τ )ρ2

0 + ψ̄nΓψn

] , (4.29)

where Γ = 1
2

[
(1 − r2

τ )σ + (γ0Π0)T (1 + r2
τ )ρ0

]
. Combining Eqs. (4.13) and (4.29), the effective

action expressed by the auxiliary fields σ and ρ0 is given by

Seff(σ, ρ0) =
V

T

[
(1 − r2

τ )σ2 + (1 + r2
τ )ρ2

0

]
+

∑
k

ψ̄kM(k;σ, ρ0)ψk , (4.30)

where the matrixM is given explicitly as

M =
[
m̃(k) + rτ + bσ3 σ j sin k j − ρ̃0
−σ j sin k j + ρ̃0 m̃(k) + rτ − bσ3

]
(4.31)

with ρ̃0 =
1
2 (1 + r2

τ )ρ0. By calculating the determinant ofM, the free energy is obtained as

F (σ, ρ0) = (1 − r2
τ )σ2 + (1 + r2

τ )ρ2
0 −

∫ π

−π

d3k

(2π)3 ln
{
G(k, b, ρ̃0)G(k, −b, −ρ̃0) − H(k, b, ρ̃0)

[m̃(k) + rτ]2 − b2

}
,

(4.32)

where

G(k, b, ρ̃0) = [m̃(k) + rτ − b]
{
[m̃(k) + rτ]2 − b2 + (sin k3 − ρ̃0)2

}
+ s2
⊥(k) [m̃(k) + rτ + b] ,

H(k, b, ρ̃0) = 4s2
⊥(k)

{
ρ̃0 [m̃(k) + rτ] + b sin k3

}2.

(4.33)

The ground state is determined by the stationary condition ∂F (σ, ρ0)/∂σ = ∂F (σ, ρ0)/∂ρ0 = 0.

4.3.4 The Π3 Instability
In this case, we assume that ⟨Nn⟩ = −σ1 + ρ3γ0Π3. The procedure for the derivation of the free
energy is the same as the case of iγ5. The mean-field decoupling of the interaction term is done
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to be

e
−∑

n tr
[
NnP

+
0 Nn+0̂P

−
0

]
∼ exp

−∑
n

[
(1 − r2

τ )σ2 + (1 + r2
τ )ρ2

3 + ψ̄nΓψn

] , (4.34)

where Γ = 1
2

[
(1 − r2

τ )σ + (γ0Π3)T (1 + r2
τ )ρ3

]
. Combining Eqs. (4.13) and (4.34), the effective

action expressed by the auxiliary fields σ and ρ3 is given by

Seff(σ, ρ3) =
V

T

[
(1 − r2

τ )σ2 + (1 + r2
τ )ρ2

3

]
+

∑
k

ψ̄kM(k;σ, ρ3)ψk , (4.35)

where the matrixM is given explicitly as

M =
[
m̃(k) + rτ + bσ3 σ j sin k j + i ρ̃3σ3
−σ j sin k j + i ρ̃3σ3 m̃(k) + rτ − bσ3

]
(4.36)

with ρ̃3 =
1
2 (1 + r2

τ )ρ3. By calculating the determinant ofM, the free energy is obtained as

F (σ, ρ3) = (1 − r2
τ )σ2 + (1 + r2

τ )ρ2
3 −

∫ π

−π

d3k

(2π)3 ln
{[
s2(k) + [m̃(k) + rτ]2 − µ

]2
+ 4µs2

⊥(k)
}
,

(4.37)

where µ = b2 − ρ̃3
2. The ground state is determined by the stationary condition ∂F (σ, ρ3)/∂σ =

∂F (σ, ρ3)/∂ρ3 = 0.

4.3.5 The Π1,2 Instability
In this case, we assume that ⟨Nn⟩ = −σ1 + ρ1γ0Π1 or ⟨Nn⟩ = −σ1 + ρ2γ0Π2 . Since there exists
a spin degree of freedom in the xy-plane, we show the calculation for Π1. The procedure for the
derivation of the free energy is the same as the case of iγ5. The mean-field decoupling of the
interaction term is done to be

e
−∑

n tr
[
NnP

+
0 Nn+0̂P

−
0

]
∼ exp

−∑
n

[
(1 − r2

τ )σ2 + (1 + r2
τ )ρ2

1 + ψ̄nΓψn

] , (4.38)

where Γ = 1
2

[
(1 − r2

τ )σ + (γ0Π1)T (1 + r2
τ )ρ1

]
. Combining Eqs. (4.13) and (4.38), the effective

action expressed by the auxiliary fields σ and ρ0 is given by

Seff(σ, ρ1) =
V

T

[
(1 − r2

τ )σ2 + (1 + r2
τ )ρ2

1

]
+

∑
k

ψ̄kM(k;σ, ρ1)ψk , (4.39)

where the matrixM is given explicitly as

M =
[
m̃(k) + rτ + bσ3 σ j sin k j + i ρ̃1σ1
−σ j sin k j + i ρ̃1σ1 m̃(k) + rτ − bσ3

]
(4.40)

with ρ̃1 =
1
2 (1 + r2

τ )ρ1. By calculating the determinant ofM, the free energy is obtained as

F (σ, ρ1) = (1 − r2
τ )σ2 + (1 + r2

τ )ρ2
1 −

∫ π

−π

d3k

(2π)3 ln
{
I(k, b, ρ̃1)I (k, −b, −ρ̃1) − J(k, b, ρ̃1)

[m̃(k) + rτ]2 − b2

}
,

(4.41)
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Figure 4.2: (a) b dependences of σ and ρ1 with rτ = 0.5 and r = 1. (b) Phase diagram in the
strong coupling limit (β = 0) with m0/r = −0.5, rτ = 0.5 and r = 1. The PT-broken Weyl
semimetal represents a Weyl semimetal with broken time-reversal and parity symmetries.

where

I(k, b, ρ̃1) = [m̃(k) + rτ − b]
{
[m̃(k) + rτ]2 + sin2 k3 − b2

}
+ [m̃(k) + rτ + b]

[
sin2 k1 + (sin k2 + ρ̃1)2

]
,

J(k, b, ρ̃1) = 4 sin2 k3
({
ρ̃1[m̃(k) + rτ] + b sin k2

}2
+ b2 sin2 k1

)
.

(4.42)

The ground state is determined by the stationary condition ∂F (σ, ρ1)/∂σ = ∂F (σ, ρ1)/∂ρ1 = 0.

4.4 Numerical Results
For any set of (m0, b, r , rτ), it was found that the values of ∆, ρ0 and ρ3 are always zero. It was
also found that the values of σ and ρ1 (or ρ2) are nonzero. This means that the ground state of
the system in the strong coupling limit is the parity and time-reversal symmetries (PT) broken
phase signaled by nonzero ρ1, and that the symmetry-broken phases signaled by nonzero ∆, ρ0
or ρ3 do not arise. Note that time-reversal symmetry of the system is originally broken in the
non-interacting Weyl semimetal phase.

Throughout this paper, we set rτ = 0.5 and r = 1. The b dependence of σ is shown in Fig.
4.2(a). σ is a decreasing function of b. The term proportional to σ gives a correction to the bare

68



CHAPTER 4. WEYL SEMIMETAL WITH STRONG LONG-RANGE CORRELATIONS

mass m0, i.e., is regarded as a mass renormalization induced by 1/r Coulomb interactions, as is
seen from Eq. (4.27). Hence we should define the effective mass in the strong coupling limit as
meff = m0 +

1
2 (1 − r2

τ )σ. The renormalization becomes weaker as the time-reversal symmetry
breaking perturbation b becomes larger. This is understood as follows: When the exchange
coupling between the magnetic impurities and bulk electrons is strong, the bulk electrons prefer
the ferromagnetic configuration. Then the effective on-site interactions [the second term in Eq.
(4.13)] become weaker and as a result, the renormalization effect becomes weaker.

The b dependence of ρ1 is also shown in Fig. 4.2(a). ρ1 is an increasing function of b. It is
worthy to note that ρ1 = 0 when b = 0. This means that time-reversal and parity symmetries of
the system is preserved even in the strong coupling limit. When b = 0, we can distinguish by the
Z2 invariant whether the system is topologically nontrivial or trivial. Namely, if 0 > meff/r > −2
(meff/r > 0), then the system is topologically nontrivial (trivial). In the case of m0/r = −0.5, the
effective mass is obtained as meff/r ≃ −0.39. This indicates that the topological insulator phase
survives in the strong coupling limit. On the other hand, in the case of m0/r = −0.05, i.e. in the
case of small |m0 |, the effective mass is obtained as meff/r ≃ 0.05 and we see that the topological
insulator phase changes to the normal insulator phase.

Let us look at the energy spectrum in the presence of the ρ1Π1 term, when m0/r = −0.5. In
this case, the mean-field single-particle Hamiltonian is written as

H (k) = α j sin k j + m̃(k)α4 + bΣ3 + ρ1Π1. (4.43)

We can obtain the energy spectrum analytically as

E(k) = ±
√
s2(k) + [m̃(k)]2 + b2 + ρ2

1 ± 2
√[

m̃(k)b − ρ1 sin k2
]2
+ (b2 + ρ2

1) sin2 k3, (4.44)

where s2(k) =
∑3

i=1 sin2 ki . By plotting this equation numerically, we find that there exists the
region where the spectrum is gapless even when ρ1 , 0. In the small b region, there is a finite gap
in the spectrum. At b ≃ 0.39, the two bands of Eq. (4.44) start to touch at the momentum point
(k1, k2, k3) ≃ (0, 0.005π, 0). As b is increased, the two Weyl nodes move from the k3 = 0 point
toward the k3 = ±π directions, crossing the k3-axis. The important point is that the two Weyl
nodes do not exist at k2 = 0 due to nonzero ρ1. Then at b ≃ 1.60, the two Weyl nodes meet at
the point (k1, k2, k3) ≃ (0, −0.022π, π) and the band gap opens. The phase diagram in the strong
coupling limit is shown in Fig. 4.2(b). We call the gapped phases the parity and time-reversal
symmetries (PT) broken insulator, and call the gapless phase the PT-broken Weyl semimetal. In
the PT-broken Weyl semimetal phase, we have confirmed that the k2 dependence of the energy
dispersions (4.44) near the band touching points is linear.

4.5 Possible Global Phase Diagram
Let us discuss a global phase diagram of a correlated Weyl semimetal. First, we consider the
phase diagram in the non-interacting limit (β = ∞) where the Hamiltonian is given by Eq. (4.4)
(see also Fig. 4.1). When b , 0, time-reversal symmetry is broken and we cannot define the Z2
invariant. In this paper we call the phase with 0 > m0/r > −2 the magnetic topological insulator.
This is because the phase transition from a topological insulator phase to another phase generally
requires the gap closing. Further, 3D topological insulator phases are characterized by the theta
term with θ = π. A recent study shows that the value of θ remains π even in the presence of the
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Figure 4.3: A possible global phase diagram of a correlated Weyl semimetal with m0/r = −0.5,
rτ = 0.5 and r = 1. The phase boundary between the magnetic topological insulator (MTI)
phase and the Weyl semimetal phase is determined by the condition b = |meff |. The phase
boundary between the Weyl semimetal phase and the anomalous Hall insulator (AHI) phase is
determined by the condition b = 2r +meff . The parity and time-reversal symmetries (PT) broken
Weyl semimetal phase and the PT-broken insulator phase are signaled by nonzero ρ1( or ρ2).
The phase boundaries between these two phases are determined (numerically) by the appearance
or disappearance of the Weyl nodes. The β = 0 (β = ∞) line represents the strong coupling
(non-interacting) limit.

time-reversal symmetry breaking term bΣ3 with not large b [132]. Thus as far as the band gap
opens, we call this phase the magnetic topological insulator.

As b is increased, the energy bands touch and the two Weyl nodes start to split from the point
k3 = 0 toward k3 = ±π at b = |m0 |. Then the Weyl nodes reach k3 = ±π to annihilate each
other and the energy gap opens at b = 2r + m0. These results are obtained from the equation for
the appearance of the Weyl semimetal phase, b2 = [m0 + r(1 − cos k3)]2 + sin2 k3. It is known
that the Weyl semimetals have a nonzero Hall conductivity. In the present case where the two
Weyl nodes exist, as discussed in Ref. 33 and in Subsect. 1.3.1, the Hall conductivity of the
system σ3D

xy is proportional to the distance of the two Weyl nodes in the momentum space ∆W:
σ3D
xy = e2∆W/(2πh). Thus in the gapped phase realized with b > 2r + m0, the Hall conductivity

reaches e2/(ha) where a is the lattice constant. We call this phase the anomalous Hall insulator.
In the presence of 1/r Coulomb interactions, the mass m0 is renormalized to be meff . This

renormalization effect stabilizes the Weyl semimetal phase, i.e. makes the region of the Weyl
semimetal phase larger. When the interactions are strong enough, the order parameter ρ1 (or ρ2)
for the PT-broken phase becomes nonzero and, as a result, the Weyl semimetal phase changes
to another Weyl semimetal phase with broken parity and time-reversal symmetries. From the
numerical values in the strong coupling limit (see the previous section), the phase boundaries
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between the PT-broken Weyl semimetal and the PT-broken insulator phases seem to be approx-
imated by b ≃ |meff | and b ≃ 2r + meff . In Chap. 3, it has been shown that the gapped phases
(topological and normal insulators) with b = 0 are stable in the strong coupling region. Thus in
the case of not small |m0 | (m0 < 0), the topological insulator phase would be continuous from
the non-interacting limit to the strong coupling limit. On the other hand, in the case of small
|m0 |, the phase in the strong coupling limit is the normal insulator, although the phase in the
non-interacting limit is the topological insulator. In such a case, there would exist the coupling
strength at which meff becomes zero. By connecting the phase boundaries between the strong
coupling region and the weak coupling region, we propose a possible global phase diagram of a
correlated Weyl semimetal shown in Fig. 4.3.

Here we would like to mention the relation between the proposed phase diagram and real
materials. As possible host materials, 3D topological insulators of Bi2Se3 family have large
dielectric constant (ϵ ≈ 100) [120]. From this value, we estimate the strength of 1/r Coulomb
interactions in Bi2Se3 family as β ≈ 3. This suggests that the Coulomb interactions in Bi2Se3-
family-based Weyl semimetals are not strong. Therefore it is difficult to predict the behavior
of real materials from the present study. However, the following could be mentioned. When
the value of b is small, i.e. the exchange interactions with magnetic impurities are weak, parity
symmetry of the system will not be broken. On the other hand, when the value of b is large, the
PT-broken Weyl semimetal or the PT-broken insulator might be observed. The energy spectra of
Bi2Se3 family have been experimentally observed by angle-resolved photoemission spectroscopy
(ARPES). Thus those of Bi2Se3-family-based Weyl semimetals will be also observed when they
are experimentally realized. Theoretically, a Weyl semimetal phase in Bi2(SexTe1−x)3 doped
with magnetic impurities has been predicted [58]. As mentioned in the previous section, the PT-
broken Weyl semimetal phase is characterized by the Weyl nodes located in the points which are
deviated from the original location. It is expected that such a locational deviation of Weyl nodes
can be observed by ARPES.

4.6 Discussions
Let us consider the possible gapped phases in our model. From our numerical results and the
discussion in Ref. 34, we see that only the α5 instability can lead to a gapped phase among the
five instabilities α5 and Πµ. In the presence of the α5 term, the mean-field Hamiltonian is written
as

H (k) = α j sin k j + m̃(k)α4 + bΣ3 + ∆α5, (4.45)

and we can obtain the energy spectrum analytically as

E(k) = ±
√
s2
⊥(k) +

[√
[m̃(k)]2 + ∆2 + sin2 k3 ± b

]2
, (4.46)

where s2
⊥(k) =

∑2
i=1 sin2 ki . In this case, the two Weyl nodes arise on the k3 axis when the

conditions k1 = k2 = 0 and b2 > [m̃(0, 0, k3)]2 + ∆2 are satisfied. Conversely, the energy gap
opens when ∆2 > b2− [m̃(0, 0, k3)]2 is satisfied. Actually, such a gapped phase has been obtained
in a Weyl semimetal with short-range interactions [89].

Further, we note that the inter-nodal scattering, which can lead to gap openings [42, 92], is
contained in the low-energy limit of our model. In the following, we briefly discuss this process
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in our model. We express ψk in terms of the annihilation operator in the λ-th band akλ and the
eigenfunction of the λ-th band |ukλ⟩ as ψk =

∑4
λ=1 akλ |ukλ⟩. Here we label the two bands near

the Fermi level as λ = 2, 3. Then we can approximate ψn in the low-energy limit as

ψn ≃
(∫
|k−W+ |<Λ

d3k

(2π)3 +

∫
|k−W− |<Λ

d3k

(2π)3

)
eik·rn

∑
λ=2,3

akλ |ukλ⟩

≡ eiQzψR,n + e
−iQzψL,n ,

(4.47)

whereΛ is a momentum cutoff,W± = (0, 0,±Q) with Q =
√
b2 − [m̃(0, 0, k3)]2, andψR(L),n is the

annihilation operator around the Weyl nodeW+(−). With the use of this expression, the mean-field
decoupled interaction term ψ̄n⟨Nn⟩ψn is written as

ψ̄n⟨Nn⟩ψn ≃ ψ̄R,n⟨ψ̄R,nψR,n⟩ψR,n + ψ̄R,n⟨ψ̄L,nψR,n⟩ψL,n

+ ψ̄R,n⟨ψ̄L,nψL,n⟩ψR,n + ψ̄L,n⟨ψ̄R,nψR,n⟩ψL,n

+ ψ̄L,n⟨ψ̄R,nψL,n⟩ψR,n + ψ̄L,n⟨ψ̄L,nψL,n⟩ψL,n ,

(4.48)

where we have omitted the oscillating terms. The terms ψ̄R⟨ψ̄LψR⟩ψL and ψ̄L⟨ψ̄RψL⟩ψR can be a
mass term in the low-energy effective model. This can be understood easily by defining Ψ†MΨ ≡
ψ̄R⟨ψ̄LψR⟩ψL+ψ̄L⟨ψ̄RψL⟩ψR, where Ψ ≡ [ψR ,ψL]T is a four-component spinor and M = δσx with
δ = ⟨ψ̄LψR⟩ = ⟨ψ̄RψL⟩. If the mass term is induced by interactions in the low-energy effective
model, then the energy gap opens and the Weyl semimetal phase is broken. Therefore, note that
the effects which can lead to the gapped phase are taken into account in our calculation of a bulk
model for a correlated Weyl semimetal. However, our result suggests the existence of the gapless
phase, the PT-broken Weyl semimetal phase in the strong coupling limit.

Finally, we mention the difference between the Weyl semimetal and the graphene. In graphene,
there are also gapless linear dispersions which can be described by the Weyl Hamiltonian around
two inequivalent momentum points. It is known that parity symmetry breaking in graphene leads
to a gap opening [112, 133, 134]. However, in the case of the Weyl semimetal, the system can
remain gapless even when parity symmetry is (spontaneously) broken. This results from the
topological nature of the Weyl semimetal, namely that a gap opens only when the Weyl nodes
with opposite chirality meet and annihilate each other.

4.7 Summary
To summarize, based on the U(1) lattice gauge theory, we have studied the effects of strong
1/r long-range Coulomb interactions in a Weyl semimetal with broken time-reversal symmetry.
We have considered all the possible 16 instabilities within the mean-field approximation. It was
shown that parity symmetry of the system is spontaneously broken but the Weyl semimetal phase,
which is different from the non-interacting phase, survives in the strong coupling limit. We have
presented a possible global phase diagram of a correlated Weyl semimetal. From the proposed
global phase diagram, it is expected that the Weyl semimetal phase is stabilized by 1/r long-
range Coulomb interactions. In this study, the number of the Weyl nodes is two. It would be
interesting to study the correlation effects in Weyl semimetals with more than two nodes.
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Chapter 5

Dirac Semimetals with Strong Long-Range
Correlations

In this chapter, we study the stability of Dirac semimetals with N nodes in three spatial dimen-
sions against strong 1/r long-range Coulomb interactions. We particularly study the cases of
N = 4 and N = 16, where the N = 4 Dirac semimetal is described by the staggered fermions
and the N = 16 Dirac semimetal is described by the doubled lattice fermions. We take into
account the 1/r long-range Coulomb interactions between the bulk electrons. Based on the U(1)
lattice gauge theory, we analyze the system from the strong coupling limit. It is shown that
the Dirac semimetals survive in the strong coupling limit when the out-of-plane Fermi velocity
anisotropy of the Dirac cones is weak, whereas they change to insulators when the anisotropy is
strong. A Possible global phase diagram of correlated multinode Dirac semimetals is presented.
Implications of our result to the stability of Weyl semimetals and three-dimensional topological
insulators are discussed. The contents in this chapter have been published in:
A. Sekine and K. Nomura, Phys. Rev. B 90, 075137-1-7 (2014).

5.1 Theoretical Models
In this section, we introduce two lattice models for Dirac semimetals with 1/r Coulomb inter-
actions. The motivations for considering the effects of 1/r Coulomb interactions are as follows.
The first is that Dirac semimetals can lead to various topologica phases such as topological insu-
lators and Weyl semimetals, as shown in Sect. 1.4. Therefore, to study the effects of long-range
interactions in Dirac semimetals will supplement the results in Chap. 3 and Chap. 4. The second
is that the effects of long-range interactions are expected to be important in Dirac fermion sys-
tems, since the screening effect is considered to be weak due to the vanishing density of states
near the Fermi level.

5.1.1 Effective Continuum Model

Let us start from the effective continuum model for correlated N -node Dirac semimetals. Exper-
imentally observed Dirac semimetals such as Na3Bi and Cd3As2 have two Dirac nodes [51–55].
The model we consider is the (3+1)D four-component massless Dirac fermions of N flavors
interacting with the electromagnetic [U(1) gauge] field. Compared to the usual quantum electro-
dynamics, our model is characterized by the Fermi velocity of Dirac fermions vF which is much
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smaller than the speed of light c. Due to this nature, the interactions via the vector potential
(spatial components of the electromagnetic field) is suppressed by the factor vF/c ∼ 10−3. Then
the Euclidean action of the system can be written as

S =

∫
d4x

N∑
f=1

ψ̄ f (x)
[
γ0(∂0 + iA0) + ξ jγ j∂j

]
ψ f (x) +

β

2

∫
d4x(∂iA0)2, (5.1)

where ψ f (x) is a four-component spinor with f denoting the flavor of Dirac fermions, γµ (µ =
0, 1, 2, 3) are the 4× 4 gamma matrices which satisfy the Clifford algebra {γµ , γν } = 2δµν , and A0
is the scalar potential. Here we have introduced parameters for the Fermi velocity anisotropy ξ j
with ξ1 = ξ2 = 1 and ξ3 = vF⊥/vF∥ . This is because there exist large out-of-plane Fermi velocity
anisotropy in experimentally observed Dirac semimetals such that vF⊥/vF∥ ≈ 0.25 in Na3Bi
[51] and vF⊥/vF∥ ∼ 0.1 in Cd3As2 [52]. Note that we have rescaled variables as vF∥x0 → x0,
A0/vF∥ → A0 in Eq. (5.1). A parameter β, which represents the effective strength of the 1/r
Coulomb interactions, is given by

β =
vF∥ϵ

e2 =
vF∥ϵ

4πcα
, (5.2)

where e is the electric charge, ϵ is the dielectric constant of the system, and α(≃ 1/137) is the
fine-structure constant. The smallness of the Fermi velocity makes the Coulomb interactions
effectively strong. β = 0 corresponds to the strong coupling limit. In this study we consider the
case of β ≪ 1, i.e. the case of small dielectric constant.

In the following, we introduce two specific effective lattice models for N -node Dirac semimet-
als with N = 4 and N = 16. We take advantage of the so-called “fermion doubling problem”
which occurs when considering Dirac fermions on lattices. It is known that the fermion doublers
can emerge in the cases where lattice fermions possess chiral symmetry, which has been proved
by the Nielsen-Ninomiya theorem [114].

5.1.2 The N = 16 Dirac Semimetal
First we consider a (3+1)D N = 16 Dirac semimetal interacting via 1/r Coulomb interactions on
a lattice. As the noninteracting action, we adopt the doubled lattice fermions (in the chiral limit)
which reproduce the four-component massless Dirac fermions of 16 flavors in the continuum
limit [95] (see Subsect. 2.3.1). The Euclidean action of the system is given by S(N=16) = S

(N=16)
F

+

SG. The fermionic part S(N=16)
F

is written as

S
(N=16)
F

=
1
2

∑
n

[
ψ̄nγ0Un,0ψn+0̂ − ψ̄n+0̂γ0U

†
n,0ψn

]
+

1
2

∑
n, j

ξ j
[
ψ̄nγ jψn+ ĵ − ψ̄n+ ĵγ jψn

]
, (5.3)

where ψn is a four-component spinor. This action is understood as the naively discretized action
of the four-component Dirac fermions of single flavor. The U(1) gauge part SG is written as

SG = β
∑
n

∑
µ>ν

[
1 − 1

2

(
Un,µUn+µ̂,νU

†
n+ν̂ ,µ

U†n,ν + H.c.
)]
. (5.4)

Here µ̂ (µ = 0, 1, 2, 3) denotes the unit vector along the µ direction, and n = (n0, n1, n2, n3) is a
lattice site on a four-dimensional isotropic lattice. The U(1) gauge link variables Un,µ are given
byUn,0 = eiA0(n) ≡ eiθn (−π ≤ θn ≤ π) andUn, j = 1.
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5.1.3 The N = 4 Dirac Semimetal
Next we consider a (3+1)D N = 4 Dirac semimetal interacting via 1/r Coulomb interactions
on a lattice. As the noninteracting action, we adopt the staggered fermions (in the chiral limit)
which reproduce the four-component massless Dirac fermions of 4 flavors in the continuum limit
[115,116] (see Subsect. 2.3.3). The Euclidean action of the system is given by S(N=4) = S

(N=4)
F

+

SG. The fermionic part S(N=4)
F

is written as

S
(N=4)
F

=
1
2

∑
n

ηn,0
[
χ̄nUn,0χn+0̂ − χ̄n+0̂U

†
n,0χn

]
+

1
2

∑
n, j

ξ jηn, j
[
χ̄nχn+ ĵ − χ̄n+ ĵχn

]
, (5.5)

where χn is a single-component spinor, ηn,0 = 1, ηn,1 = (−1)n0 , ηn,2 = (−1)n0+n1 , and ηn,3 =
(−1)n0+n1+n2 . The gauge part SG is the same as Eq. (5.4). The action (5.5) can be understood as
an action obtained by doing the spin diagonalization (the Kawamoto-Smit transformation) [121]
toψn in the action (5.3) as

ψn = Tnξn , ψ̄n = ξ̄nT
†
n (5.6)

with Tn = (γ0)n0(γ1)n1(γ2)n2(γ3)n3 and ξn ≡ [χ1
n , χ

2
n , χ

3
n , χ

4
n]T , and then by retaining one of the

four components in ξn. However, to be precise, the action of staggered fermions after recovering
the spinor structure does not coincide with that of Wilson fermions. This is known as the taste
breaking of staggered fermions. The (2+1)D staggered fermions have been used as an effective
lattice model for graphene [101–106], since they reproduce the four-component massless Dirac
fermions of 2 flavors in the continuum limit [119].

5.2 Strong Coupling Expansion
Let us derive the effective actions in the strong coupling limit (β = 0). We can derive the effective
action Seff by integrating out the U(1) gauge link variable U0,n in the partition function Z up to
the arbitrary order in β as follows:

Z (N=16) =

∫
D[ψ, ψ̄,U0]e−S

(N=16)
=

∫
D[ψ, ψ̄]e−S

(N=16)
eff . (5.7)

Here we have written down the case of the N = 16 Dirac semimetal explicitly. The same method
can be applied to the case of N = 4 by replacing ψ to χ. In the strong coupling limit, SG

vanishes and thusUn,0 is contained only in S
(N=16)
F

and S
(N=4)
F

. Then the integral
∫
DU0e

−S(N=16)
F

is performed as∫
DU0e

−S(N=16)
F =

∏
n

∫ π

−π

dθn
2π

exp
{

1
2

[
ψ̄nγ0Un,0ψn+0̂ − ψ̄n+0̂γ0U

†
n,0ψn

]}
=

∏
n

[
1 − 1

4
ψ̄nγ0ψn+0̂ψ̄n+0̂γ0ψn + · · ·

]
≈ e

1
4
∑

n tr
[
γT0 ψ̄nψnγ

T
0 ψ̄n+0̂ψn+0̂

]
,

(5.8)

where we have used the fact that the Grassmann variables ψα and ψ̄α satisfy ψ2
α = ψ̄2

α = 0
with α denoting the component of the spinors. In the second line, we have neglected the terms
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which consist of 8, 12 and 16 different Grassmann variables. As is mentioned in Sec. 5.4, their
contributions appear in higher orders of the order parameter, and do not affect the discussion on
the semimetal-insulator transition in this model. Further in the last line, we have rewritten the
exponent as

ψ̄n,α(γ0)αβψn+0̂,βψ̄n+0̂,γ(γ0)γδψn,δ = −tr
[
γT0 ψ̄nψnγ

T
0 ψ̄n+0̂ψn+0̂

]
. (5.9)

The subscripts α and β denote the component of the spinors, and the superscript T denotes the
transpose of a matrix. In the general cases of SU(Nc) gauge field (Nc ≥ 1), we can perform the
integration with respect to the gauge link variables U in Eq. (5.7) by using the SU(Nc) group
integral formulas:

∫
dU1 = 1,

∫
dUUab = 0,

∫
dUUabU

†
cd
= δadδbc/Nc , and so on. Finally we

obtain the effective action of the N = 16 Dirac semimetal in the strong coupling limit given by

S
(N=16)
eff =

1
2

∑
n, j

ξ j
[
ψ̄nγ jψn+ ĵ − ψ̄n+ ĵγ jψn

]
− 1

4

∑
n

tr
[
γT0 ψ̄nψnγ

T
0 ψ̄n+0̂ψn+0̂

]
. (5.10)

From this equation, we see that the electron-electron interactions in the strong coupling limit is
spatially on-site interaction but not in the (imaginary) time.

In the N = 4 case, χ is a single-component Grassmann variable. Therefore, due to the nature
of Grassmann variables χ2 = χ̄2 = 0, the approximation done in the second line of Eq. (5.8) is
not needed. Finally we obtain the effective action of the N = 4 Dirac semimetal in the strong
coupling limit as

S
(N=4)
eff =

1
2

∑
n, j

ξ jηn, j
[
χ̄nχn+ ĵ − χ̄n+ ĵχn

]
− 1

4

∑
n

χ̄nχn χ̄n+0̂χn+0̂. (5.11)

Note that this action is exact in the strong coupling limit, although we call it “effective action”.

5.3 Free Energies in the Strong Coupling Limit
As mentioned in Chap. 2, the lattice-gauge-theoretical description of 1/r Coulomb interactions
does not contain the on-site interactions. Unphysical states due to the absence of on-site inter-
actions, such as phase separation, are eliminated by assuming uniform mean-field ground states.
This assumption is also supported by the fact that lattice quantum electrodynamics (QED) is a
well-defined (renormalizable) theory.

Let us derive the free energies in the strong coupling limit at zero temperature. To this end,
we apply the extended Hubbard-Stratonovich transformation to the interaction terms. First let
us consider the case of the N = 16 Dirac semimetal. In this case, introducing the two complex
matrix auxiliary fieldsQ andQ′, eκtrAB with κ > 0 and A, B being matrices is deformed as follows
(see Subsect. 3.3.1):

eκtrAB = (const.) ×
∫
D[Q,Q′] exp

{
−κ

[
QαβQ

′
αβ − AαβQβα − BT

αβQ
′
βα

]}
, (5.12)

This integral is approximated by the saddle point values Qαβ = ⟨BT ⟩βα and Q′αβ = ⟨A⟩βα. In the
case of the N = 4 Dirac semimetal, we can apply Eq. (5.12) with the subscripts removed, since
there is no spinor structure in the action.

76



CHAPTER 5. DIRAC SEMIMETALS WITH STRONG LONG-RANGE CORRELATIONS

5.3.1 Free Energy of the N = 16 Dirac Semimetal
We set (κ, A, B) = (1/4, γT0 ψ̄nψn , γ

T
0 ψ̄n+0̂ψn+0̂) to decouple the interaction term (the second term)

of Eq. (5.10) to fermion bilinear form. In this process, we need to assume the form of the 4 × 4
matrix ⟨ψ̄nψn⟩ by the mean-field approximation. Recall that the purpose of this study is to discuss
the semimetal-insulator transition induced by strong long-range Coulomb interactions. Here let
us consider the possible gapped phases in our model. In the action (5.3) with Un,0 = 1, only the
identity matrix 1 and the matrix γ5 can open energy gaps. This is because, in the presence of
these matrices, the single-particle Hamiltonian of the system is given by

H (k) = ξ jα j sin k j + m4α4 + m5α5 (5.13)

with α j = γ0γ j , α4 = γ0 and α5 = iγ0γ5, which leads to the gapped energy spectrum E(k) =

±
√∑

j(ξ j sin k j)2 + m2
4 + m

2
5. Note that the action (5.3) possesses chiral symmetry, namely, the

action is invariant under the chiral transformation ψn → eiαγ5ψn. In such cases, as in the case of
graphene [100–106], the identity matrix (i.e. the mass term) serves as the order parameter for the
semimetal-insulator transition. Therefore we can set ⟨ψ̄nψn⟩ = −σ1. If the value of σ is nonzero

in the strong coupling limit, then the value of σ corresponds to σ =
√
m2

4 + m
2
5 in the energy

spectrum E(k). Namely, we obtain the gapped spectrum. We can regard the value of σ as the
dynamically generated mass of Dirac fermions. In the lattice QCD, σ is known as the “chiral
condensate”.

Then the terms QαβQ
′
αβ, AαβQβα and BT

αβQ
′
βα in the integrand of Eq. (5.12) are calculated

explicitly as

QαβQ
′
αβ = ⟨BT ⟩βα⟨A⟩βα = tr [⟨B⟩⟨A⟩] = σ2tr

[
(γT0 )2

]
= 4σ2, (5.14)

AαβQβα = Aαβ⟨BT ⟩αβ = tr [A⟨B⟩] = −σtr
[
γT0 ψ̄nψnγ

T
0

]
= −σψ̄nψn , (5.15)

BT
αβQ

′
βα = BT

αβ⟨A⟩αβ = tr [B⟨A⟩] = −σtr
[
γT0 ψ̄nψnγ

T
0

]
= −σψ̄nψn , (5.16)

where we have used ⟨ψ̄n+0̂ψn+0̂⟩ = ⟨ψ̄n−0̂ψn−0̂⟩ = ⟨ψ̄nψn⟩ = −σ1 and (γT0 )2 = (γ2
0)T = 1. Com-

bining these three equations, we obtain the interaction term decoupled to fermion bilinear:

1
4

∑
n

tr
[
γT0 ψ̄nψnγ

T
0 ψ̄n+0̂ψn+0̂

]
∼ −1

4

∑
n

[
4σ2 + 2σψ̄nψn

]
. (5.17)

We are now in a position to derive the free energy at zero temperature in the strong coupling
limit. Combining Eqs. (5.10) and (5.17), the effective action expressed by the auxiliary field σ is
given by

S
(N=16)
eff (σ) =

V

T
σ2 +

π∑
k=−π

ψ̄kM(k;σ)ψk (5.18)

withM(k;σ) =
∑

j ξ j iγ j sin k j +σ/2. As mentioned above, the valueσ/2 can be regarded as the
dynamically generated mass. HereV andT are the volume and temperature of the system, respec-
tively, and we have done the Fourier transform from n = (n0,n) to k = (k0, k). From this action,
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we derive the free energy at zero temperature per unit spacetime volume F (N=16)(σ), according
to the usual formula F (N=16) = −T

V
ln Z (N=16). The partition function Z (N=16) is calculated by

the Grassmann integral formula Z (N=16) =
∫
D[ψ, ψ̄]e−ψ̄Mψ = detM. The determinant ofM is

calculated by the formula detM =
√

det(MM†). Finally, after a straightforward calculation, we
arrive at the free energy in the strong coupling limit:

F (N=16)(σ) = σ2 − 2
∫ π

−π

d3k

(2π)3 ln

∑
j

ξ2
j sin2 k j +

1
4
σ2

 . (5.19)

The ground state is determined by the stationary condition dF (N=16)(σ)/dσ = 0.

5.3.2 Free Energy of the N = 4 Dirac Semimetal
We set (κ, A, B) = (1/4, χ̄nχn , χ̄n+0̂χn+0̂) to decouple the interaction term (the second term)
of Eq. (5.11) to fermion bilinear form. Like in the N = 16 case above, we need to assume
the value of ⟨χ̄nχn⟩ by the mean-field approximation. Note that the lattice action (5.5) also
possesses chiral symmetry, namely, the action is invariant under the chiral transformation defined
by χn → eiαϵ (n)χn, χ̄n → eiαϵ (n) χ̄n with ϵ (n) = (−1)n0+n1+n2+n3 . Hence we can set ⟨χ̄nχn⟩ = −σ.
Then with this approximation, the interaction term is decoupled to fermion bilinear as

1
4

∑
n

χ̄nχn χ̄n+0̂χn+0̂ ∼ −
1
4

∑
n

[
σ2 + 2σχ̄nχn

]
. (5.20)

It is convenient to perform the Fourier transform only to the spatial directions, due to the factor
ηn, j in the noninteracting part of the effective action (5.11). By introducing the eight-component
spinor Ψn0 ,k as

Ψn0 ,k =



χn0(k1, k2, k3)
χn0(k1 − π, k2, k3)
χn0(k1, k2 − π, k3)
χn0(k1, k2, k3 − π)

χn0(k1, k2 − π, k3 − π)
χn0(k1 − π, k2, k3 − π)
χn0(k1 − π, k2 − π, k3)

χn0(k1 − π, k2 − π, k3 − π)


, (5.21)

and substituting Eq. (5.20) into Eq. (5.11), the effective action is rewritten as

S
(N=4)
eff (σ) =

1
4
V

T
σ2 +

∑
n0

π∑
k=0

Ψ̄
T
n0 ,k
V(n0, k;σ)Ψn0 ,k , (5.22)

where the 8 × 8 symmetric matrixV(n0, k;σ) is given by

1
2σ + s1 s2 0 0 0 0 s3 0

s2
1
2σ − s1 s3 0 0 0 0 0

0 s3
1
2σ + s1 0 0 0 −s2 0

0 0 0 1
2σ + s1 0 s2 0 −s3

0 0 0 0 1
2σ + s1 −s3 0 −s2

0 0 0 s2 −s3
1
2σ − s1 0 0

s3 0 −s2 0 0 0 1
2σ − s1 0

0 0 0 −s3 −s2 0 0 1
2σ − s1


. (5.23)
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Here s1 = i(−1)n0ξ1 sin k1, s2 = i(−1)n0ξ2 sin k2, and s3 = i(−1)n0ξ3 sin k3. Note that the sum
over the wave vector k j is from 0 to π. The procedure to derive the free energy at zero temperature
per unit spacetime volume F (N=4)(σ) is the same as the case of N = 16. The calculation of detV
is a little complicated but can be done analytically to be detV = [

∑
j ξ

2
j

sin2 k j +
1
4σ

2]4. Finally
we arrive at the free energy in the strong coupling limit:

F (N=4)(σ) =
1
4
σ2 − 1

2

∫ π

−π

d3k

(2π)3 ln

∑
j

ξ2
j sin2 k j +

1
4
σ2

 , (5.24)

where we have used the fact that the integrand is an even function. The ground state is determined
by the stationary condition dF (N=4)(σ)/dσ = 0.

5.4 Numerical Results
First we consider the result for the N = 4 case. The Fermi velocity anisotropy vF⊥/vF∥(= ξ3)
dependence of the chiral condensate σ in the strong coupling limit is shown in Fig. 5.1. It was
found that the the value of σ becomes zero when the ratio vF⊥/vF∥ is larger than about 0.24,
whereas the value of σ is nonzero when vF⊥/vF∥ is smaller than about 0.24. As mentioned in
Sec. 5.3, the value of σ, the chiral condensate, is regarded as the dynamically generated mass
of Dirac fermions, and can be used as the order parameter for the semimetal-insulator transition.
Hence the result indicates that whether the system is insulating or semimetallic (i.e. gapped
or gapless) in the strong coupling limit depends on the value of the Fermi velocity anisotropy.
Namely, the N = 4 Dirac semimetals survive in the strong coupling limit when the anisotropy is
weak, whereas they change to insulators when the anisotropy is strong. We see from Fig. 5.1 that
the transition is of the second order.

The result, that the system becomes gapped in the strong coupling limit when the Fermi
velocity anisotropy is strong (i.e. the ratio vF⊥/vF∥ is small), could be understood by the fact
that in general quantum effects become stronger in lower dimensions. In the case of mono-
layer graphene, theoretical studies have shown that the graphene suspended in vacuum (or the
graphene on a substrate with sufficiently small dielectric constant) becomes gapped due to strong
1/r Coulomb interactions [97–106]. In the the N = 4 case, the interaction term in the effec-
tive action [Eq. (5.11)] describes spatially on-site interactions. This means that our model with
vF⊥ = 0 in the strong coupling limit is equivalent to a model for a stacked 2D system. To be
more precise, our model with vF⊥ = 0 in the strong coupling limit corresponds to an effective
lattice model for monolayer graphene in the strong coupling limit, since the (2+1)D staggered
fermions reproduce the four-component Dirac fermions of 2 flavors in the continuum limit [119].
Actually, the value of σ when vF⊥ = 0 in our model, σ ≃ 0.24, is equal to the value obtained by
a lattice strong coupling expansion study of monolayer graphene [103].

Here we would like to mention the correctness of our value of σ in the strong coupling limit.
As for monolayer graphene which is described by (2+1)D staggered fermions, the value of σ
obtained in a lattice strong coupling expansion study with the mean-field approximation [103] is
in qualitative agreement (within about 10% of difference) with the values obtained in Monte Carlo
studies [101, 102]. Hence it is expected that our value of σ for the N = 4 case is quantitatively
correct, because the mean-field approximation gives more proper results in higher dimensions in
general.

Finally we consider the result for the N = 16 case. We see easily that F (N=16)(σ) =
4F (N=4)(σ). Namely, within our calculation the values of σ for both the N = 4 and the N = 16
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Figure 5.1: Fermi velocity anisotropy vF⊥/vF∥ dependence of the chiral condensate σ for the
N = 4 case in the strong coupling limit (β = 0). When vF⊥/vF∥ = 0, the system corresponds to
monolayer graphene in the strong coupling limit.

cases, which serve as the order parameter for the semimetal-insulator transition, are equivalent in
the strong coupling limit. Here note that we have neglected the interaction terms which consist
of 8, 12 and 16 fermion fields when deriving the effective action of the N = 16 Dirac semimetal
[Eq. (5.10)]. If the 8 fermion field term, S8 ∼ ψ̄ψψ̄ψψ̄ψψ̄ψ, is taken into account, then we obtain
S8 ∼ σ4 +σ3ψ̄ψ by a rough mean-field approximation. The 12 and 16 fermion field terms can be
approximated in the same way. Whenσ = 0 at the stationary point of the free energy F (N=16)(σ),
i.e. when the Fermi velocity anisotropy is weak, the effects of these higher order terms in the free
energy can be neglected near σ = 0. In other words, the result that the N = 16 Dirac semimetal
survives in the strong coupling limit will not be changed even though such terms are taken into
account.

However, when σ , 0 at the stationary point of F (N=16)(σ), i.e. when the anisotropy is
strong, such terms will modify the value ofσ at the stationary point. Here note that the interaction
term in the effective action [Eq. (5.10)] describes spatially on-site interactions. Namely, our
model with vF⊥ = 0 in the strong coupling limit corresponds to a model of stacked (2+1)D
four-component Dirac fermions of 8 flavors in the strong coupling limit. It has been reported
in the (2+1)D cases that the value of σ becomes smaller as the number of Dirac fermion flavor
N2D becomes larger and the semimetal phase with large N2D survives in the strong coupling
limit [100, 101, 113]. Therefore, when we take into account those higher order terms in the free
energy, it is expected that the value ofσ is suppressed in the case of small vF⊥/vF∥ . To verify this
prediction, further study is needed.

5.5 Discussions
Firstly, we note the relations between our models and the experimentally observed Dirac semimet-
als. In the observed Dirac semimetals, there exist large out-of-plane Fermi velocity anisotropy
such that vF⊥/vF∥ ≈ 0.25 in Na3Bi [51] and vF⊥/vF∥ ∼ 0.1 in Cd3As2 [52]. Therefore we expect
that our result gives some perception to realistic materials. On the other hand, as for the number
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Dirac Semimetal

Figure 5.2: A possible global phase diagram of a correlated N -node Dirac semimetal with N = 4.
The β = 0 (β = ∞) line represents the strong coupling limit (noninteracting limit). The insulator
phase is defined as the phase with nonzero value of σ.

of the Dirac nodes N , N is two in both Na3Bi and Cd3As2. From the results in the (2+1)D case,
i.e. multilayer graphene [101], it is expected that the dynamically generated mass gap σ in the
strong coupling limit becomes larger with decreasing N . However, it is difficult to show such a
behavior explicitly in our study. Hence the stability of the N = 2 case is a remaining problem.

Secondly, let us discuss a possible global phase diagram of correlated N -node Dirac semimet-
als with N = 4 and N = 16. We see from Fig. 5.1 that as the ratio vF⊥/vF∥ is increased from zero,
the value ofσ becomes smaller and eventually reaches zero. The chiral condensateσ can be used
as the order parameter for the semimetal-insulator transition. Namely, the system is gapless in
the strong coupling limit (β = 0) when the ratio vF⊥/vF∥ is large, whereas the system is gapped
when the ratio vF⊥/vF∥ is small. We call the gapped phase with nonzero σ the insulator. On
the other hand, the system is obviously a Dirac semimetal in the noninteracting limit (β = ∞).
Therefore, there must exist the critical strength of the 1/r Coulomb interactions βc , below which
the system becomes semimetallic, i.e. the value of σ becomes zero. This critical value βc will
become smaller as the value of σ in the strong coupling limit becomes smaller. A schematic
global phase diagram for the N = 4 case based on this analysis is shown in Fig. 5.2. In the
case of N = 16, as mentioned in the previous section, it is expected that the value of σ in the
strong coupling limit is suppressed when the ratio vF⊥/vF∥ is small. Namely, it is expected that
the region of the insulator phase shrinks in the global phase diagram.

In this study, we have focused only on the energy gap generation by strong 1/r Coulomb
interactions, and thus the detailed information of the spinors in the low-energy effective model
[Eq. (5.1)] is not required. However, if we construct a low-energy effective model of some
realistic material, then the spinors should be associated with the lattice structure and the spins of
electrons, as in the case of graphene. Hence it is expected that some order such as a magnetic or
charge order is realized in the insulator phase in Fig. 5.2, although it is difficult in this study to
identify what the order is. This can be understood from the fact that the two possible orders in
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the Hamiltonian (5.13), the α4 order where no symmetry is broken and the α5 order where both
time-reversal and inversion symmetries are broken, are energetically degenerate. The result of
this paper is not changed even though the α5 order is considered as the gapped order instead of
the α4 order.

Thirdly, let us discuss the implications of our results to the stability of Weyl semimetals.
Weyl semimetals have gapless 3D linear dispersions in the bulk, and the effective Hamiltonians
around the Weyl nodes are described by not the Dirac Hamiltonian but the Weyl Hamiltonian
HWeyl(k) =

∑3
i=1 vi ·kσi whereσi are the Pauli matrices. At least either time-reversal or inversion

symmetry breaking is required to realize a Weyl semimetal phase [29–36, 58]. Each Weyl node
possesses chirality defined by c = sgn[v1 · (v2 × v3)] = ±1. The number of the Weyl nodes
with chirality +1 and that of chirality −1 must be equal in time-reversal symmetry broken Weyl
semimetals. For example, the Weyl semimetal phase predicted by a first-principles calculation in
pyrochlore iridates possesses 24 Weyl nodes [29]. Here let us consider a simplified low-energy
effective model for a Weyl semimetal with 2N nodes. The Hamiltonian of such a system can be
written as

Heff
Weyl =

∑
k

N∑
f=1

vF∥
{
ψ†
f+

(k)
[
ξikiσi

]
ψ f+(k) +ψ†

f −(k)
[−ξikiσi

]
ψ f −(k)

}
=

∑
k

N∑
f=1

ψ†
f
(k)vF∥

[
ξikiσi 0

0 −ξikiσi

]
ψ f (k),

(5.25)

where ψ f = [ψ f+,ψ f −]T with ψ f± being a two-component spinor, the subscript ± denotes the
chirality of each Weyl node, and we have introduced the Fermi velocity anisotropy ξi . By in-
troducing the 4 × 4 gamma matrices γµ in the chiral representation, we obtain the low-energy
effective action (5.1). Namely, this indicates that in a rough approximation, the low-energy ef-
fective model of a 2N -node Weyl semimetal is equivalent to that of a N -node Dirac semimetal.
Weyl semimetals have a topological property such that the energy gap opens only if the Weyl
nodes with opposite chirality meet each other, since a single Weyl fermion cannot be massive by
itself. Due to this property, Weyl semimetals are expected to be more stable against strong 1/r
Coulomb interactions than Dirac semimetals. However, it is not easy to treat strong 1/r Coulomb
interactions properly in multinode Weyl semimetals. In this study, it was found that the N -node
Dirac semimetals with N = 4 and N = 16 survive in the strong coupling limit. Hence, it could
be said that the NW-node Weyl semimetals with NW = 8 and NW = 32 also survive in the strong
coupling limit when the Fermi velocity anisotropy is weak. As for the cases of NW < 8, we have
shown that a Weyl semimetal with NW = 2 survives in this limit (see Chap. 4).

Finally, let us discuss the implications of our results to the stability of 3D topological insu-
lators. It is known that 3D topological insulators can be regarded as 3D Dirac fermion systems.
In the noninteracting cases, the bulk energy gap closes when the phase transition from the topo-
logical insulator phase to the normal band insulator phase occurs. In other words, there exist
Dirac point(s) in the bulk when the system is on the phase boundary between the topological
insulator phase and the normal band insulator phase. For example, the Fu-Kane-Mele model has
three Dirac points [11, 12], and the effective model for Bi2Se3 has one Dirac point [16] on their
phase boundaries. What about in the interacting cases? The phase transitions from the topolog-
ical insulator phase to the other phases can occur without the gap closing, when accompanying
the breaking of symmetry of the system such as time-reversal symmetry or inversion symmetry.
However, the gap closing is required when no symmetry is broken, as in the noninteracting cases.
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From this viewpoint, our result, that the Dirac semimetals survives in the strong coupling limit,
suggests that 3D topological insulator phases can be stable against strong 1/r Coulomb interac-
tions. Actually, we have shown that a 3D topological insulator phase of Bi2Se3-type survives in
the strong coupling limit when the spin-orbit interaction of the system is strong (see Chap. 3).

5.6 Summary
In summary, based on the U(1) lattice gauge theory, we have studied the stability of N -node Dirac
semimetals in three spatial dimensions with N = 4 and N = 16 against strong 1/r long-range
Coulomb interactions. It was shown that the Dirac semimetals survive in the strong coupling
limit when the Fermi velocity anisotropy is weak, whereas they change to insulators when the
anisotropy is strong. This means that the three-dimensionality of the Dirac cones plays an im-
portant role in the stability. The value of the dynamically generated mass gap at least for the
N = 4 case is expected to be quantitatively correct. A possible global phase diagram of corre-
lated Dirac semimetals was presented. Dirac semimetals can lead to various topological phases
by the change of parameters or symmetry breakings. Our result, that Dirac semimetals are stable
against strong 1/r long-range Coulomb interactions, implies the stability of other topological
phases. Namely, it is suggested that Weyl semimetals, which correspond to Dirac semimetals in
a rough approximation, can survive in the strong coupling limit. The existence of 3D topological
insulator phases in the strong coupling limit is also suggested.
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Chapter 6

Axionic Antiferromagnetic Insulator

In this chapter, we study theoretically a three-dimensional correlated and spin-orbit coupled sys-
tem, the half-filled extended Fu-Kane-Mele-Hubbard model on a diamond lattice, focusing on
the topological magnetoelectric response of the antiferromagnetic insulator phase. In the antifer-
romagnetic insulator phase, the Dirac-like low-energy effective Hamiltonian is obtained. Then
the theta term, which results in the magnetoelectric response, is derived as a consequence of the
chiral anomaly. The realization of the dynamical axion field in our model is discussed. The rela-
tion with a symmetry broken phase induced by interactions in lattice quantum chromodynamics
is also discussed. The contents in this chapter have been partly published in:
A. Sekine and K. Nomura, J. Phys. Soc. Jpn. 83, 104709-1-7 (2014).

6.1 Axion Electrodynamics
A great number of studies on topological insulators have been done since the pioneering works [7]
appeared, in the search for novel phenomena due to the topological properties of the system. The
most prominent feature common to two-dimensional (2D) and 3D topological insulators is the
existence of the edge (surface) states which are protected by time-reversal symmetry. These edge
or surface states are known to be robust against perturbations. On the one hand, as introduced in
Sect. 1.2, one of the noteworthy characters peculiar to 3D topological insulators is the topological
magnetoelectric effect which is described by the theta term [26]. The theta term is written as

Sθ =

∫
dtd3x

θe2

4π2ℏc
E ·B , (6.1)

where E and B are an electric field and magnetic field, respectively. From this action, we obtain
the cross-correlated responses expressed by P = θe2/(4π2ℏc)B and M = θe2/(4π2ℏc)E, with
P the electric polarization and M the magnetization. A schematic picture of the topological
magnetoelectric effect is shown in Fig. 6.1.

In the field theory literature, the action (6.1) is termed the axion electrodynamics [135]. The
axion is an elementary particle proposed about forty years ago to solve the so-called strong CP
problem in quantum chromodynamics (QCD) [136–138]. By subsequent studies, the axion is
now considered to be essential to explain experimental results in particle physics and astrophysics
[139]. The axion is also considered as a candidate for dark matter [139]. However, regardless
of intensive experimental searches, the axion has not yet been found. The axions interact with
photons, and the axion-photon coupling is described by Eq. (6.1) with θ being the axion field.
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Figure 6.1: Schematic picture of the topological magnetoelectric effect in a 3D system. (a)
Magnetization M = θe2/(4π2ℏc)E is induced by an external electric field E. jH is the Hall
current induced by E. (b) Electric polarization P = θe2/(4π2ℏc)B is induced by an external
magnetic field B. +(−) denotes the positive (negative) charge induced by B.

Therefore, observing the magnetoelectric responses originating from Eq. (6.1) in condensed
matter is equivalent to realizing the (dynamical) axion field. There have been some theoretical
studies which propose ways to observe experimentally the dynamical axion field in condensed
matter [67, 140].

When the system is time-reversal invariant, the condition that θ = π (mod 2π) is imposed for
3D topological insulators, and θ = 0 for normal insulators. On the other hand, when time-reversal
symmetry of the system is broken, the value of θ can be arbitrary. In general, the value of θ can
be calculated according to the formula [26]

θ =
1

4π

∫
BZ

d3kϵ i jkTr
[
Ai∂jAk − i

2
3
AiA jAk

]
, (6.2)

where Aµν
j
= i⟨uµ |∂/∂k j |uν⟩, and |uν⟩ is the periodic Bloch function with ν the occupied bands.

We can calculate θ from other equivalent expressions [141–143]. However, some techniques
(such as choosing a gauge for A) are required to calculate numerically. In systems where the
single-particle Hamiltonian can be described as H (k) =

∑5
µ=1 Rµ(k)αµ with matrices αµ satis-

fying the Clifford algebra {αµ , αν } = 2δµν , there exists an explicit expression for θ [67, 144]:

θ =
1

4π

∫
BZ

d3k
2|R | + R4

(|R | + R4)2 |R |3
ϵ i jklRi

∂R j

∂kx

∂Rk

∂ky

∂Rl

∂kz
, (6.3)

where i , j , k , l = 1, 2, 3, 5 and |R | =
√∑5

µ=1 R
2
µ. Here note that only the matrix α4 is even under

time-reversal. In this work, we derive an analytical expression for θ in a time-reversal symmetry
broken phase with the use of a field-theoretical method.

6.2 Theoretical Model
Let us consider a 3D lattice model with electron correlation and spin-orbit coupling. The model
we adopt is the extended Fu-Kane-Mele-Hubbard model on a diamond lattice at half-filling, in
which the Hamiltonian is given by H = H0 + Hint with the non-interacting part

H0 =
∑
⟨i , j⟩,σ

ti jc
†
iσc jσ + i

4λ
a2

∑
⟨⟨i , j⟩⟩

c
†
i
σ · (d1

i j × d2
i j)c j , (6.4)
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(a) (b)

Figure 6.2: (a) A diamond lattice, which consists of two sublattices (green and blue), and each
sublattice forms a fcc lattice. (b) The first Brillouin zone of a fcc lattice. Red circles represent
the X points.

and the interaction part

Hint =U
∑
i

ni↑ni↓ +
∑
⟨i , j⟩

Vi jnin j , (6.5)

where c
†
iσ is an electron creation operator at a site i with spin σ(=↑, ↓), niσ = c

†
iσciσ , ni =

ni↑+ ni↓, and a is the lattice constant of the fcc lattice. The first and second terms of H0 represent
the nearest-neighbor hopping and the next-nearest-neighbor spin-orbit coupling, respectively.
d1
i j and d2

i j are the two vectors which connect two sites i and j of the same sublattice. They
are given by two of the four nearest-neighbor vectors, a

4 (1, 1, 1), a
4 (−1, −1, 1), a

4 (1, −1, −1),
and a

4 (−1, 1, −1), with proper signs (directions of the vectors). σ = (σ1, σ2, σ3) are the Pauli
matrices for the spin degree of freedom. The first and second terms of Hint describe the on-site
and nearest-neighbor repulsive electron-electron interactions, respectively. The lattice structure
of a diamond lattice is shown in Fig. 6.2(a).

It is convenient to express the non-interacting part H0 of the Hamiltonian in terms of the 4×4
alpha (gamma) matrices. The diamond lattice consists of two sublattices (A and B), with each
sublattice forming a fcc lattice. In such a case, we can define the basis ck ≡ [ckA↑, ckA↓, ckB↑, ckB↓]T

where the wave vector k is given by the points in the first Brillouin zone of the fcc lattice [see Fig.
6.2(b)]. Then the single-particle HamiltonianH0(k) [H0 ≡

∑
k c
†
k
H0(k)ck] is written as [11,12]

H0(k) =
5∑
µ=1

Rµ(k)αµ , (6.6)

where the coefficients Rµ(k) are given by

R1(k) = λ[sin u2 − sin u3 − sin(u2 − u1) + sin(u3 − u1)],
R2(k) = λ[sin u3 − sin u1 − sin(u3 − u2) + sin(u1 − u2)],
R3(k) = λ[sin u1 − sin u2 − sin(u1 − u3) + sin(u2 − u3)],
R4(k) = t + δt1 + t(cos u1 + cos u2 + cos u3),
R5(k) = t(sin u1 + sin u2 + sin u3).

(6.7)
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Here u1 = k · a1, u2 = k · a2, and u3 = k · a3 with a1 =
a
2 (0, 1, 1), a2 =

a
2 (1, 0, 1) and

a3 =
a
2 (1, 1, 0) being the primitive translation vectors. In the following, we set a = 1. The 4 × 4

alpha matrices αµ are given by the chiral representation:

α j =

[
σ j 0
0 −σ j

]
, α4 =

[
0 1
1 0

]
, α5 =

[
0 −i
i 0

]
, (6.8)

where j = 1, 2, 3. In the present basis, the time-reversal operator and spatial inversion (parity)
operator are given by T = 1⊗ (−iσ2)K (K is the complex conjugation operator) and P = τ1⊗1,
respectively. We have introduced the hopping strength anisotropy δt1 due to the lattice distortion
along the [111] direction. Namely, we have set such that ti j = t + δt1 for the [111] direction, and
ti j = t for the other three directions. When δt1 = 0, the system is a semimetal, i.e., the energy
bands touch at the three points Xr = 2π(δr x , δry , δrz) (r = x , y, z). Finite δt1 opens a gap of
2|δt1 | at the Xr points.

The Z2 invariant of the system is given by

(−1)ν0 =

8∏
i=1

sgn

t + δt1 + t 3∑
p=1

cos
(
Γi · ap

) =
{ − 1 (0 < δt1 < 2t)
+ 1 (δt1 < 0 or δt1 > 2t).

(6.9)

where Γi are the eight time-reversal invariant momenta: (0, 0, 0), (2π, 0, 0), (0, 2π, 0), (0, 0, 2π),
(π, π, π), (π, π, −π), (π, −π, π), and (−π, π, π). We see that the system is a topological insulator
(normal insulator) when 0 < δt1 < 2t (δt1 < 0 or δt1 > 2t). Note that in this paper we do not
distinguish a weak topological insulator from a normal insulator.

Let us look at closely H0(k) around the Xr points. ,We obtain the low-energy effective
Hamiltonian near the Fermi level around each X point by setting k = Xr + q and retaining
the terms up to the order of q [11, 12]. Around the X x point, we have k · a1 = (qy + qz)/2,
k · a2 = (2π + qx + qz)/2, and k · a3 = (2π + qx + qy)/2 with k = X x + q = (2π + qx , qy , qz).
Then the coefficients Rµ(k) are approximated as

R1(k) = λ
[
sin

(
π +

qx + qz

2

)
− sin

(
π +

qx + qy

2

)
− sin

(
π +

qx − qy
2

)
+ sin

(
π +

qx − qz
2

)]
≃ λ

(
−qx + qz

2
+
qx + qy

2
+
qx − qy

2
− qx − qz

2

)
= 0,

(6.10)

R2(k) ≃ λ
(
−
qx + qy

2
−
qy + qz

2
−
qy − qz

2
−
qy − qx

2

)
= −2λqy , (6.11)

R3(k) ≃ λ
(qy + qz

2
+
qx + qz

2
+
qz − qx

2
+
qz − qy

2

)
= 2λqz , (6.12)

R4(k) ≃ t + δt1 + t(1 − 1 − 1) = δt1, (6.13)

R5(k) ≃ t

(qy + qz
2

− qx + qz

2
−
qx + qy

2

)
= −tqx . (6.14)
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Finally the effective Hamiltonians around the X x point is given by

H0(X x + q) = tqxα5 + 2λqyα2 − 2λqzα3 + δt1α4. (6.15)

Similarly, we obtain the effective Hamiltonians around the Xy and X z points as

H0(Xy + q) = tqyα5 + 2λqzα3 − 2λqxα1 + δt1α4,

H0(X z + q) = tqzα5 + 2λqxα1 − 2λqyα2 + δt1α4.
(6.16)

Note that we have redefined q as q → −q. These are so-called the Dirac Hamiltonian. For
example, the energy spectrum around the X x point is readily obtained as

E(X x + q) = ±
√

(tqx)2 + (2λqy)2 + (2λqz)2 + (δt1)2. (6.17)

As mentioned above, we see that the system is gapless when δt1 = 0 and nonzero δt1 is regarded
as the mass of the Dirac quasiparticles. At each Xr point, one of the three components which
originate from spin-orbit coupling Rr (k) disappears and instead R5(k) compensates for the qr -
dependence of the effective Hamiltonian.

6.3 Mean-Field Phase Diagram

6.3.1 Spin-Density Wave Instability
Let us perform the mean-field approximation to the interaction term and derive the mean-field
Hamiltonian of the system. First we consider the spin-density wave (SDW) instability. To do
this, we firstly approximate the on-site interaction HU =U

∑
i ni↑ni↓ as

HU ≈U
∑
i

[
⟨ni↓⟩ni↑ + ⟨ni↑⟩ni↓ − ⟨ni↑⟩⟨ni↓⟩ − ⟨c†i↑ci↓⟩c

†
i↓ci↑ − ⟨c

†
i↓ci↑⟩c

†
i↑ci↓ + ⟨c

†
i↑ci↓⟩⟨c

†
i↓ci↑⟩

]
.

(6.18)

Due to the spin-orbit coupling, the spin SU(2) symmetry is broken and the orientations of the
spins are coupled to the lattice structure. We assume the antiferromagnetic ordering between the
two sublattices in terms of the spherical coordinate (m, θ, φ):

⟨Si′A⟩ = −⟨Si′B⟩ = (m sin θ cosφ,m sin θ sinφ,m cos θ)
≡ m1ex + m2ey + m3ez ,

(6.19)

where ⟨Si′µ⟩ = 1
2⟨c
†
i′µασαβci′µβ⟩ (µ = A, B) with i′ denoting the i′-th unit cell. It follows that

⟨niA↑⟩ =
2mz + nA

2
, ⟨niA↓⟩ =

−2mz + nA

2
, ⟨c†

iA↑ciA↓⟩ = mx + imy , ⟨c†iA↓ciA↑⟩ = mx − imy

⟨niB↑⟩ =
−2mz + nB

2
, ⟨niB↓⟩ =

2mz + nB

2
, ⟨c†

iB↑ciB↓⟩ = −mx − imy , ⟨c†iB↓ciB↑⟩ = −mx + imy .

(6.20)

Then after a calculation, the Hartree term is given by

U
∑
i

[
−⟨ni↑⟩⟨ni↓⟩ + ⟨c†i↑ci↓⟩⟨c

†
i↓ci↑⟩

]
= 2NU

∑
f

m2
f , (6.21)
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and the Fock term is given by

U
∑
i

[
⟨ni↓⟩ni↑ + ⟨ni↑⟩ni↓ − ⟨c†i↑ci↓⟩c

†
i↓ci↑ − ⟨c

†
i↓ci↑⟩c

†
i↑ci↓

]
= −U

∑
i′

∑
f=1,2,3

c
†
i′A[m fσ f ]ci′A +U

∑
i′

∑
f=1,2,3

c
†
i′B[m fσ f ]ci′B

= −U
∑
k

c
†
k

[m1α1 + m2α2 + m3α3]ck ,

(6.22)

where N is the number of the unit cells and the wave vectors k take N points in the first Brillouin
zone of the fcc lattice. This equation means that the on-site interaction term has the same matrix
form as the spin-orbit interaction term in the mean-field level. A similar result has been obtained
in the Kane-Mele-Hubbard model on a honeycomb lattice [76]. Here we have omitted irrelevant
constant terms in Eqs. (6.21) and (6.22).

Secondly, we approximate the nearest-neighbor interaction HV =
∑
⟨i , j⟩Vi jnin j as

HV ≈ −
∑
⟨i , j⟩

∑
σ,σ′

Vi j
[
⟨c†

iσc jσ′⟩c†
jσ′ciσ + ⟨c†jσ′ciσ⟩c†iσc jσ′ − ⟨c†

iσc jσ′⟩⟨c†
jσ′ciσ⟩

]
. (6.23)

We assume that the values of ⟨c†
iσc jσ′⟩ depend on the hopping strength, namely we set ⟨c†

iσc jσ′⟩ =
−∆δσσ′ ti j/t. On the other hand, we neglect the interaction strength anisotropy due to the lattice
distortion for simplicity, i.e., we set Vi j = V . This does not change the resulting phase diagram
qualitatively. After a calculation, we obtain

HMF
V = 2NV

[
3 + (1 + δt1/t)2

]
∆

2 +V∆/t
∑
⟨i , j⟩,σ

ti jc
†
iσc jσ . (6.24)

Finally combining Eqs. (6.6), (6.21), (6.22), and (6.24), the mean-field Hamiltonian of the
system is given by

HMF
SDW = 2NUm2 + 2NV

[
3 + (1 + δt1/t)2

]
∆

2 +
∑
k

c
†
k

 5∑
µ=1

R̃µ(k)αµ

 ck , (6.25)

where R̃1(k) = R1(k) − Um1, R̃2(k) = R2(k) − Um2, R̃3(k) = R3(k) − Um3, R̃4(k) = (1 +
V∆/t)R4(k), and R̃5(k) = (1 + V∆/t)R5(k). Note that m2

1 + m2
2 + m2

3 = m2. The free energy at
zero temperature for the SDW instability is readily obtained as

FSDW(m, θ, φ,∆) = 2NUm2 + 2NV
[
3 + (1 + δt1/t)2

]
∆

2 − 2
∑
k

√∑5

µ=1

[
R̃µ(k)

]2
. (6.26)

6.3.2 Charge-Density Wave Instability
Next we consider the charge-density wave (CDW) instability. To do this, we approximate the
interaction terms HU and HV as

HU ≈U
∑
i

[⟨ni↓⟩ni↑ + ⟨ni↑⟩ni↓ − ⟨ni↑⟩⟨ni↓⟩] , (6.27)
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HV ≈
∑
⟨i , j⟩

Vi j

{
⟨ni⟩n j + ⟨n j⟩ni − ⟨ni⟩⟨n j⟩ −

∑
σ,σ′

[
⟨c†

iσc jσ′⟩c†
jσ′ciσ

+⟨c†
jσ′ciσ⟩c†iσc jσ′ − ⟨c†

iσc jσ′⟩⟨c†
jσ′ciσ⟩

]}
.

(6.28)

We assume a charge imbalance between the two sublattices such that ⟨ni′Aσ⟩ = (1 + ρ)/2
and⟨ni′Bσ⟩ = (1 − ρ)/2. As for HV , we assume ⟨c†

iσc jσ′⟩ = −∆δσσ′ ti j/t and Vi j = V as in
the case of SDW instability. Then the mean-field Hamiltonian of the interaction term is obtained
as

HMF
int = NCρ2 + 2NV

[
3 + (1 + δt1/t)2

]
∆

2 − Cρ
∑
k

c
†
k

(τ3 ⊗ 1)ck +V∆/t
∑
⟨i , j⟩,σ

ti jc
†
iσc jσ ,

(6.29)

where C = 4V −U/2, N is the number of the unit cells, and the wave vectors k take N points
in the first Brillouin zone of the fcc lattice. Combining Eqs. (6.6) and (6.29), we obtain the
mean-field Hamiltonian of the system. The matrix τ3 ⊗ 1 is different from the alpha matrices
αµ, and thus the free energy for the CDW instability is a little complicated but can be obtained
analytically as

FCDW(ρ,∆) = NCρ2 + 2NV
[
3 + (1 + δt1/t)2

]
∆

2 −
∑
k

∑
ϵ=±1

√
R̃2 +C2ρ2 + 2Cρϵ

√
γ2, (6.30)

where R̃2 =
∑5
µ=1[R̃µ(k)]2 and γ2 =

∑3
j=1[R̃ j(k)]2 with R̃1(k) = R1(k), R̃2(k) = R2(k), R̃3(k) =

R3(k), R̃4(k) = (1 +V∆/t)R4(k), and R̃5(k) = (1 +V∆/t)R5(k).

6.3.3 Mean-Field Phase Diagram
First we consider the case of V = 0. In this case, there will not occur the CDW instability. To
obtain the mean-field ground-state phase diagram, we have to minimize the free energy (6.26)
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Figure 6.3: (a)U dependence of the SDW order parameter m with the antiferromagnetic ordering
set to the [111] direction, i.e., with ⟨Si′A⟩ = −⟨Si′B⟩ = mex + mey + mez , when V = 0 and
δt1/t = −0.4. (b) Phase diagram with the antiferromagnetic ordering set to the [111] direction
when V = 0 and δt1/t = −0.4.
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Figure 6.4: (a) U dependences of the SDW order parameter m and the hopping strength modi-
fication ∆ with V/t = 0.4 and δt1/t = −0.4. The antiferromagnetic ordering is set to the [111]
direction. (b) V dependences of the CDW order parameter ρ and the hopping strength moidifica-
tion ∆ withU/t = 3 and δt1/t = −0.4.

by the conditions ∂FSDW/∂m = ∂FSDW/∂θ = ∂FSDW/∂φ = ∂FSDW/∂∆ = 0. The spin SU(2)
symmetry breaking due to the presence of spin-orbit coupling makes the procedure to obtain
the true ground state complicated. Therefore we set the antiferromagnetic ordering to the [111]
direction, i.e., we set ⟨Si′A⟩ = −⟨Si′B⟩ = mex + mey + mez as an example. We have checked
that the results for other directions are qualitatively the same as the [111] direction. Figure 6.3(a)
shows theU dependence of the SDW order parameter m. The transition from the normal insulator
(or topological insulator) phase to the SDW phase is of the second order. We see from the phase
diagram [Fig. 6.3(b)] that the critical strength of the on-site interactionUc becomes larger as the
strength of the spin-orbit interaction λ becomes larger. Such a behavior can be understood from
that the free energy (6.26) is characterized by the factor U/λ in R̃ j(k) ( j = 1, 2, 3). Namely, the
strong spin-orbit interaction effectively makes the on-site interaction weaker. Similar results have
been obtained in the Kane-Mele-Hubbard model, a 2D analog of our model [76,78]. However, as
is shown later, what is peculiar to the SDW phase in the 3D Fu-Kane-Mele-Hubbard model is the
emergence of the topological magnetoelectric response described by the theta term [Eq. (6.1)].

Next we consider the case ofV , 0. To obtain the mean-field ground-state phase diagram, we
have to minimize the free energies (6.26) and (6.30) by the conditions ∂FSDW/∂m = ∂FSDW/∂θ =
∂FSDW/∂φ = ∂FSDW/∂∆ = 0 and ∂FCDW/∂ρ = ∂FCDW/∂∆ = 0, and then we have to compare
them. We set the antiferromagnetic ordering to the [111] direction, as in the case of V = 0. We
have checked that the results for other directions are qualitatively the same as the [111] direction.
It can be seen from Fig. 6.4 that the transition from the normal insulator (or topological insulator)
phase to the SDW phase is of the second order, and that the transition from the normal insulator
(or topological insulator) phase to the CDW phase is of the first order. The phase diagram with
the antiferromagnetic ordering set to be the [111] direction is shown in Fig. 6.5 as an example.
The phase diagrams for the other directions and for the positive δt1 are qualitatively the same as
Fig. 6.5. The values of ∆ are always nonzero and positive when V , 0. The obtained phase
diagram looks similar to those of conventional correlated electron systems (i.e., the Hubbard
models) [145]. Namely, strong on-site electron-electron interaction induces SDW phase and
strong nearest-neighbor electron-electron interaction induces CDW phase. However, note that
other phases might be found when our model is studied beyond the mean-field approximation.
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Figure 6.5: Mean-field phase diagram of the extended Fu-Kane-Mele-Hubbard model at half-
filling. The strengths of the spin-orbit interaction and lattice distortion are λ/t = 0.4 and δt1/t =
−0.4, respectively. The antiferromagnetic ordering is set to be the [111] direction as an example,
i.e., we have set ⟨Si′A⟩ = −⟨Si′B⟩ = mex+mey+mez . The spin-density wave (SDW) and charge-
density wave (CDW) phases are given by nonzero m and ρ, respectively. When m = ρ = 0, the
system is a normal insulator (NI). In all the phases, ∆ take nonzero positive values. In the SDW
phase, the topological magnetoelectric response described by the theta term [Eq. (6.1)] arises.

Actually, another phase has been reported between the SDW and CDW phases by studies beyond
the mean-field approximation, for example, in the half-filled one-dimensional extended Hubbard
model [146,147]. As is shown later, what is different from usual systems in our model is that the
topological magnetoelectric response due to the existence of the theta term can arise in the SDW
phase. In this sense, we call the SDW phase in our model the “axionic SDW” (or the “axionic
antiferromagnetic insulator”). For the purpose of this study, that we derive the theta term in a
time-reversal symmetry broken phase, we focus on the SDW phase in the following.

6.4 Magnetoelectric Response of the Antiferromagnetic Insu-
lator Phase

6.4.1 Low-Energy Effective Hamiltonian

Let us investigate the properties of the SDW phase, namely the antiferromagnetic insulator phase.
We consider the general case characterized by the order parameter (6.19). When Um f ≪ 2λ
( f = 1, 2, 3), we can derive the Dirac Hamiltonian around the X̃r points which are slightly
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deviated from the Xr points:

H (X̃ x + q) = t′qxα5 + 2λqyα2 − 2λqzα3 + δt
′
1α4 −Um1α1,

H (X̃y + q) = t′qyα5 + 2λqzα3 − 2λqxα1 + δt
′
1α4 −Um2α2,

H (X̃ z + q) = t′qzα5 + 2λqxα1 − 2λqyα2 + δt
′
1α4 −Um3α3,

(6.31)

where t′ = t(1 + V∆/t), δt′1 = δt1(1 + V∆/t), X̃ x =
(
2π, Um2

2λ , −
Um3
2λ

)
, X̃y =

(
−Um1

2λ , 2π,
Um3
2λ

)
,

and X̃ z =
(
Um1
2λ , −

Um2
2λ , 2π

)
. For example, the energy spectrum around the X̃ x point is readily

obtained as

E(X̃ x + q) = ±
√

(t′qx)2 + (2λqy)2 + (2λqz)2 + (δt′1)2 + (Um1)2. (6.32)

We see from Eq. (6.31) that the antiferromagnetic ordering opens a gap at the X̃r points, i.e.,
lowers the energy of the system. When Um f is not small compared to 2λ, it is not apparent
that the Dirac Hamiltonian can be derived. Thus in the following, we assume that Um f is small,
although it is expected that the momentum points around which the Dirac Hamiltonians can be
derived exist even whenUm f is not small.

Let us analyze Eq. (6.31). The important point is that all the five alpha matrices which
anticommute with each other are used. To be specific, let us first consider H (X̃ x + q). We can
redefine the alpha matrices because the representation of the matrices is arbitrary. Redefining
such that α5 → α1, α3 → −α3, and α1 → −α5 (α5 = α1α2α3α4) for the alpha matrices, and
t′qx → qx , 2λqy → qy, and 2λqz → qz for the wave vector 1, we obtain

H (X̃ x + q) = qxα1 + qyα2 + qzα3 + δt
′
1α4 +Um1α5. (6.33)

In the same manner,H (X̃y + q) andH (X̃ z + q) can be rewritten as

H (X̃y + q) = qxα1 + qyα2 + qzα3 + δt
′
1α4 +Um2α5,

H (X̃ z + q) = qxα1 + qyα2 + qzα3 + δt
′
1α4 +Um3α5.

(6.34)

We see that all the three effective Hamiltonians above are equivalent. Hence we can regard the
Dirac quasiparticles around the X̃r points as the quasiparticles of three flavors characterized by
their massesUm f . Note that the mass of Dirac quasiparticles δt1 is renormalized to be δt′1 due to
the nearest neighbor electron-electron interaction, and that the second mass Um f is induced by
the on-site interaction.

6.4.2 The Theta Term
Here we derive the theta term in the antiferromagnetic insulator phase, in the same way as that
of 3D topological insulators is derived. From the discussion above, we can write down the
low-energy effective (Euclidean) action of the system, i.e., the action of the Dirac quasiparticles
interacting with an external electromagnetic field Aµ as

SAFI =

∫
d4x

∑
f=1,2,3

ψ̄ f (x)
[
γµDµ − M f e

iκ f γ5
]
ψ f (x), (6.35)

1When interacting with an electromagnetic field, the vector potential A is rescaled as well as the spatial coordi-
nate x. Then we see that the theta term (6.44) is invariant under rescaling. Namely, the value of θ does not depend
on the values of λ and t in the low-energy limit.
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where ψ f (x) is a four-component spinor, Dµ = ∂µ + ieAµ, M f =
√

(δt′1)2 + (Um f )2, cos κ f =
|δt′1 |/M f , sin κ f = Um f /M f , and we have used the fact that α4 = γ0, α5 = −iγ0γ5 and α j = γ0γ j
( j = 1, 2, 3). The subscript f denotes the flavor. Here we have considered the case of δt′1 < 0,
namely the system is a normal insulator when the interactions are weak.

We follow the Fujikawa’s method [27, 28] and write down a calculation briefly in what fol-
lows. Let us consider a infinitesimal chiral transformation for each flavor:

ψ f → ψ′f = e−iκ f dϕγ5/2ψ f , ψ̄ f → ψ̄′f = ψ̄ f e
−iκ f dϕγ5/2, (6.36)

where ϕ ∈ [0, 1]. The theta term is generated as a consequence of the chiral anomaly after the
transformation. The partition function is transformed as

Z =

∫
D[ψ, ψ̄]e−SAFI[ψ,ψ̄] → Z′ =

∫
D[ψ′, ψ̄′]e−SAFI[ψ′ ,ψ̄′]. (6.37)

The integrands in Eq. (6.35) is transformed as

ψ̄ f M f e
iκ f γ5ψ f → ψ̄ f M f e

iκ f (1−dϕ)γ5ψ f ,

ψ̄ fγµDµψ f → ψ̄ fγµDµψ f + (i/2)κ f dϕ∂µ(ψ̄ fγµγ5ψ f ).
(6.38)

Then defining the Jacobian Jf which is induced by the chiral transformation for each flavor
D[ψ f , ψ̄ f ]→ JfD[ψ f , ψ̄ f ], the partition function becomes

Z′ =

∫
D[ψ, ψ̄]e−S

′+ i
2
∑

f κ f
∫
d4xdϕ∂µ (ψ̄ f γµγ5ψ f )+

∑
f ln J f , (6.39)

where

S′ =

∫
d4x

∑
f

ψ̄ f (x)
[
γµDµ − M f e

iκ f (1−dϕ)γ5
]
ψ f (x), (6.40)

and the Jacobian Jf is calculated to be [27, 28]

Jf = exp

−i ∫ d4xdϕ
κ f e

2

32π2ℏc
ϵ µνρλFµνFρλ

 . (6.41)

Here Fµν = ∂µAν − ∂νAµ and we have written ℏ and c explicitly. We repeat this procedure infinite
times, i.e., integrate the exponent of Eq. (6.39) over the variable ϕ from 0 to 1. Then we obtain

Z′ =

∫
D[ψ, ψ̄]e−SNI+

i
2
∑

f κ f
∫
d4x∂µ (ψ̄ f γµγ5ψ f )−Sθ , (6.42)

where SNI is the action which represents the normal insulator phase in the present case:

SNI =

∫
d4x

∑
f

ψ̄ f (x)
[
γµDµ − M f

]
ψ f (x). (6.43)

This is because the system with negative mass of the Dirac quasiparticles is identified from the
Z2 invariant as a normal insulator. Sθ is the theta term in the Euclidean spacetime:

Sθ = i

∫
d4x

(
∑

f κ f )e2

32π2ℏc
ϵ µνρλFµνFρλ . (6.44)
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After dropping the irrelevant surface term [the second term of the exponent in Eq. (6.42)], we
obtain the total action of the system as

SAFI = SNI + Sθ . (6.45)

Actually Sθ is also a surface term, since we can rewrite as ϵ µνρλFµνFρλ = 2ϵ µνρλ∂µ(AνFρλ).
However, we are now interested in the magnetoelectric response of the system. Thus we denote
the total action as above. Rewriting the theta term (6.44) in the real time (t = −iτ), we obtain Eq.
(6.1).

The value of θ in the antiferromagnetic insulator phase is given as θ =
∑

f κ f =
∑

f tan−1(Um f

/|δt′1 |). It is known that θ = π (mod 2π) in 3D topological insulators and is θ = 0 in normal
insulators. However, θ can be arbitrary if time-reversal symmetry of the system is broken. We
can obtain the value of θ in the case of δt1 > 0 in the same manner as above. Combining both
cases, θ is written as

θ =
π

2
[
1 + sgn(δt1)

] − ∑
f=1,2,3

tan−1
[

Um f

δt1(1 +V∆/t)

]
, (6.46)

where the condition that Um f ≪ 2λ is required, and we have written δt′1 = δt1(1 + V∆/t)
explicitly. Note that (1 + V∆/t) is always positive, and thus the value of θ when m f = 0 is
determined by the sign of δt1. The region where the value of θ becomes nonzero is shown in Fig.
6.5 as the “axionic SDW”.

Here we consider the applicability of the expression (6.46) for the values of parameters. Let
θ =

∑
f θ f . When δt1 < 0, we get −π/2 < tan−1[Um f /δt

′
1] < 0. Then in the limit δt1 →

0−, we have θ f = − tan−1[Um f /δt
′
1] → π/2. On the other hand, when δt1 > 0, we get 0 <

tan−1[Um f /δt
′
1] < π/2. Then in the limit δt1 → 0+, we have θ f = π − tan−1[Um f /δt

′
1] → π/2.

Namely, the value of θ f is a smooth function of δt1 in the range 0 < θ f < π. Thus there is
no constraint on the value of δt1 in the expression (6.46). However, when δt1 = 0, we obtain
θ = −∑

f (π/2)sgn(m f ), which means the value of θ is constant. As we shall see below, we are
interested in the case where the dynamical axion field (i.e., the value of θ depends on space and
time) is realized. Therefore, the value of δt1 should be nonzero.

6.5 Discussions
It should be noted that the theta term is derived only in odd spatial dimensions. In the Kane-Mele-
Hubbard model on the honeycomb lattice at half-filling, which is a two-dimensional analog of
the Fu-Kane-Mele-Hubbard model, the antiferromagnetic insulator phase is also realized [76,78,
80,82,85,86]. However, the magnetoelectric response which results from the theta term does not
appear in that model.

The origin that generates small deviations of the value of θ from 0 or π in the antiferromag-
netic insulator phase of the Fu-Kane-Mele-Hubbard model is the existence of the γ5 (or α5 in our
notation) term, which breaks time-reversal symmetry, in the low-energy effective action (6.35).
What we would like to stress here is that we found the appearance of the γ5 term in the antiferro-
magnetic insulator phase. This is not apparent at first sight of the mean-field Hamiltonian (6.25).
Expanding the mean-field Hamiltonian around the X̃ points (which are slightly deviated from the
original X points) and relabeling the alpha matrices are essential.

In the following, we discuss two notable aspects of the antiferromagnetic insulator phase in
our model.
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6.5.1 Condensed-Matter Analog of the Aoki Phase in Lattice QCD

Here we mention the relation between the antiferromagnetic insulator phase in our model and
the “Aoki phase”, a phase with broken time-reversal and parity symmetries in lattice QCD. The
Aoki phase is characterized as the phase induced by interactions with the γ5 term, i.e., ⟨ψ̄iγ5ψ⟩ ,
0 in addition to the usual mass renormalization ⟨ψ̄ψ⟩ [128]. It can be seen from the effective
Hamiltonian [Eqs. (6.33) and (6.34)] that the situation in our model is analogous. Thus it can
be said that the antiferromagnetic insulator phase of the extended Fu-Kane-Mele-Hubbard model
is a condensed matter analog of the Aoki phase in lattice QCD. In other words, the Aoki phase
in condensed matter in three spatial dimensions can be characterized by the magnetoelectric
response which results from the theta term with non-quantized value of θ, i.e., by the axion
electrodynamics. The existence of a similar condensed matter analog of the Aoki phase in three
spatial dimensions has been pointed out in a 3D topological insulator with on-site interactions
[89].

The Aoki phase has been found in lattice models for QCD such as the Wilson fermions
[128,130], the Nambu-Jona-Lasinio model on a lattice [148,149], and the Gross-Neveu model on
a lattice [128]. In the latter two models, the interactions are local. Namely, from the viewpoint of
the form of interactions, it can be said that Hubbard-like models in condensed matter are similar
to the Nambu-Jona-Lasinio model and the Gross-Neveu model. It is known that the existence of
the Aoki phase can solve the U(1) problem in QCD. However, although the importance of the
Aoki phase has been confirmed theoretically, the phase is not a realistic phase. This is because
the phase is an artifact due to the nonzero lattice spacing of lattice QCD [130], and in addition,
the appearance of the phase depends on the value of bare quark mass [128]. On the other hand,
in condensed matter, electron systems can be naturally defined on lattices, and the value of the
bare mass of Dirac fermions is tunable. In our model, as mentioned in Sec. 6.2, the value is
determined by the strength of lattice distortion. Moreover, experimental searches in condensed
matter are possible in principle. Further investigations of the Aoki phase in condensed matter
might enable us to suggest some perception to the field of lattice QCD. This is an interesting
future subject.

6.5.2 Dynamical Behavior of θ

Let us consider briefly the dynamical behavior of θ in our model, the dynamical axion field,
discussed in Ref. 67. When the spins fluctuate, i.e., when ⟨SA⟩ = −⟨SB⟩ = [m1 + δm1(r, t)]ex +
[m2 + δm2(r, t)]ey + [m3 + δm3(r, t)]ez , we obtain the fluctuation of θ up to the linear order in
δm f as

δθ(r, t) ≈
∑

f=1,2,3

tan−1
{
U

[
m f + δm f (r, t)

]
/|δt′1 |

}
−

∑
f=1,2,3

tan−1
(
Um f /|δt′1 |

)
≈U/|δt′1 |

∑
f

δm f (r, t).
(6.47)

This equation suggests that the dynamical axion field can be realized by the fluctuations of the
spins, i.e., the spin-wave excitations, as in the case of Ref. 67. An advantage of our analytical
derivation of the expression of θ is that we can see the realization of the dynamical axion field
immediately, as Eq. (6.47). In the case where we use expressions (6.2) or (6.3), it will not easy
to notice the realization in our model.
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6.6. SUMMARY

Finally let us consider the consequence of the existence of the theta term in the antiferromag-
netic insulator phase. Notice that the theta term (in real time) can be rewritten as

Sθ =

∫
d4x

θ(r, t)e2

8π2ℏc
ϵ µνρλ∂µAν∂ρAλ = −

∫
d4x

e2

8π2ℏc
ϵ µνρλ[∂µθ(r, t)]Aν∂ρAλ , (6.48)

where in the second equality, we have dropped the surface term and used ϵ µνρλ∂µ∂ρAλ = 0. The
induced current j can be obtained from the variation of the above action with respect to the vector
potential An:

jn =
δSθ
δAn

= − e2

4π2ℏc
[∂µθ(r, t)]ϵ µnρλ∂ρAλ =

e2

2πhc
(∇θ × E + θ̇B)n , (6.49)

where n = 1, 2, 3, and θ̇ = ∂θ/∂t. The electric-field induced term is the anomalous Hall effect,
since it is perpendicular to the electric field. The magnetic-field induced term is the so-called
chiral magnetic effect [47]. It is notable that the chiral magnetic effect can be realized. In other
words, we propose a way to detect the dynamical axion field in condensed matter, which has not
yet been observed experimentally. Similarly, we obtain the induced charge density ρ as

ρ =
δSθ
δA0

= − e2

4π2ℏc
[∂µθ(r, t)]ϵ µ0ρλ∂ρAλ = −

e2

2πhc
∇θ ·B. (6.50)

6.6 Summary
In summary, we have studied the ground state and the topological magnetoelectric response de-
scribed by the theta term, in the extended Fu-Kane-Mele-Hubbard model on a diamond lattice at
half-filling, within the mean-field approximation. The mean-field phase diagram was presented.
It was found that the transition from the normal insulator (or topological insulator) phase to the
antiferromagnetic insulator phase is of the second-order. We obtained the Dirac-like low-energy
effective Hamiltonian in the antiferromagnetic insulator phase. We found that there exists the
γ5 term in the effective Hamiltonian. This antiferromagnetic insulator phase is different from
conventional one, and can be regarded as a condensed matter analog of a symmetry broken phase
in lattice QCD. We derived the theta term by following the Fujikawa’s method and obtained the
analytical value of θ. We have proposed a concrete model to describe the axion electrodynam-
ics in the antiferromagnetic insulator phase. The dynamical axion field can be induced by the
fluctuation of the order parameter. It was shown theoretically that the chiral magnetic effect can
emerge as a consequence of the realization of the dynamical axion field. In other words, we
proposed a way to detect the dynamical axion field in condensed matter, which has not yet been
observed experimentally. In our model, the interplay of spin-orbit coupling and electron correla-
tion results in the emergence of the topological magnetoelectric response and the realization of
the dynamical axion field.
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Chapter 7

Summary

So far we have studied the effects of electron correlations in three-dimensional (3D) spin-orbit
coupled systems, based on the purpose of (1) studying the stability of 3D topological phases
against strong long-range correlations, and (2) searching for novel phases and phenomena which
result from the interplay of spin-orbit coupling and electron correlation. Here we would like to
summarize the results obtained in this thesis.

Stability of Three-dimensional Topological Phases

Preceding studies have mainly focused on the effects of short-range correlations in 2D topological
phases. As for time-reversal invariant topological insulators, it has been shown that they are
broken by time-reversal symmetry breaking orders. As for Weyl semimetals, it has been shown
that they are broken by gap openings. However, the effects of long-range Coulomb interactions
have not yet been revealed. One of the reasons might be on the point that it is not easy to treat
strong long-range interactions properly. In order to solve this problem, we adopted the formalism
based on the lattice gauge theory which has been originally used in the field of high energy

Topological Insulator

Weyl Semimetal
VB

CB

Dirac Semimetal

Parameter T
uning

(su
ch as e

lement su
bstit

utio
n)

Symmetry Breaking

(time-reversal and/or inversion)

Symmetry Breaking
(time-reversal and/or inversion)

Figure 7.1: Schematic diagram of the relation of 3D topological insulators, Dirac semimetals and
Weyl semimetals. αµ (σµ) are 4 × 4 (2 × 2) matrices.
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physics, and recently applied to graphene. The lattice gauge theory enables us to treat strong
interactions nonperturbatively. In the U(1) lattice gauge theory, the 1/r Coulomb interactions
between bulk electrons are taken into account via a scalar field.

In this thesis, we studied the stability of a 3D topological insulator of Bi2Se3 type, a time-
reversal symmetry broken Weyl semimetal with two nodes, and Dirac semimetals with four and
sixteen nodes, against strong 1/r Coulomb interactions. 3D topological insulators such as Bi2Se3
are p-electron systems. This implies that on-site correlations are not strong. However, the
strength of long-range correlations is determined by the dielectric constant of the system. In
Weyl and Dirac semimetals, due to the vanishing density of states near the Fermi level, screen-
ing effects are expected to be weak. From these facts, long-range Coulomb interactions can be
important in 3D topological phases we consider. Based on the strong coupling expansion of lat-
tice gauge theories and the mean-field approximation, we analyzed the lattice models from the
strong coupling limit. We considered all the possible order parameters in the mean-field decou-
pling process within the effective lattice models. It was found that all the three phases survive
in the strong coupling limit. This suggests that 3D topological phases are stable against strong
long-range correlations. Further, we proposed possible global phase diagrams. As shown in Fig.
7.1, 3D topological insulators, Weyl semimetals, and Dirac semimetals are related to each other.
Namely, they lie next to each other in the phase diagrams. Therefore we believe the result that
each phase survives in the strong coupling limit have a consistency. Our study will contribute to
understanding the nature of 3D topological phases.

Topological Magnetoelectric Response
It has been acknowledged that electron correlation and spin-orbit coupling play important roles
respectively in condensed matter. Then it is natural to expect the emergence of novel phases and
phenomena induced by the interplay of them. Motivated by this, we studied the electron corre-
lation effects in a 3D spin-orbit coupled system, the Fu-Kane-Mele model on a diamond lattice.
We focused on the topological magnetoelectric response in the antiferromagnetic insulator phase
described by the theta term with non-quantized value of θ. First we derived a low-energy effec-
tive action of the antiferromagnetic insulator phase. Then, in contrast to preceding studies, we
derived an analytical expression for θ which is the most important result in this subject:

θ =
π

2
[
1 + sgn(δt1)

] − ∑
f=1,2,3

tan−1
[

Um f

δt1(1 +V∆/t)

]
, (7.1)

where m f ( f = 1, 2, 3) is the order parameter for the antiferromagnetism. When the spins (i.e.,
the order parameter) fluctuate around the ground-state direction, the deviation of θ is proportional
to the deviation of m f : δθ(r, t) ∝ ∑

f δm f (r, t). This means that the dynamical axion field can
be realized by spin-wave excitations. As a consequence of the realization of the dynamical axion
field, the following current can be induced by external electromagnetic fields:

j(r, t) =
e2

2πh

[
∇θ(r, t) × E + θ̇(r, t)B

]
, (7.2)

where θ̇ = ∂θ/∂t. The first and second terms in the right-hand side represent the anomalous Hall
effect and the chiral magnetic effect, respectively. It is notable that the chiral magnetic effect can
be realized. In other words, we propose a way to detect the dynamical axion field in condensed
matter, which has not yet been observed experimentally.

100



CHAPTER 7. SUMMARY

Further we pointed out that the antiferromagnetic insulator phase can be regarded as a con-
densed matter analog of the Aoki phase, a symmetry broken phase induced by interactions in
lattice quantum chromodynamics (QCD). In the Aoki phase, massless pions emerge as a result
of spontaneous breaking of parity and flavor symmetries. In other words, the Aoki phase in con-
densed matter in three spatial dimensions can be characterized by the magnetoelectric response
which results from the theta term with non-quantized value of θ, i.e., by the axion electrodynam-
ics. Although the importance of the Aoki phase has been confirmed theoretically in lattice QCD,
the Aoki phase is not a realistic phase. This is because the phase is an artifact due to the nonzero
lattice spacing of lattice QCD, and in addition, the appearance of the phase depends on the value
of bare quark mass. On the other hand, in condensed matter, electron systems can be naturally
defined on lattices, and the value of the bare mass of Dirac fermions is tunable. Moreover, ex-
perimental searches in condensed matter are possible in principle. Further investigations of the
Aoki phase in condensed matter might enable us to suggest some perception to the field of lattice
QCD. We expect that our study enforces the connection between condensed matter physics and
high energy physics.
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