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Introduction

There is a one to one correspondence between Markov processes and Markov gener-
ators. We denote them{Xt}t≥0 andL . When a Markov process{Xt}t≥0 on Rd is
given, the behavior of its harmonic functionu(x) and the estimates of transition density
function p(t,x,y) play a crucial role for knowing the properties of the Markov process.
Here, the harmonic function is probabilistically defined as a bounded function such
that{u(Xt)}t≥0 is a martingale and the transition density function is characterized by

Ex[ f (Xt)] =
∫
Rd

p(t,x,y) f (y)dy.

The harmonic functionu(x) is also characterized asL u = 0 andp(t,x,y) is the fun-
damental solution of equation∂u/∂ t = L u. A most important Markov process is the
standard Brownian motion, whose Markov generator is equal to(1/2)∆. In this case
p(t,x,y) is the fundamental solution of the partial differentiable equation∂u/∂ t =
(1/2)∆u. We often callp(t,x,y) heat kernel.

There are a lot of preceding results on the continuity of harmonic functions and
estimates of heat kernels. For example, when Markov generatorL is a uniformly
elliptic second order differential operator, the corresponding Markov process is a dif-
fusion process and the continuity of harmonic functions is well known. Moreover, this
heat kernelp(t,x,y) admits the Gaussian estimate as follows:

C1t
− d

2 exp
(
−C2|x−y|2

t

)
≤ p(t,x,y)≤C3t

− d
2 exp

(
−C4|x−y|2

t

)
.

HereCi ’s are positive constants. The studies on the continuity of harmonic functions
and estimate of heat kernels for jump Markov processes have been developed for the
last decade. Jump Markov processes have discontinuous sample paths. A most typ-
ical example is the rotationally invariantα-stable process generated by the fractional
Laplacian−(−∆)α/2, where 0< α < 2. Unlike diffusion processes, harmonic func-
tions of jump Markov processes are not necessarily continuous (Barlow, Bass and et.
al. [3]). Thus, for the continuity of harmonic functions we need to impose some
conditions on the generator. This problem is considered by Bass and Levin [5], Bass
and Kassmann [4] and Husseini and Kassmann [14]. Moreover, it is proved that heat
kernels of jump Markov processes admit two-sided estimates different from those of
diffusion processes. Chen and Kumagai [9] treatedα-stable-like processes, which is
a generalization of the rotationally invariantα-stable process. In Chen, Kim and Ku-
magai [7], they gave two-sided estimates for heat kernel of relativisticα-stable-like
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processes. These processes are symmetric with respect to the Lebesgue measurem. To
analyze symmetric Markov processes, the Dirichlet form theory is a powerful tool. We
introduce the Dirichlet form(E ,F ) corresponding to the Markov process{Xt}t≥0:

E (u,v) = (−L u,v),

where(·, ·) is the inner product ofL2(Rd) andF is the domain of the formE , the
closure of the domain ofL . We define a Schrödinger formE µ by

E µ(u,v) = E (u,v)−
∫
Rd

u(x)v(x)µ(dx). (0.1)

Here µ is a suitable positive measure. We note that the second term of (0.1) con-
tributes not killing but creation of the process. We consider the fundamental solution
of ∂u/∂ t = L µu, whereL µ is the Schr̈odinger type operator defined by

(−L µu,v) = E µ(u,v).

We denote bypµ(t,x,y) the fundamental solution. Since the perturbation in a Schrö-
dinger form is defined by creation,pµ(t,x,y) is no longer a transition density of a
Markov process. However, we can define the corresponding semigroup by using the
positive continuous additive functionalAµ

t . HereAµ
t is determined uniquely fromµ by

the Revuz correspondence. Thenpµ(t,x,y) is the integral kernel of the Feynman-Kac
semigroup:

Ex[exp(Aµ
t ) f (Xt)] =

∫
Rd

pµ(t,x,y) f (y)dy. (0.2)

We comparepµ(t,x,y) with p(t,x,y). If pµ(t,x,y) has the same type two-sided es-
timate asp(t,x,y) up to positive constants, we call this phenomenonthe stability of
fundamental solutions. Intuitively, if the potentialµ is large,pµ(t,x,y) has a different
estimate fromp(t,x,y). Thus we need to formulate the smallness of the measureµ. To
this end, we use the bottom of spectrum of the time changed process byAµ

t . We recall
a result for a transient Brownian motion. Assumeµ is in a certain class. Takeda [32]
showed that under a certain condition onµ , the stability of fundamental solution holds
if and only if

λ (µ) := inf

{
1
2
D(u,u) ; u∈ H1(Rd),

∫
Rd

u2dµ = 1

}
> 1, (0.3)

whereD is the Dirichlet integral defined by

D(u,v) =
∫
Rd

∇u(x) ·∇v(x)dx

andH1(Rd) is the 1-order Sobolev space.λ (µ) is regarded as the bottom of spectrum
of the operator(1/2µ)∆, the generator of the time changed process of the Brownian
motion byAµ

t . The formula (0.3) describes the smallness of the measureµ . Indeed, if
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µ1 ≤ µ2, thenλ (µ1)≥ λ (µ2). Moreover, the following each statement is equivalent to
(0.3):

sup
x∈Rd

Ex[exp(Aµ
∞)]< ∞, (0.4)

Gµ(x,y) :=
∫ ∞

0
pµ(t,x,y)dt < ∞ for x ̸= y. (0.5)

If the measureµ satisfies (0.4) and (0.5), thenµ is said to begaugeableandsubcritical
respectively. For the proof of the stability of fundamental solutions, the equivalence of
(0.3)–(0.5) is crucial. In this thesis, the measureµ is said to be subcritical ifλ (µ)> 1.
Furthermore,

(1) µ is said to becritical if λ (µ) = 1,

(2) µ is said to besupercriticalif λ (µ)< 1.

In two cases above, we cannot expect thatpµ(t,x,y) have the same two-sided estimate
asp(t,x,y). We have not been able to give a two-sided estimate ofpµ(t,x,y). However,
there exist some papers which deal with large time asymptotics of the Feynman-Kac
semigroups,Ex[exp(Aµ

t )], if µ is critical or supercritical. We see from (0.2) that

Ex[exp(Aµ
t )] =

∫
Rd

pµ(t,x,y)dy. (0.6)

Since the subcriticality is equivalent to the gaugeability, the Feynman-Kac semigroup
diverges ast → ∞. Takeda [28, 30] showed that

lim
t→∞

1
t

log Ex[exp(Aµ
t )] =C(µ), (0.7)

where

C(µ) =− inf

{
E µ(u,u) ;

∫
Rd

u2dx= 1

}
,

that is,−C(µ) is the bottom of spectrum of the operator−L µ = −(L + µ). Hence
we see that ifµ is supercritical, thenC(µ) is positive and the expectation (0.6) grows
exponentially.

If µ is critical, C(µ) = 0 and the expectation (0.6) seems to have polynomial
growth. This conjecture is proved by Simon [25] and Cranston, Kolokoltsov and et.
al. [8] in case thatµ is absolutely continuous with respect to the Lebesgue measure.
More precisely, whenµ =V(x)dx for V ∈C∞

0 (Rd), the growth of the expectation (0.6)
has the following asymptotics:

Ex[exp(Aµ
t )]∼


C1t

1
2 (d = 3)

C2t/ logt (d = 4)

C3t (d ≥ 5).
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In this thesis we extend these results to jump Markov processes. The Dirichlet form
associated with jump Markov process{Xt}t≥0 is expressed by

E (u,v) =
∫
Rd×Rd

(u(y)−u(x))(v(y)−v(x))J(x,y)dxdy.

HereJ(x,y) is a positive symmetric Borel function calledjump intensity measure. The
terms ‘α-stable-like process’ and ‘relativisticα-stable-like process’ come from the
behavior of jump intensity measure. In this thesis, we introduce three classes of Radon
measures: theKato-classK , Green-tight Kato classK∞ andconditional Green-tight
Kato classS∞ (For the definitions, see Section 2.2). In particular, the classK∞ plays
a crucial role. Forµ ∈ K∞, we consider the Schrödinger formE µ defined in (0.1)
and denote by{Pµ

t } a semigroup generated byE µ . Using a harmonic functionh(x)
of Schr̈odinger operator, the Schrödigner form can be transformed to a Dirichlet form.
This method is called Doob’sh-transformused intensively in Chen and Zhang [12].
We consider the transformed semigroup{Pµ,h

t }t≥0 : L2(h2m)→ L2(h2m),

Pµ,h
t f (x) = Ex

[
h(Xt)

h(X0)
exp(Aµ

t ) f (Xt)

]
.

The transformed semigroup generates Markov process onRd with symmetric measure
h2m. Moreover, we see that the associated Dirichlet form onL2(h2m) is expressed as

E µ,h(u,v) =
∫
Rd×Rd

(u(y)−u(x))(v(y)−v(x))J(x,y)h(x)h(y)dxdy, (0.8)

namely, the jump intensity measureJ(x,y) is transformed toJ(x,y)h(x)h(y).
First we establish a necessary and sufficient condition onµ for the stability of

fundamental solution when the Markov process{Xt}t≥0 is α-stable-like or relativis-
tic α-stable-like. Ifµ is subcritical, the gauge functionh(x) = Ex[exp(Aµ

∞)] satisfies
1≤ h(x)≤C1 for some positive constant. HenceJ(x,y)h(x)h(y) is equivalent toJ(x,y)
and consequently the transition density function of the transformed process is equiv-
alent to the original one. Noting thatpµ(t,x,y)/h(x)h(y) is equal to the transition
density function of the transformed process, we can conclude the stability of funda-
mental solutions. For example, let{Xt}t≥0 be a transientα-stable-like process onRd.
In this case, the jump intensity measureJ(x,y) satisfies

C1

|x−y|d+α ≤ J(x,y)≤ C2

|x−y|d+α

for some positive constantsC1 andC2. The transformed Dirichlet form (0.8) is also
α-stable-like if and only if the measureµ satisfies

inf

{
E (u,u)

∣∣∣ u∈ F ,
∫
Rd

u2dµ = 1

}
> 1. (0.9)

From Chen and Kumagai [9], we know the two-sided estimate for the heat kernel of
α-stable-like process:

C1

(
t−

d
α ∧ t

|x−y|d+α

)
≤ p(t,x,y)≤C2

(
t−

d
α ∧ t

|x−y|d+α

)
.
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Therefore, we can conclude that the stability of fundamental solution is equivalent to
the condition (0.9), which is an extension of (0.3).

We next consider large time asymptotics of the expectationEx[exp(Aµ
t )], whenµ

is critical or supercritical. Since (0.7) is valid for the rotationally invariantα-stable
process ([33]), the expectation (0.6) grows exponentially ifµ is supercritical.

If µ is critical, we have a concrete growth order of (0.6) ford = 2 andα = 1,
which is the same as that of 4-dimensional Brownian motion. Takeda [34] proved that
for the rotationally invariantα-stable process withd/α > 2, the growth of (0.6) is
proportional to the timet. In this case the functionh(x) belongs toL2(Rd) and, as a
result, the transformed Markov process has the finite invariant measureh2m. Applying
the ergodic theory, we can obtain the growth order of (0.6). But whend/α ≤ 2, we
cannot use this argument becauseh(x) is not inL2(Rd). Hence, we apply an analytical
methods due to Simon [19].

If µ is critical, the construction ofh(x) is based on Takeda and Tsuchida [35], in
which they proved thath(x) is continuous and satisfiesh(x) ≍ 1∧ |x|α−d. Hence, in
order to estimate the heat kernel of theh-transformed process, we need to treat the jump
intensity likeh(x)h(y)/|x− y|d+α , which depends not only|x− y| but also|x| and|y|.
The estimate of heat kernels for these type jump processes is an interesting problem.

We finally consider harmonic functions with respect to the Markov generators. Bass
and Levin [5] showed the Ḧolder continuity of harmonic functions forα-stable-like
generators. Bass and Kassmann [4] showed the continuity of harmonic functions for
more general jump-type Markov generators. They impose two conditions on the jump
intensity measureJ(x,y): one issingularity of small jumps, namely how the amount
of jumps with sizer grows asr tends to 0. The other isquasi rotationally invariance,
namely how the process jumps in any direction to some extent. In this paper we prove
the continuity of harmonic functions under conditions weaker than those in Bass and
Kassmann [4]. For instance, we consider the caseJ(x,y) satisfies

C1

|x−y|d+1 log
3

|x−y|
≤ J(x,y)≤ C2

|x−y|d+1 log
3

|x−y|
(0< |x−y| ≤ 2)

for some positive constantsC1 andC2. This jump intensity measure is a bit different
from that ofα-stable-like processes. For detail, see Example 4.1.

This thesis is organized as follows: In Chapter 1, we prepare the basic material:
Dirichlet forms, Hunt processes, smooth measures and additive functionals. In Chapter
2, we establish a necessary and sufficient condition onµ for the stability of fundamen-
tal solutions when the process isα-stable-like or relativisticα-stable-like. In Chapter
3, for the rotationally invariant 1-stable process onR2, we consider the growth order of
Feynman-Kac expectations and differentiability of spectral functions associated with
critical Schr̈odinger forms . In Chapter 4, we study the continuity of harmonic func-
tions for a class of jump-type Markov generators containingα-stable-like ones. Our
result is an extension of preceding ones in Bass and Kassmann [4], and Husseini and
Kassmann [14].
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Chapter 1

Preliminaries

In this chapter we introduce basic material that will be used through this paper. In
Section 1, we review basic properties of Dirichlet forms and Markov processes. In
Section 2, we mainly treat the smooth measures and additive functionals.

1.1 Dirichlet forms and symmetric Hunt processes

Let (E ,F ) be a Dirichlet form onL2(Rd). HereE is a non-negative definite symmetric
bilinear form andF is an appropriate subspace ofL2(Rd) called domain. Define the
norm onF by

E1(u,v) = E (u,v)+
∫
Rd

u(x)v(x)dx.

ThenF is a Hilbert space with respect toE 1/2
1 -norm. LetCc(Rd) be the family of

continuous functions onRd with compact supports equipped with the uniform norm. If
the domainF is both dense inL2(Rd) with respect to theL2-norm and inCc(Rd) with
respect to the uniform norm, the Dirichlet form(E ,F ) is said to beregular.

It is known that a regular Dirichlet form onL2(Rd) has a unique representation as
follows:

E (u,v) = E c(u,v)+
∫
Rd×Rd

(u(y)−u(x))

(v(y)−v(x))J(x,y)dxdy+
∫
Rd

u(x)v(x)k(dx). (1.1)

We call (1.1)formulae of Beurling-Deny and LeJan. For further arguments, see§3.2
of [13]. Furthermore, by the general theory of regular Dirichlet forms, there exists
a unique Hunt process onRd associated with(E ,F ) (See Chapter 7 of [13]). Hunt
processes onRd consists of three parts according to the behaviors of sample paths.
(1.1) enables us to distinguish these behaviors of sample paths: The first part of (1.1)
is calleddiffusion partwhich satisfies strong local property: i.e. ifv is equal to some
constant on the support ofu, it follows that E c(u,v) = 0. Diffusion part describes
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the continuous movement of a particle, such as the Brownian motion. The second
part of (1.1) is calledjump partwhich satisfies non-local property and describes the
discontinuous movement of a particle. The most typical example is the rotationally
invariantα-stable process for 0< α < 2 (See Example 1.1). The last part of (1.1) is
calledkilling part which describes the disappearance of a particle in the state space.

Next we review definitions and properties of Hunt process. Let(Ω,M ,{Xt}t≥0,P)
be a stochastic process with state space(Rd,B(Rd)), whereB(Rd) stands for the
Borel σ -field onRd, i.e. (Ω,M ,P) is a probability space and eachXt is a measurable
map fromΩ to Rd. The last condition of the measurability is explicitly indicated
by Xt ∈ M /B(Rd). We say that the family{Mt}t≥0 of sub-σ -fields of M is an
admissible filtrationif {Mt}t≥0 is increasing int andXt ∈ Mt/B for eacht ≥ 0. An
admissible filtration{Mt}t≥0 is calledright continuousif for any t ≥ 0,

Mt = Mt+ := ∩t ′>tMt ′ .

Adjoining an extra point∆ to a measurable space(Rd,B(Rd)), we set

Rd = Rd ∪∆, B(Rd) = B(Rd)∪{B∪∆ : B∈ B(Rd)}.

A quadrupleM = (Ω,M ,{Xt}t≥0,{Px}x∈Rd) is said to benormal Markov processon

(Rd,B(Rd)) if the following conditions are satisfied:

(M-1) For eachx∈ Rd, (Ω,M ,{Xt}t≥0,Px) is a stochastic process onRd.

(M-2) Px(Xt ∈ E) is measurable fort ≥ 0 andE ∈ B(Rd).

(M-3) There exists an admissible filtration{Mt}t≥0 such that

Px(Xt+s ∈ E | Mt) = PXt (Xs ∈ E), Px-a.s.

for anyx∈ Rd, t,s≥ 0 andE ∈ B(Rd).

(M-4) P∆(Xt = ∆) = 1 for anyt ≥ 0.

(M-5) Px(X0 = x) = 1 for anyx∈ Rd.

Before we define a Hunt process, we introduce stopping time and sub-σ -field defined
by stopping time. A[0,∞]-valued functionσ on Ω is called anMt -stopping timeif
{σ ≤ t} ∈ Mt for eacht ≥ 0. For a stopping timeσ , we define the sub-σ -field Mσ by

Mσ = {Λ ∈ M : Λ∩{σ ≤ t} ∈ Mt for all t ≥ 0}.

Markov processM is said to beHunt process, if the following additional conditions are
satisfied:

(M-6) (i) X∞(ω) = ∆ for anyω ∈ Ω.

(ii) Xt(ω) = ∆ for t ≥ ζ (ω), whereζ (ω) is the life time defined byζ (ω) =
inf{t ≥ 0 : Xt(ω) = ∆}
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(iii) for eacht ∈ [0,∞], there exists a mapθt from Ω to Ω such thatXs◦θt =Xt+s

for s≥ 0.

(iv) For eachω ∈ Ω, the sample patht → Xt(ω) is right continuous on[0,∞)
and has the left limit on(0,∞).

(M-7) (i) The admissible filtration{Mt}t≥0 is right continuous and for any probabil-
ity measureν onRd, E ∈ B(Rd) ands≥ 0,

Pν(Xσ+s ∈ E | Mσ ) = PXσ (Xs ∈ E), Pν -a.s.,

whereσ is {Mt}t≥0-stopping time.

(ii) Let ν be an arbitrary probability measure onRd. For any{Mt}t≥0-stopping
time σn increasing toσ , it holds that

Pν( lim
n→∞

Xσn = Xσ ,σ < ∞) = Pν(σ < ∞).

The properties in (M-7) are called thestrong Markov propertyand thequasi left conti-
nuity respectively.

In the sequel, we abbreviate the Hunt process by{Xt}t≥0 for the convenience. Let
{Pt}t>0 be the semigroup generated by the Hunt process{Xt}t≥0:

Pt f (x) = Ex[ f (Xt)] =
∫
Rd

p(t,x,y) f (y)dy,

wherep(t,x,y) is the transition probability density of{Xt}t≥0. If we use the unique
operatorL satisfyingE (u,v) =−(L u,v), p(t,x,y) is the fundamental solution of the
equation∂u/∂ t =L u. Forβ > 0, we define the resolvent kernel ofβ -order as follows:

Gβ (x,y) =
∫ ∞

0
e−β t p(t,x,y)dt.

If we admit the case the right hand side is equal to infinity, this formula is valid for
β = 0. We denote byG(x,y) the resolvent kernel of 0-order, which we call thegreen
kernel. The Hunt process{Xt}t≥0 or the associated Dirichlet form(E ,F ) is said to be
transientif G(x,y)< ∞ for x ̸= y. In order to characterize transience property, we often
use theextended Dirichlet spaceFe. Fe is defined as a family of measurable functions
onRd satisfying the following two conditions:

• |u|< ∞ m-a.e.

• There exists anE -Cauchy sequence{un}n∈N of functions inF such that
lim
n→∞

un = u m-a.e.

ObviouslyF is a subspace ofFe, and we see thatFe∩L2(Rd) = F from Theorem
1.5.2 of [13]. The following proposition is taken from Theorem 1.5.3 of [13], which
describes necessary and sufficient conditions for the transience of Dirichlet form.

Proposition 1.1. Fe is the extended Dirichlet space of transient Dirichlet formE if
and only if the following conditions are satisfied.
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(i) Fe is a real Hilbert space with inner productE .

(ii) There exists an m-integrable bounded function g strictly positive m-a.e. such that
Fe ⊂ L1(g·m) and∫

Rd
|u(x)|g(x)m(dx)≤

√
E (u,u), ∀u∈ Fe.

(iii) Fe∩L2(Rd) is dense both in L2(Rd) and in(Fe,E ).

(iv) For any u∈ Fe and its normal contraction v, it follows that v∈ Fe and
E (v,v) ≤ E (u,u). Here we say v is a normal contraction of u, if|v(x)| ≤ |u(x)|
for all x ∈ Rd and|v(x)−v(y)| ≤ |u(x)−u(y)| for all x,y∈ Rd.

In this thesis, we consider the Hunt process which consists of only discontinuous
sample paths. These Hunt process is calledjump processes. (1.1) implies that the
jump process{Xt}t≥0 is characterized by a regular Dirichlet form(E ,F ) on L2(Rd)
as follows:

E (u,u) =
∫
Rd×Rd

(u(y)−u(x))2J(x,y)dxdy, F = {Cc(Rd)}
E

1/2
1 ,

whereJ(x,y) is a symmetric Borel function.J(x,y) describes the frequency of jump
and is called jump intensity measure. We close this section by introducing three im-
portant examples of jump processes.

Example 1.1. If J(x,y) = Cα/|x− y|d+α for 0 < α < 2 and positive constant Cα ,
{Xt}t≥0 is called the rotationally invariantα-stable process. The characteristic func-
tion satisfies

E0[exp(iu ·Xt)] = exp(−t|u|α).

Example 1.2. We call the associated process{Xt}t≥0 α-stable-like, if J(x,y) satisfies

C1

|x−y|d+α ≤ J(x,y)≤ C2

|x−y|d+α

for some positive constants C1 and C2.

Example 1.3. {Xt}t≥0 is called relativisticα-stable-like if J(x,y) satisfies

C1

|x−y|d+α exp(−m0|x−y|)≤ J(x,y)≤ C2

|x−y|d+α exp(−m0|x−y|)

for some positive constants C1,C2 and m0.
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1.2 Smooth measures and additive functionals

In this section we define smooth measures and positive continuous additive functionals.
In order to define smooth measures, we first review the definition of capacity. Denote
by O the family of all open subset ofRd. ForA∈ O, we define

LA = {u∈ F ; u≥ 1 m-a.e. onA},

Cap(A) =

{
infu∈LA E1(u,u), LA ̸= /0

∞, LA = /0.

For any setA⊂ Rd, we set

Cap(A) = inf
B∈O,A⊂B

Cap(B).

We call this thecapacityof A. The setA is said to beexceptionalif Cap(A) = 0. We
use the termquasi everywhere (in abbreviation, q.e.)in order to mention ‘except for
an exceptional set’.

A positive Radon measureµ onRd is said to beof finite energy integralif∫
Rd

|v(x)|µ(dx)≤CE1(v,v) (v∈ F ∩Cc(Rd))

for some positive constantC. We denote byS0 the family of positive Radon measures
of finite energy integral. SinceF is a Hilbert space with respect toE1-norm, Riesz
representation theorem implies that there exists a uniqueU1µ ∈ F such that

E1(U1µ,v) =
∫
Rd

v(x)µ(dx).

We call the functionU1µ 1-potential. Moreover, we define a subsetS00 of S0 by

S00 = {µ ∈ S0 ; µ(Rd)< ∞, ∥U1µ∥∞ < ∞},

where∥ · ∥∞ stands for the norm ofL∞(Rd).
Using these material, we definesmooth measuresandsmooth measures in the strict
sense.

Definition 1.1. (i) A positive Borel measureµ is said to be smooth (µ ∈ S) if µ
charges no set of zero capacity and there exists an increasing sequence{Fn}n∈N
of closed sets such thatµ(Fn)< ∞ for all n ∈ N and limn→∞ Cap(K\Fn) = 0 for
any compact set K.

(ii) A positive Borel measureµ is said to be smooth in the strict sense (µ ∈ S1) if
there exists a sequence{En}n≥1 of Borel sets increasing toRd such that
1En · µ ∈ S00 for each n andPx(limn→∞ TRd\En

= ∞) = 1 for any x∈ Rd, where

TRd\En
:= inf{t > 0 ; Xt ∈ Rd\En}.

Next we introduce additive functionals. TheR-valued stochastic process{At}t≥0

is calledpositive continuous additive functional(PCAF in abbreviation) if it satisfies
the following conditions:

12



(A-1) At is Ft-measurable,{Ft} being the minimum completed admissible filtration
of the Hunt process.

(A-2) There exist a setΛ ∈ F∞ and an exceptional setN ⊂Rd such thatPx(Λ) = 1 for
anyx ∈ Rd\N, θtΛ ⊂ Λ for any t > 0, and moreover for eachω ∈ Λ, A·(ω) is
right continuous and has the left limit on[0,ζ (ω)),A0(ω) = 0, |At(ω)|< ∞ for
t < ζ (ω), At(ω) = Aζ (ω)(ω) for t ≥ ζ (ω) andAt+s(ω) = As(ω)+At(θsω) for
anyt,s≥ 0.

If we can choose the empty set as an exceptional set in (A-2),{At} is calledPCAF in
the strict sense. It is known from Theorem 5.1.3 (Theorem 5.1.7) of [13] that there is
one to one correspondence between the set of smooth measures (in the strict sense) and
the set of PCAFs (in the strict sense). This relation is calledthe Revuz correspondence:
for all positive bounded Borel measurable functionf andγ-excessive functionh,∫

Rd
f (x)h(x)µ(dx) = lim

t→0

1
t
Eh·m

[∫ t

0
f (Xs)dAµ

s

]
.

In particular, ifµ is absolutely continuous with respect to the Lebesgue measuremand
consequentlyµ =V(x)dx, it holds thatAµ

t =
∫ t

0V(Xs)ds.
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Chapter 2

Perturbation of Dirichlet forms
and stability of fundamental
solutions

In this chapter we assume that the Hunt process{Xt}t≥0 or the associated Dirichlet
form (E ,F ) is α-stable-like or relativisticα-stable-like. Denote by{Pt} the associated
semigroup and letp(t,x,y) be the transition density function of{Xt}t≥0. It is well
known that{Pt} admits the integral kernelp(t,x,y).

We consider the perturbation of Dirichlet form defined by

E µ(u,u) := E (u,u)−
∫
Rd

u2dµ =−(L u,u)−
∫
Rd

u2dµ .

Hereµ is a positive measure in the Kato class satisfying Green tightness (in abbrevi-
ation µ ∈ K∞). Let {Pµ

t } be the associated semigroup. This semigroup also admits
the integral kernelpµ(t,x,y) defined on(0,∞)×Rd×Rd. We comparepµ(t,x,y) with
p(t,x,y). Chen, Kim and Kumagai [7] and Chen and Kumagai [9] proved that both
upper estimates and lower estimates ofp(t,x,y) are the same function up to positive
constants. Ifpµ(t,x,y) has the same estimate asp(t,x,y) up to positive constants,
we call this phenomenonstability of fundamental solution. Suppose that the measure
µ ∈ K∞ is of 0-order finite energy integral, namely,µ and the Green kernelG(x,y)
satisfies ∫

Rd×Rd
G(x,y)µ(dx)µ(dy)< ∞.

Our goal is to prove that the subcriticality ofµ is the necessary and sufficient condition
for the stability of fundamental solutions.

For the construction of the necessary condition, we need to check some classes
of measures. Takeda [29] showed that there are some conditions equivalent to the
subcriticality of the measureµ . However, this equivalence is valid for the class of
conditionally Green-tight measuresS∞, which is in general a subclass ofK∞. In order
to apply this argument to the classK∞, we first proveK∞ = S∞ using 3G-inequality.
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For the construction of the sufficient condition, we apply Doob’sh-transformation.
Hereh(x) is a harmonic function of the perturbed operatorL µ := L + µ. If h(x) =
exp(u(x)) for u ∈ Fe, we can apply the argument of Chen and Zhang [12], and thus
construct a transformed semigroup{Pµ,h

t } on L2(h2dm). We can describe the associ-
ated Dirichlet form(E µ,h,D(E µ,h)), which is equivalent to the original(E ,F ) and
then conclude the stability of fundamental solutions. In order to apply this argument,
we assume thatµ is of 0-order finite energy integral.

This chapter is organized as follows: in Section 1 we review two properties forα-
stable-like processes and relativisticα-stable-like processes: one is the conservative-
ness of processes given by Masamune and Uemura [21], and the other is the two-sided
heat kernel estimates given by Chen, Kim and Kumagai [7] and Chen and Kumagai
[9]. We also give the two-sided estimates for Green kernels. In Section 2 we will give
the definition of some classes of smooth measures: the Kato classK , the Green-tight
Kato classK∞ and the conditional Green-tight Kato classS∞. In Section 3 we prove
the main result following the arguments of Chen and Zhang [12] and Takeda [31].

2.1 Heat kernel estimates for jump Markov processes

We first define the Dirichlet forms associated withα-stable-like process and relativistic
α-stable-like process. Let(E ,F ) be a jump type regular Dirichlet form onL2(Rd) as
follows:

E (u,u) =
∫
Rd×Rd

(u(y)−u(x))2J(x,y)dxdy, F = {Cc(Rd)}
E

1/2
1 , (2.1)

whereCc(Rd) is the family of all continuous functions onRd with compact supports,
E1(u,u) = E (u,u)+

∫
Rd u2(x)dxandJ(x,y) is a symmetric Borel function called jump

measure. Here we consider the two cases:

C1

|x−y|d+α ≤ J(x,y)≤ C2

|x−y|d+α (0< α < 2), (2.2)

C1exp(−m0|x−y|)
|x−y|d+α ≤ J(x,y)≤ C2exp(−m0|x−y|)

|x−y|d+α (0< α < 2, m0 > 0). (2.3)

In the sequelCi ’s are unimportant positive constants varying line to line. Denote by
{Xt}t≥0 the associated Hunt process. IfJ(x,y) satisfies (2.2),{Xt}t≥0 is calledα-
stable-like. IfJ(x,y) satisfies (2.3),{Xt}t≥0 is called relativisticα-stable-like.

The Hunt process{Xt}t≥0 is said to beconservativeif

Px(ζ = ∞) = 1 q.e.x∈ Rd,

whereζ is the life time of{Xt}t≥0 defined by

ζ := inf{t ≥ 0, Xt = ∆}.

We first show the conservativeness of{Xt}t≥0. Masamune and Uemura [21] established
some sufficient conditions for conservativeness of jump Markov processes on locally
compact metric spaces. If we rewrite their theorem in the framework of jump Markov
processes onRd, we have the following assertion.
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Theorem 2.1. Let (E ,F ) be a jump regular Dirichlet form defined by(2.1). The
associated Hunt process{Xt}t≥0 is conservative if the following two conditions are
satisfied:

(i) sup
x∈Rd

∫
Rd\{x}

(1∧|x−y|2)J(x,y)dy< ∞.

(ii) For any a> 0, it holds that e−a|x| ∈ L1(Rd).

If J(x,y) satisfies (2.2) or (2.3), we see that{Xt}t≥0 is conservative from this theo-
rem. Indeed, in the both cases, the upper bound ofJ(x,y) implies∫

Rd\{x}
(1∧|x−y|2)J(x,y)dy≤

∫
Rd\{x}

(1∧|x−y|2) · C1

|x−y|d+α dy

=
∫
|x−y|≤1

C1

|x−y|d+α−2 dy+
∫
|x−y|≥1

C1

|x−y|d+α dy.

Using the spherical coordinates, the last line of the above formula is equal to

C2

(∫ 1

0
r1−αdr+

∫ ∞

1
r−1−αdr

)
.

Since 0< α < 2, this value is bounded by some positive constant not depending on
x∈ Rd. Hence we obtain (i). Moreover, we see that∫

Rd
exp(−a|x|)dx=C3

∫ ∞

0
rd−1exp(−ar)dr < ∞.

Thus we obtain (ii).
Next we review the two-sided heat kernel estimates. Chen and Kumagai [9] showed

heat kernel estimates forα-stable-like processes.

Theorem 2.2. Let{Xt}t≥0 be anα-stable-like process onRd. Then there exist positive
constants C1 and C2 such that for all t> 0 and x,y∈ Rd,

C1

(
t−

d
α ∧ t

|x−y|d+α

)
≤ p(t,x,y)≤C2

(
t−

d
α ∧ t

|x−y|d+α

)
. (2.4)

Furthermore, Chen, Kim and Kumagai [7] gave heat kernel estimates for relativistic
α-stable-like processes.

Theorem 2.3. Let {Xt}t≥0 be anα-stable-like process onRd. Then the heat kernel
p(t,x,y) has different two-sided estimates according to the sizes of t and|x−y|.

(i) If 0 ≤ t ≤ 1 and |x− y| ≤ 1, p(t,x,y) satisfies the same two-sided estimates as
α-stable-like processes:

C1

(
t−

d
α ∧ t

|x−y|d+α

)
≤ p(t,x,y)≤C2

(
t−

d
α ∧ t

|x−y|d+α

)
. (2.5)
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(ii) If 0≤ t ≤ 1 and|x−y| ≥ 1, p(t,x,y) satisfies

C1t
exp(−C2|x−y|)

|x−y|d+α ≤ p(t,x,y)≤C3t
exp(−C4|x−y|)

|x−y|d+α . (2.6)

(iii) If 1≤ t ≤ |x−y|, p(t,x,y) satisfies

C1t
− d

2 exp(−C2|x−y|)≤ p(t,x,y)≤C3t
− d

2 exp(−C4|x−y|). (2.7)

(iv) If 1∨|x−y| ≤ t, p(t,x,y) satisfies

C1t
− d

2 exp
(
−C2|x−y|2

t

)
≤ p(t,x,y)≤C3t

− d
2 exp

(
−C4|x−y|2

t

)
. (2.8)

In the sequel, we assume that{Xt}t≥0 is transient and consequently{Xt}t≥0 admits
the finite Green kernel. We obtain the two-sided estimates for Green kernels from
Theorems 2.2 and 2.3.

Proposition 2.1. Let {Xt}t≥0 be the transient Hunt process generated by a Dirichlet
form (E ,F ) satisfying(2.1).

(i) Suppose J(x,y) satisfies(2.2). Then the Green kernel G(x,y) satisfies

C1

|x−y|d−α ≤ G(x,y)≤ C2

|x−y|d−α . (2.9)

(ii) Suppose J(x,y) satisfies(2.3). Then the Green kernel G(x,y) satisfies

C1

( 1
|x−y|d−α ∨ 1

|x−y|d−2

)
≤ G(x,y)

≤C2

( 1
|x−y|d−α ∨ 1

|x−y|d−2

)
. (2.10)

Proof. (i) The transience of{Xt}t≥0 impliesα < d. Since we obtain the heat kernel
estimates ofα-stable-like processes in Theorem 2.2, it follows that

C1

∫ ∞

0

(
t−

d
α ∧ t

|x−y|d+α

)
dt ≤ G(x,y)≤C2

∫ ∞

0

(
t−

d
α ∧ t

|x−y|d+α

)
dt.

We first comparet−
d
α with t/|x−y|d+α . Since it holds that

t−
d
α ≤ t

|x−y|d+α ⇔ |x−y|d+α ≤ t1+ d
α ⇔ |x−y|α ≤ t,

we obtain

t−
d
α ∧ t

|x−y|d+α =

{
t/|x−y|d+α (t ≤ |x−y|α)
t−

d
α (t ≥ |x−y|α)
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This estimate implies that∫ ∞

0

(
t−

d
α ∧ t

|x−y|d+α

)
dt =

∫ |x−y|α

0

t
|x−y|d+α dt+

∫ ∞

|x−y|α
t−

d
α dt

=
1

2|x−y|d−α +
( d

α
−1

)−1 1
|x−y|d−α =

C3

|x−y|d−α .

Hence, we conclude (2.9).

(ii) The transience of the process impliesd≥ 3. First we assume that|x−y| ≤ 1. We
have (2.5) for 0≤ t ≤ 1 and (2.8) fort ≥ 1. Thus it follows that∫ ∞

0
p(t,x,y)dt =

∫ 1

0
p(t,x,y)dt+

∫ ∞

1
p(t,x,y)dt

≤
∫ 1

0
C1

(
t−

d
α ∧ t

|x−y|d+α

)
dt+

∫ ∞

1
C2t

− d
2 exp

(
−C3|x−y|2

t

)
dt. (2.11)

Here the first term of (2.11) satisfies∫ 1

0
C1

(
t−

d
α ∧ t

|x−y|d+α

)
dt

≤
∫ ∞

0
C1

(
t−

d
α ∧ t

|x−y|d+α

)
dt ≤ C4

|x−y|d−α . (2.12)

Moreover, the second term of (2.11) satisfies∫ ∞

1
C2t

− d
2 exp

(
− C3|x−y|2

t

)
dt ≤

∫ ∞

|x−y|2
C2t

− d
2 exp

(
−C3|x−y|2

t

)
dt

≤
∫ ∞

|x−y|2
C2t

− d
2 dt ≤ C5

|x−y|d−2 ≤ C5

|x−y|d−α . (2.13)

Combining (2.12) and (2.13), we obtain the upper bound:∫ ∞

0
p(t,x,y)dt ≤ C6

|x−y|d−α . (2.14)

For the lower bound, we have∫ ∞

0
p(t,x,y)dt ≥

∫ |x−y|α

0
p(t,x,y)dt

≥
∫ |x−y|α

0
C7

t
|x−y|d+α dt =

C8

|x−y|d−α . (2.15)

Combining (2.14) and (2.15), we have for|x−y| ≤ 1

C1

|x−y|d−α ≤ G(x,y)≤ C2

|x−y|d−α . (2.16)
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We next assume that|x− y| ≥ 1. We obtained (2.6) for 0≤ t ≤ 1. However,
noting that|x−y| ≤ exp(|x−y|), we can make the left hand side of (2.6) smaller:

C1t
exp(−C2|x−y|)

|x−y|d+α ≥C1t exp(−(C2+d+α)|x−y|)

≥C3t exp(−C4|x−y|). (2.17)

Similarly, noting that|x−y| ≥ 1, we can make the right hand side of (2.6) larger:

C5t
exp(−C6|x−y|)

|x−y|d+α ≤C5t exp(−C6|x−y|). (2.18)

Hence (2.17) and (2.18) imply

C1t exp(−C2|x−y|)≤ p(t,x,y)≤C3t exp(−C4|x−y|).

Moreover, we obtained (2.7) for 1≤ t ≤ |x−y| and (2.8) fort ≥ |x−y|. Thus it
follows that∫ ∞

0
p(t,x,y)dt ≤

∫ 1

0
C3t exp(−C4|x−y|)dt+

∫ |x−y|

1
C5t

− d
2 exp(−C6|x−y|)dt

+
∫ ∞

|x−y|
C7t

− d
2 exp

(
−C8|x−y|2

t

)
dt. (2.19)

The first term of (2.19) satisfies∫ 1

0
C3t exp(−C4|x−y|)dt ≤C9exp(−C10|x−y|)≤ C11

|x−y|d−2 . (2.20)

The second term of (2.19) satisfies∫ |x−y|

1
C5t

− d
2 exp(−C6|x−y|)dt ≤

∫ ∞

1
C5t

− d
2 exp(−C6|x−y|)dt

≤C12exp(−C13|x−y|)≤ C14

|x−y|d−2 . (2.21)

For the third term of (2.19), we substitutes= |x−y|2/t. It follows that∫ ∞

|x−y|
C7t

− d
2 exp

(
− C8|x−y|2

t

)
dt =

∫ |x−y|

0
C7|x−y|2−ds

d
2−2exp(−C8s)ds

≤ C7

|x−y|d−2

∫ ∞

0
s

d
2−2exp(−C8s)ds≤ C15

|x−y|d−2 . (2.22)

Thus, combining (2.20)–(2.22), we have the upper bound

p(t,x,y)≤ C16

|x−y|d−2 (2.23)
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We can also obtain the lower bound:∫ ∞

0
p(t,x,y)dt ≥

∫ ∞

|x−y|
p(t,x,y)dt

≥
∫ ∞

|x−y|
C17t

− d
2 exp

(
−C18|x−y|2

t

)
dt

=
∫ |x−y|

0
C17|x−y|2−ds

d
2−2exp(−C18s)ds. (2.24)

Noting that|x−y| ≥ 1, we can make the right hand side of (2.24) smaller:∫ |x−y|

0
C17|x−y|2−ds

d
2−2exp(−C18s)ds

≥
∫ 1

0
C17|x−y|2−ds

d
2−2exp(−C18s)ds≥ C19

|x−y|d−2 . (2.25)

We thus have for|x−y| ≥ 1

C1

|x−y|d−2 ≤ G(x,y)≤ C2

|x−y|d−2 (2.26)

from (2.23) and (2.25). On account of (2.16) and (2.26), we obtain (2.10).

We close this section introducing a certain function space. LetG be a function
space as follows:

G =
{

g ; g is a positive decreasing function on(0,∞),∃C1,C2 s.t.C1 ≤
g(2r)
g(r)

≤C2

}
,

whereC1 andC2 are independent ofr > 0. The following corollary plays a crucial role
in the next section.

Corollary 2.1. Let{Xt}t≥0 be either anα-stable-like process or a relativisticα-stable-
like process. Then there exists a function g∈ G such that for all x,y∈ Rd with x ̸= y,

C1g(|x−y|)≤ G(x,y)≤C2g(|x−y|).

Proof. By Proposition 2.1, we have only to prove that bothg1(r) = rα−d andg2(r) =
rα−d ∨ r2−d belong to the function spaceG . Sinceg1(2r)/g1(r) = 2α−d, we conclude
g1 ∈ G . Similarly, we obtain

g2(2r)
g2(r)

=


2α−d (r ≤ 1/2)

22−d · r2−α (1/2≤ r ≤ 1)

22−d (r ≥ 1)

and consequently 2α−d ≤ g2(2r)/g2(r)≤ 22−d. Thus we concludeg2 ∈ G .
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2.2 Properties of Kato class measures

A setB⊂Rd is callednearly Borel measurableif for each probability measureν onRd,
there exist Borel setsB1,B2 ∈ B(Rd) such thatB1 ⊂ B⊂ B2 andPν(Xt ∈ B2\B1, ∃t ≥
0) = 0. We introduce some kinds of ‘small sets’ for a Markov process{Xt}t≥0.

Definition 2.1. (i) A set A⊂ Rd is said to be polar if there exists a nearly Borel
measurable set B such that A⊂ B andPx(σB = ∞) = 1 for all x ∈ Rd. Here
σB = inf{t > 0 | Xt ∈ B}.

(ii) The subset A⊂Rd is said to be m-polar if there exists a nearly Borel measurable
set B such that A⊂ B andPm(σB = ∞) = 1. Here,Pm(Λ) =

∫
Rd Px(Λ)m(dx).

Moreover, the setA is m-polar if and only if A is an exceptional set defined in
Section 1.2. Recall that{Xt}t≥0 admits an absolute continuous heat kernel with respect
to the Lebesgue measure. It is known that the absolute continuity of heat kernel implies
that the polar set or the exceptional set is empty set. Thus, when we consider a smooth
measureµ or the associated PCAFAµ

t , we can strengthen them to the strict ones. We
denote byS1 the family of smooth measure in the strict sense. Now we define some
subclasses ofS1.

Definition 2.2. A smooth measure in the strict senseµ is said to be in the Kato class
(µ ∈ K in notation), if it holds that

lim
β→∞

sup
x∈Rd

∫
Rd

Gβ (x,y)µ(dy) = lim
β→∞

sup
x∈Rd

∫
Rd

∫ ∞

0
e−β t p(t,x,y)dtµ(dy) = 0. (2.27)

The following definition on the Green-tight smooth measures of Kato class is taken
from Takeda [29].

Definition 2.3. A measureµ ∈ K is said to be Green-tight (µ ∈ K∞ in notation), if for
anyε > 0, there exist a compact set Kε and a positive constantδε such that

sup
x∈Rd

∫
Kc

ε
G(x,y)µ(dy)≤ ε (2.28)

and for any B⊂ Kε with µ(B)< δε , it holds that

sup
x∈Rd

∫
B

G(x,y)µ(dy)≤ ε. (2.29)

The following definition on the conditionally Green-tight smooth measures of Kato
class is also taken from Takeda [29].

Definition 2.4. A measureµ ∈ K is said to be in the classS∞, if for any ε > 0, there
exists a compact set Kε and a positive constantδε such that

sup
x,z∈Rd

∫
Kc

ε

G(x,y)G(y,z)
G(x,z)

µ(dy)≤ ε
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and for any B⊂ Kε with µ(B)< δε , it holds that

sup
x,z∈Rd

∫
B

G(x,y)G(y,z)
G(x,z)

µ(dy)≤ ε.

There are different definitions forK ,K∞ andS∞ in [6, 36]. We first make sure that
these definitions are equivalent each other.

Proposition 2.2. The following assertions are equivalent each other.

(i) µ ∈ K. i.e. µ satisfies (2.27).

(ii) lim
t→0

sup
x∈Rd

Ex[A
µ
t ] = 0.

(iii) lim
a→0

sup
x∈Rd

∫
|x−y|≤a

G(x,y)µ(dy) = 0.

Proof. As a definition ofK , [6] used (ii) and [36] used (iii) instead of (2.27). Note that

Ex[A
µ
t ] =

∫
Rd

∫ t

0
p(s,x,y)dsµ(dy) (2.30)

by [1]. Thus the formula (ii) is rewritten as follows:

lim
t→0

sup
x∈Rd

∫
Rd

∫ t

0
p(s,x,y)dsµ(dy) = 0. (2.31)

We see from Lemma 3.1 of [20] that (2.27) and (2.31) are equivalent, which implies
the equivalence between (i) and (ii).

As for the equivalence between (ii) and (iii), Kuwae and Takahashi proved in The-
orem 3.2 of [20] for more general Markov processes, but we give another proof here
by checking some conditions in Zhao [38]. Let

τB(x,r) := inf{t > 0 ; Xt /∈ B(x, r)},
TB(x,r) := inf{t > 0 ; Xt ∈ B(x, r)}.

τB(x,r) andTB(x,r) are calledfirst exiting timeandfirst hitting timeof B(x, r) respectively.
On account of Theorem 1 of [38], it is sufficient to prove the following three formulae:

α0 := sup
t>0

inf
r>0

sup
x∈Rd

Px(τB(x,r) > t)< 1, (2.32)

β0 := sup
r>0

inf
t>0

sup
x∈Rd

Px(τB(x,r) < t)< 1, (2.33)

λ0 := sup
u>0

inf
r>0

sup
|x−y|≥u

Py(TB(x,r) < ∞)< 1. (2.34)
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Define the functionφ(r) as follows:

φ(r) =

{
rα ({Xt}t≥0is α-stable-like)

rαem0r ({Xt}t≥0is relativisticα-stable-like).

We first show that there exists a positive constantC1 such that for allx∈ Rd and 0<
r < 1/4,

Ex[τB(x,r)]≤C1φ(r). (2.35)

Indeed, using the L̀evy system formula and the lower bound of jump measure, we have

1≥ Px(XτB(x,r)
/∈ B(x,2r)) = Ex

[∫ τB(x,r)

0

∫
B(x,2r)

c J(Xs,u)duds

]
≥ Ex

[∫ τB(x,r)

0

∫
B(x,2r)

c

C2

|Xs−u|dφ(|Xs−u|)
duds

]
. (2.36)

Note thatXs ∈ B(x, r) for 0 ≤ s< τB(x,r) and for fixedw ∈ B(x, r), {u : |w− u| ≥
3r} ⊂ B(x,2r)

c
. Applying this to the right hand side of (2.36) and using the spherical

coordinates, we obtain

Ex

[∫ τB(x,r)

0

∫
B(x,2r)

c

C2

|Xs−u|dφ(|Xs−u|)
duds

]
≥C3

∫ ∞

3r

1
ρφ(ρ)

dρEx[τB(x,r)]

≥C4

∫ 1

3r
ρ−α−1dρEx[τB(x,r)] =C5((3r)−α −1)Ex[τB(x,r)]. (2.37)

Since we assumed that 0< r < 1/4, it follows that

(3r)−α −1= (3r)−α(1− (3r)α)≥C6r−α .

Hence the right hand side of (2.37) is estimated as follows:

C5((3r)−α −1)Ex[τB(x,r)]≥C6r−αEx[τB(x,r)]≥
C6

φ(r)
Ex[τB(x,r)]. (2.38)

Thus (2.36)–(2.38) imply 1≥C6/φ(r) ·Ex[τB(x,r)] and we have (2.35).This is an exten-
sion of Theorem 5.1 in [9]. It is clear that (2.35) implies

Px(τB(x,r) > t)≤ C8φ(r)
t

and we obtain (2.32) withα0 = 0.
Applying Proposition 4.9 of Chen and Kumagai [10], we see that for arbitraryε > 0

there existsγε > 0 such that for 0< r < 1 andx∈ Rd

Px(τB(x,r) < γε φ(r))≤ ε.

Thus, for 0< r < 1 we obtain

inf
t>0

sup
x∈Rd

Px(τB(x,r) < t)≤ sup
x∈Rd

Px(τB(x,r) < γε φ(r))≤ ε.
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For r ≥ 1, we obtain

inf
t>0

sup
x∈Rd

Px(τB(x,r) < t)≤ sup
x∈Rd

Px(τB(x,r) < γε φ(1/2))

≤ sup
x∈Rd

Px(τB(x,1/2) < γε φ(1/2))≤ ε.

Hence, we obtain (2.33) withβ0 = 0.
We can prove (2.34) in the same way as is used in Lemma 5 of [38], which deals

with Lévy processes. Corollary 2.1 implies that there exist positive constantsC1,C2

andg∈ G such that

C1g(|x−y|)≤ G(x,y)≤C2g(|x−y|).

Fix u> 0 andb≥ 1. If |x−y| ≥ u, 0< r ≤ u/(2b+1) and|z−x| ≤ r, it follows that
|y−z| ≥ 2br and consequently

C2g(2br)≥C2g(|y−z|)≥ G(y,z).

Thus, we have

C3g(2br)rd ≥
∫

B(x,r)
G(y,z)dz≥ Ey

[∫ ∞

TB(x,r)

1B(x,r)(Xt)dt

]

= Ey

[
EXTB(x,r)

[∫ ∞

0
1B(x,r)(Xt)dt

]
: TB(x,r) < ∞

]
, (2.39)

where we used the strong Markov property in the last equality. Note thatXTB(x,r)
∈

B(x, r) and

Ew

[∫ ∞

0
1B(x,r)(Xt)dt

]
=

∫
B(x,r)

G(w,z)dz.

Hence the right hand side of (2.39) satisfies

Ey

[
EXTB(x,r)

[∫ ∞

0
1B(x,r)(Xt)dt

]
: TB(x,r) < ∞

]
≥ Py(TB(x,r) < ∞) · inf

|w−x|≤r

∫
B(x,r)

G(w,z)dz

≥ Py(TB(x,r) < ∞) · inf
|w−x|≤r

∫
B(x,r)

C1g(|w−z|)dz. (2.40)

Moreover, |w− x| ≤ r and z∈ B(x, r) imply |w− z| ≤ 2r, and using the monotone
decreasing property ofg, we obtain

Py(TB(x,r) < ∞) · inf
|w−x|≤r

∫
B(x,r)

C1g(|w−z|)dz≥C4g(2r)rdPy(TB(x,r) < ∞). (2.41)

From (2.39)–(2.41), we see that

Py(TB(x,r) < ∞)≤ C3g(2br)
C4g(2r)
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for |x−y| ≥ u, 0< r ≤ u/(2b+1) andu> 0. We thus see that

inf
r>0

sup
|x−y|≥u

Py(TB(x,r) < ∞)≤ inf
0<r≤u/(2b+1)

sup
|x−y|≥u

Py(TB(x,r) < ∞)

≤ inf
0<r≤u/(2b+1)

sup
|x−y|≥u

C3g(2br)
C4g(2r)

= inf
0<r≤u/(2b+1)

C3g(2br)
C4g(2r)

≤ limsup
r→0

C3g(2br)
C4g(2r)

.

For a sufficiently largeb, the right hand side of the above formula is smaller than 1.
Hence, we obtain (2.34).

In the sequel, we assumeµ ∈ K . The following proposition says that the two def-
initions on the Green-tight smooth measures of Kato class from [6] and [29] coincide
with each other.

Proposition 2.3. For µ ∈ K, the following assertions are equivalent each other.

(i) µ ∈ K∞. i.e. µ satisfies (2.28)–(2.29).

(ii) For anyε > 0 there exist a set Fε of µ-finite measure and a positive constantδ̃ε
such that

sup
x∈Rd

∫
Fc

ε
G(x,y)µ(dy)≤ ε

and for any B⊂ Fε with µ(B)< δ̃ε ,

sup
x∈Rd

∫
B

G(x,y)µ(dy)≤ ε.

(iii) It holds that

lim
r→∞

sup
x∈Rd

∫
|y|>r

G(x,y)µ(dy) = 0.

Proof. We assume (i) and letKε andδε be a compact set and a positive constant in
(2.28)–(2.29) respectively. Sinceµ ∈ K and g(|x− y|) → ∞ as |x− y| → 0, (iii) of
Proposition 2.2 implies thatµ(B(x,a))→ 0 asa→ 0 uniformly inx∈Rd. In particular,
there exist positive constantsa0 andC0 such thatµ(B(x0,a0))≤C0 for all x∈Rd. Since
Kε is compact,Kε is covered by finite subset of{B(x,a0)}x∈Rd and thus we obtain
µ(Kε)< ∞. Hence (ii) follows forFε = Kε andδ̃ε = δε .

We next show (ii) implies (i). We follow the proof of Theorem 2.1 (3) in [6]. Let
Fε andδ̃ε be a set ofµ-finite measure and a positive constant satisfying (ii). Since

µ(B(0,R)
c∩Fε)→ 0 (R→ ∞),
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there exists a positive constantRε such that

sup
x∈Rd

∫
B(0,Rε )

c∩Fε
G(x,y)µ(dy)≤ ε.

We thus obtain

sup
x∈Rd

∫
B(0,Rε )

cG(x,y)µ(dy)

≤ sup
x∈Rd

(∫
Fc

ε
G(x,y)µ(dy)+

∫
B(0,Rε )

c∩Fε
G(x,y)µ(dy)

)
≤ 2ε.

It holds that forB⊂ B(0,Rε) with µ(B)< δ̃ε

sup
x∈Rd

∫
B

G(x,y)µ(dy)≤ sup
x∈Rd

(∫
B∩Fε

G(x,y)µ(dy)+
∫

Fc
ε

G(x,y)µ(dy)
)
≤ 2ε.

Hence, (i) follows forKε = B(0,Rε
2
) andδε = δ̃ ε

2
.

We easily see that (iii) follows from (i) by choosing the empty set asB andB(0, r)
asK respectively.

If (iii) is valid, it follows that for arbitraryε > 0 there exists a sufficient largerε > 0
such that

sup
x∈Rd

∫
|y|>rε

G(x,y)µ(dy)≤ ε
2
.

Set Kε = B(0, rε). Sinceµ ∈ K , (iii) of Proposition 2.2 implies that there exists a
sufficient small positive constantaε such that

sup
x∈Rd

∫
|x−y|≤aε

G(x,y)µ(dy)≤ ε
2
.

Thus, it holds that for a measurable setA⊂ Kε∫
A

G(x,y)µ(dy)≤
∫

B(x,aε )
G(x,y)µ(dy)+

∫
A∩B(x,aε )c

G(x,y)µ(dy)

≤ ε
2
+C1g(aε)µ(A). (2.42)

If we choose a sufficient small positive constantδε , the second term of (2.42) can be
smaller thanε/2 for any setA with µ(A)< δε . Hence we have (i).

Denote byK̂∞ the class of measures satisfying the conditions in (ii) of Proposition
2.3. This is the definition of Green-tight smooth measures of Kato class taken from [6].
Next we compare the definition ofS∞ with that in [6]. The following definition on the
conditionally Green-tight smooth measures of Kato class is taken from Chen [6].
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Definition 2.5. The measureµ belongs to the clasŝS∞ if for anyε > 0 there exist a set
Fε of µ-finite measure and̃δε > 0 such that

sup
x,z∈Rd×Rd\∆

∫
Fc

ε

G(x,y)G(y,z)
G(x,z)

µ(dy)≤ ε,

∆ = {(x,x) ; x∈ Rd} and for any B⊂ Fε with µ(B)< δ̃ε

sup
x,z∈Rd×Rd\∆

∫
B

G(x,y)G(y,z)
G(x,z)

µ(dy)≤ ε.

The following proposition can be proved in the same way as is used in the proof of
(i) ⇒ (ii) in Proposition 2.3.

Proposition 2.4. It holds thatS∞ ⊂ Ŝ∞.

Proof. Let µ is in the classS∞. Sinceµ ∈ K from Definition 2.4, we can refrain the
argument of the beginning of the proof for Proposition 2.3. In particular, we can choose
Kε andδε in Definition 2.4 asFε andδ̃ε respectively.

The next theorem is proved by means of 3G-theorem.

Theorem 2.4. It holds thatK∞ = S∞ = Ŝ∞.

Proof. Let g be a function in Corollary 2.1. Note that either|x− y| ≥ |x− z|/2 or
|y−z| ≥ |x−z|/2 holds. If|x−y| ≥ |x−z|/2, it follows that

G(x,y)G(y,z)
G(x,z)

≤ C2g(|x−y|)
C1g(|x−z|)

G(y,z)

≤ C2g(|x−z|/2)
C1g(|x−z|)

G(y,z)≤C3G(y,z) =C3G(z,y) (2.43)

by Proposition 2.1. If|y−z| ≥ |x−z|/2 we can similarly obtain

G(x,y)G(y,z)
G(x,z)

≤C4G(x,y). (2.44)

Combining (2.43) and (2.44) we see that

G(x,y)G(y,z)
G(x,z)

≤C5(G(x,y)+G(z,y)),

and thusK∞ ⊂S∞. Moreover, we seêS∞ ⊂ K̂∞ from Corollary 3.1 of [11] and p.4663 of
[6]. It is also proved that̂K∞ ⊂ K by Proposition 2.3 of [6]. Thus we obtain̂S∞ ⊂ K∞.
Combining with Proposition 2.4, we obtainK∞ ⊂S∞ ⊂ Ŝ∞ ⊂K∞ and this is the desired
assertion.

We close this section introducing an important property of the measure inK∞.
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Corollary 2.2. For µ ∈ K∞,

sup
x∈Rd

Ex[A
µ
∞]< ∞. (2.45)

Proof. The left hand side of (2.45) is rewritten as follows:

Ex[A
µ
∞] =

∫
Rd

G(x,y)µ(dy).

We see that the right hand side of the above formula is equal to∫
|x−y|≤aε

G(x,y)µ(dy)+
∫

Kc
ε
G(x,y)µ(dy)+

∫
Kε∩|x−y|>aε

G(x,y)µ(dy), (2.46)

whereaε is a positive constant such that the first term of (2.46) is smaller thanε uni-
formly in x ∈ Rd andKε is a compact set taken from Definition 2.3. Thus the first
and the second terms of (2.46) are uniformly bounded. SinceKε is of finite µ-measure
from Proposition 2.3 andG(x,y) is bounded on|x−y| ≥ aε , the third term of (2.46) is
also uniformly bounded. Hence, we have the desired result.

Remark 2.1. In [6], the property (2.45) is proved for the wider class of measuresK1.
µ is said to be in the classK1 if there is a Borel set F of finiteµ-measure and a constant
δ̃ such that

sup
B⊂F :µ(B)<δ̃

sup
x∈Rd

∫
Fc∪B

G(x,y)µ(dy)< 1.

If µ ∈ K∞, we can make the left hand side arbitrarily small.

2.3 Stability of fundamental solutions

In this section we assumeµ ∈ K∞ is positive and satisfies∫
Rd×Rd

G(x,y)µ(dx)µ(dy)< ∞. (2.47)

µ is said to be of 0-order finite energy integral ifµ satisfies (2.47). Consider the
Schr̈odinger form(E µ ,F ) defined by

E µ(u,u) := E (u,u)−
∫
Rd

u2dµ . (2.48)

Denote by{Pµ
t }t≥0 the corresponding semigroup. It is known thatPµ

t is written by

Pµ
t f (x) = Ex[exp(Aµ

t ) f (Xt)],

whereAµ
t is a positive continuous additive functional in the Revuz correspondence with

µ. Following [1, 2], we see that{Pµ
t }t≥0 admits the integral kernelpµ(t,x,y) defined

on (0,∞)×Rd ×Rd. Our goal is to prove the following theorem:
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Theorem 2.5. Let (E ,F ) be a transient Dirichlet form associated withα-stable-like
process or relativisticα-stable-like process. Supposeµ is a Green-tight measure of
0-order finite energy integral. Then the stability of fundamental solution is valid if and
only if µ satisfies

inf

{
E (u,u) ; u∈ F ,

∫
Rd

u2dµ = 1

}
> 1. (2.49)

For the proof of Theorem 2.5, the following proposition plays a crucial role.

Proposition 2.5. For µ ∈ K∞, the following assertions are equivalent.

(i) Gµ(x,y) :=
∫ ∞

0
pµ(t,x,y)dt < ∞ for x ̸= y;

(ii) inf {E (u,u) ; u∈ F ,
∫
Rd

u2dµ = 1}> 1;

(iii) sup
x∈Rd

Ex[exp(Aµ
∞)]< ∞.

Proof. This proposition is proved forµ ∈ S∞ in Theorem 2.4 and Theorem 3.9 of [29].
Since we see thatK∞ = S∞ from Theorem 2.4, we obtain the desired result.

We can prove the ‘only if’ part of Theorem 2.5 from equivalence between (i) and
(ii) in Proposition 2.5. Suppose the stability of fundamental solution holds. Using the
Green kernel estimates similarly obtained as in Proposition 2.1, we see thatGµ(x,y)<
∞. This is equivalent to (2.49).
Before proving the ‘if’ part, we introduce the definition of gaugeability.

Definition 2.6. The Green-tight measureµ is calledgaugeableif Aµ
t satisfies (iii) of

Proposition 2.5.

Now we prove the ‘if’ part of Theorem 2.5. The equation (2.49) and Proposition
2.5 imply that

1≤ h(x) := Ex[exp(Aµ
∞)]≤C1 < ∞.

In order to apply Theorem 3.4 in [12], we need to show that there existsu∈ Fe such
thath(x) = exp(u(x)), whereFe is the extended Dirichlet space, namely the closure of
F with respect to theE 1/2-norm.

Lemma 2.1. For µ ∈ K∞, define

Gµ(x) =
∫
Rd

G(x,y)µ(dy).

Under assumption(2.47), Gµ ∈ Fe.
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Proof. This lemma is an extension of Lemma 3.1 in [31]. Letµ ∈ K∞. Then it holds
that ∫

Rd
u2dµ ≤ ∥Gµ∥∞E (u,u) (2.50)

for u ∈ Fe. This is the modification of Theorem 3.1 in Stollmann and Voigt [27].
DefineµK(·) = µ(K∩·) for a setK of µ-finite measure. Applying (2.50), we have∫

Rd
ψdµK ≤ (µ(K))1/2(

∫
Rd

ψ2dµK)
1/2

≤ (µ(K))1/2∥GµK∥1/2
∞ E (ψ,ψ)1/2.

By (2.45), we see∥GµK∥∞ ≤ ∥Gµ∥∞ = supx∈Rd Ex[A
µ
∞]< ∞ and consequentlyµK is of

0-order finite energy integral in the sense of [13]. We thus have∫
Rd

ψdµK ≤ E (GµK ,GµK)
1/2E (ψ,ψ)1/2

≤
(∫

Rd×Rd
G(x,y)dµK(x)dµK(y)

)1/2
E (ψ,ψ)1/2.

We see thatµ is also of 0-order finite energy integral andGµ ∈ Fe by letting K to
Rd.

Lemma 2.2. Supposeµ ∈ K∞ is gaugeable. Then it holds that

h(x) = 1+G(hµ)(x).

Proof. This is an extension of Lemma 3.2 of [31]. Let{Mt}t≥0 be the filtration
equipped with the Hunt process{Xt}t≥0. SetMt = Ex[exp(Aµ

∞) | Mt ]. By the Markov
property, we have

h(Xt) = EXt [exp(Aµ
∞)] = Ex[exp(Aµ

∞ ◦θt)|Mt ]

Mt -measurability ofAµ
t and the property of additive functionals imply

Ex[exp(Aµ
∞ ◦θt)|Mt ] = exp(−Aµ

t )Ex[exp(Aµ
t +Aµ

∞ ◦θt)|Mt ]

= exp(−Aµ
t )Ex[exp(Aµ

∞) | Mt ] = exp(−Aµ
t )Mt ,

whereθt is the shift operator satisfyingXt+s = Xs◦θt for all s≥ 0. Hence, we have

Ex

[∫ t

0
h(Xs)dAµ

s

]
= Ex

[∫ t

0
exp(−Aµ

s )MsdAµ
s

]
. (2.51)

Noting that

exp(−Aµ
s )dAµ

s =−d(exp(−Aµ
s ))
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and using the integral by parts, the right hand side of (2.51) is equal to

Ex[M0]−Ex[exp(−Aµ
t )Mt ]+Ex

[∫ t

0
exp(−Aµ

s )dMs

]
= h(x)−Ex[h(Xt)],

where we use the martingale property of{Mt}t≥0 in the last equality. Thus, we have

Ex

[∫ t

0
h(Xs)dAµ

s

]
= h(x)−Ex[h(Xt)] (2.52)

and note that

lim
t→∞

h(Xt) = lim
t→∞

exp(−Aµ
t )Mt = exp(−Aµ

∞)exp(Aµ
∞) = 1.

We then have the desired result by lettingt → ∞ in (2.52).

Recall thatFe is a Hilbert space with inner productE 1/2 if E is transient. Sinceh
is a positive bounded function andGµ ∈ Fe, G(hµ) ∈ Fe. Moreover, define

u(x) := logh(x) = log(1+G(hµ)(x)).

Sinceu(x) is a normal contraction ofG(hµ)(x), u ∈ Fe and hence we conclude that
h(x) = exp(u(x)) for u∈ Fe.

Next, consider Fukushima’s decomposition ofG(hµ):

G(hµ)(Xt)−G(hµ)(X0) = M[G(hµ)]
t +N[G(hµ)]

t , (2.53)

whereM[G(hµ)]
t is a martingale additive functional of finite energy andN[G(hµ)]

t is a
continuous additive functional of zero energy. Since the left hand side of (2.53) equals

h(Xt)− h(X0) by Lemma 2.2,M[G(hµ)]
t equalsM[h]

t . Moreover we see from Lemma
5.4.1 of [13] that

N[G(hµ)]
t =−

∫ t

0
h(Xs)dAµ

s .

We thus have

h(Xt)−h(X0) = M[h]
t −

∫ t

0
h(Xs)dAµ

s .

Furthermore, we define a martingale by

Mt =
∫ t

0

1
h(Xs−)

dM[h]
s

and denote byLt the unique solution of Doleans-Dade equation:Lt = 1+
∫ t

0 Ls−dMs.
From Theorem 9.39 of [15], we know thatLt is expressed as

Lt = exp

(
Mt −

1
2
⟨Mc⟩t

)
∏

0<s≤t

(1+∆Ms)exp(−∆Ms).
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whereMc is the continuous part of martingaleM and⟨Mc⟩ is the quadratic variation of
Mc. Noting that

∆Ms = Ms−Ms− =
1

h(Xs−)
(h(Xs)−h(Xs−)) =

h(Xs)

h(Xs−)
−1,

we obtain

Lt = exp

(
Mt −

1
2
⟨Mc⟩t

)
∏

0<s≤t

h(Xs)

h(Xs−)
exp

(
1− h(Xs)

h(Xs−)

)
,

In order to calculateLt , we apply It̂o formula to the semimartingaleh(Xt) and the
function logx. Thus, we have

logh(Xt) = logh(X0)+
∫ t

0

1
h(Xs−)

(dM[h]
s −h(Xs)dAµ

s )

+ ∑
0<s≤t

(
logh(Xs)− logh(Xs−)−

1
h(Xs−)

∆M[h]
s

)
+

1
2

∫ t

0

−1
h(Xs−)2 d⟨h(X)c⟩s. (2.54)

The right hand side of (2.54) is equal to

logh(X0)+Mt −
∫ t

0

h(Xs)

h(Xs−)
dAµ

s

+ ∑
0<s≤t

{
log

h(Xs)

h(Xs−)
+

(
1− h(Xs)

h(Xs−)

)}
− 1

2

∫ t

0

1
h(Xs−)2 d⟨M[h],c⟩s.

Noting that the set{s ; Xs ̸= Xs−} is at most countable, the above formula is equal to

logh(X0)+Mt −Aµ
t + ∑

0<s≤t

{
log

h(Xs)

h(Xs−)
+

(
1− h(Xs)

h(Xs−)

)}
− 1

2
⟨Mc⟩t

Hence we obtain

Lt =
h(Xt)

h(X0)
exp(Aµ

t ).

We consider the transformed semigroup{Pµ,h
t }t≥0 by Lt ,

Pµ,h
t f (x) = Ex[Lt f (Xt)] =

1
h(x)

Ex[h(Xt)exp(Aµ
t ) f (Xt)].

We then know from Theorem 3.4 of [12] that the Dirichlet form generated by{Pµ,h
t }t≥0

is identified.

Proposition 2.6. There exists a Dirichlet form(E µ,h,D(E µ,h)) on L2(h2dx) corre-
sponding to the semigroup{Pµ,h

t } and it has the representation as follows:

E µ,h(u,v) =
∫
Rd×Rd

(u(y)−u(x))(v(y)−v(x))J(x,y)h(x)h(y)dxdy, (2.55)

D(E µ,h) = F . (2.56)
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Using this proposition, we can prove the ‘if’ part of Theorem 2.5. Note thatPµ,h
t

admits the integral kernelh(x)−1pµ(t,x,y)h(y)−1 with respect to the measureh2(y)dy.
Since 1≤ h(x) ≤ C1 for some positive constantC1, we see that the form defined by
(2.55)–(2.56) is the regular Dirichlet form onL2(Rd) with jump measureJ1(x,y) :=
J(x,y)h(x)h(y). Moreover, there exists positive constantsC2 andC3 such that

C2

|x−y|dφ(|x−y|)
≤ J1(x,y)≤

C3

|x−y|dφ(|x−y|)
,

whereφ(r) = rα (φ(r) = rα exp(m0r)) if {Xt}t≥0 is α-stable-like (relativisticα-stable-
like). Hence, we see thath(x)−1pµ(t,x,y)h(y)−1 has the same two sided estimates
as those given in Theorems 2.2 and 2.3 forp(t,x,y). Since 1≤ h(x) ≤ C1, so does
pµ(t,x,y).

The following example is constructed by Takeda and Uemura [36].

Example 2.1. Let σr be a surface measure of sphere∂Br = {|x|= r}. Since the sym-
metricα-stable process hits the sphere∂Br if 1< α ≤ 2(seee.g.,E44.19 in [23]), the
measureσr is in K∞. The measureσr is then gaugeable if and only if

inf{E (u,u) :
∫
{|x|=r}

u2dσr = 1}> 1.

Since the measureσr is spherically symmetric, the infimum is attained by the function

u(x) = cPx(σ∂Br < ∞), x∈ Rd,

where c= 1/
√

σr(∂Br). Let Cap(α)(·) be the0-order capacity with respect to the
symmetricα-stable process. Then the infimum above equals to

Cap(α)(∂Br)

σr(∂Br)
,

because

E (α)(P·(σ∂Br < ∞),P·(σ∂Br < ∞)) = Cap(α)(∂Br).

It is known (seee.g.,Corollary 2.2 in [22]) that

Cap(α)(∂Br) =
2π(d+1)/2Γ

(α+d
2 −1

)
Γ
(α

2

)
Γ
(

d
2

)
Γ
(α−1

2

)
Γ
(

d−α
2

) rd−α .

Therefore, the measureσr is gaugeable if and only if{√
π Γ

(
d+α

2 −1
)

Γ
(α

2

)
Γ
(α−1

2

)
Γ
(

d−α
2

) } 1
α−1

> r.

We close this chapter introducing the extension of the stability by Kim and Kuwae.

Remark 2.2. The assumption thatµ is of 0-order finite energy integral is unnecessary.
Kim and Kuwae [16] extends the argument of h-transformation to more general class of
function. Moreover, Kim and Kuwae [17] proved the stability of fundamental solutions
for perturbations containing non-local parts.
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Chapter 3

Critical Schr ödinger forms and
spectral functions

Let {Xt}t≥0 be a transient jump Markov process onRd andµ be a green-tight measure
in the Kato class. In the previous chapter, we established the necessary and sufficient
condition on the measureµ for the fundamental solution to satisfy the stability i.e.
pµ(t,x,y) has the same two sided estimates asp(t,x,y) up to positive constants. This
condition is said to be subcriticality ofµ , which describes the smallness of measure
µ. If µ is not subcritical, there are two cases to be considered: critical case and super-
critical case. In these two cases, we expect thatpµ(t,x,y) has different behavior from
p(t,x,y). We have not determined the estimates ofpµ(t,x,y) however, there are some
papers mentioning the estimates of the integral

∫
Rd pµ(t,x,y)dy. Note that this integral

is equal to the expectationEx[exp(Aµ
t )]. Furthermore, we see from the previous section

that µ is subcritical if and only if supx∈Rd Ex[exp(Aµ
∞)] < ∞. Hence, the expectation

Ex[exp(Aµ
t )] diverges ast → ∞ if µ is critical or supercritical. To know the growth of

Ex[exp(Aµ
t )], we first consider the limit defined by

lim
t→∞

1
t

logEx[exp(Aµ
t )].

Takeda [30, 33] and Tsuchida [37] proved this limit is equal to the spectral bound as
follows:

C(µ) :=− inf

{
E µ(u,u) u∈ F ,

∫
Rd

u2(x)dx= 1

}
.

[30] treats the standard Brownian motion, [33] treats the rotationally invariantα-stable
process and [37] treats the relativisticα-stable process. It is known thatC(µ)> 0 if µ is
supercritical, and henceEx[exp(Aµ

t )] grows exponentially. Ifµ is critical,C(µ)= 0 and
the growth is slower than the exponential one. Simon [25] and Cranston, Kolokoltsov
and et. al. [8] considered the same problem when{Xt}t≥0 is the transient Brownian
motion andµ =V ·m for non-negativeV ∈C∞

0 (Rd). The growth order of the expecta-
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tionEx[exp(Aµ
t )] depends on the dimensiond and satisfies

Ex[exp(Aµ
t )]∼


C1h(x) · t1/2 (d = 3)

C2h(x) · t/ logt (d = 4)

C3h(x) · t (d ≥ 5),

whereh(x) is the harmonic function of(−∆ −V). In the sequel, we assume that
µ is critical and{Xt}t≥0 is the rotationally invariantα-stable process. Takeda [34]
proved thatEx[exp(Aµ

t )] is proportional tot if d/α > 2. This is an analogy of the
d-dimensional Brownian motion ford ≥ 5. The outline of the proof is based on the
probabilistic theory and as follows:

First we rewrite the expectation as follows:

Ex[exp(Aµ
t )] = 1+Ex

[∫ t

0
exp(Aµ

s )dAµ
s

]
.

Next we consider the transformation of Schrödinger semigroup by the harmonic func-
tion h(x). In the critical case, we can also construct the harmonic function following
the argument of Takeda and Tsuchida [35]. Using theh-transformed semigroup defined
by

Eh
x[ f (Xt)] = Ex

[
h(Xt)

h(X0)
exp(Aµ

t ) f (Xt)

]
,

we conclude that

Ex[exp(Aµ
t )] = 1+Ex

[∫ t

0
exp(Aµ

s )dAµ
s

]
= 1+h(x)Eh

x

[∫ t

0

dAµ
s

h(Xs)

]
.

Moreover, [35] proved that the harmonic functionh(x) satisfies

C1(1∧|x|α−d)≤ h(x)≤C2(1∧|x|α−d).

The functionh(x) is inL2(Rd) for d/α > 2. Thus, the transformed process is an ergodic
process with the finite invariant measureh2 ·m and consequently, we obtain

1
t
Eh

x

[∫ t

0

dAµ
s

h(Xs)

]
→

∫
Rd

h(x)µ(dx) (t → ∞).

Hence we determine the growth ofEx[exp(Aµ
t )].

However, we cannot apply this method for the cased/α ≤ 2 becauseh(x) is not in
L2(Rd). Thus, we use other analytical method based on the argument of Simon [25]. In
this chapter, we consider the case{Xt}t≥0 is the rotationally invariant 1-stable process
onR2 andµ is absolutely continuous with respect to the Lebesgue measure. This chap-
ter is organized as follows: In Section 1, we calculate the transition density function
of {Xt}t≥0 and give the asymptotic expansion of the resolvent{Gβ} whenβ tends to
0. In Section 2 we consider the asymptotic behavior of{Gµ

β}, namely the resolvent of
Schr̈odinger form. Furthermore we apply the Tauberian theorem, which describes the
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relation between the asymptotic behavior of resolvent and that of semigroup. In Section
3 we consider the behavior of the spectral function. For fixed measureµ , the spectral
functionC(λ ) is defined asC(λ ) =C(λ µ), whereC(λ µ) stands for the spectral bound
of λ µ . Takeda and Tsuchida [35] established the criterion of differentiability ofC(λ ).
Using the asymptotic expansion obtained in Section 2, we can determine the precise
behavior ofC(λ ).

3.1 The asymptotic behavior of the resolvent

We first calculate concrete transition density function and resolvent of the Markov
process. Let{Xt}t≥0 be the rotationally invariantα-stable process. The characteristic
function of{Xt}t≥0satisfies

E0[exp(iu ·Xt)] = exp(−t|u|α). (3.1)

Using the transition density function, (3.1) is rewritten as follows:∫
Rd

exp(iu · (y−x))p(t,x,y)dy= exp(−t|u|α).

Furthermore, we obtain the explicit transition density function by the inverse Fourier
transform:

p(t,x,y) =
1

(2π)d

∫
Rd

exp(−t|u|α − iu · (y−x))du. (3.2)

Proposition 3.1. Let p(t,x,y) be the heat kernel of 1-stable process onR2. Then it
follows that

p(t,x,y) =
t

2π(t2+ |x−y|2) 3
2

. (3.3)

Proof. We have only to substituted = 2 andα = 1 in (3.2). Using the polar coordi-
nates, we obtain

p(t,x,y) =
1

(2π)2

∫
R2

exp(−t|u|+ i(x−y) ·u)du

=
1

(2π)2

∫ 2π

0

∫ ∞

0
r exp(−tr + ir |x−y|cosθ)drdθ

=
1

(2π)2

∫ 2π

0

dθ
(t − i|x−y|cosθ)2 =

1
2π2

∫ π

0

dθ
(t − i|x−y|cosθ)2 .

Moreover we can calculate the integral of the right hand side as follows:∫ π

0

dθ
(t − i|x−y|cosθ)2 =

∫ π
2

0

( 1
(t + i|x−y|cosθ)2 +

1
(t − i|x−y|cosθ)2

)
dθ
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= 2
∫ π

2

0

t2−|x−y|2cos2 θ
(t2+ |x−y|2cos2 θ)2 dθ

= 2
∫ π

2

0

(C−Bcos2θ)
(A+Bcos2θ)2 dθ =

∫ π

0

(C−Bcosθ)
(A+Bcosθ)2 dθ , (3.4)

whereA= t2+ |x−y|2/2,B= |x−y|2/2 andC= t2−|x−y|2/2. Here we consider the
integrals as follows:∫ π

0

1
(A+Bcosθ)2 dθ ,

∫ π
2

0

cosθ
(A+Bcosθ)2 dθ .

The former is calculated as follows:∫ π

0

1
(A+Bcosθ)2 dθ =

∫ ∞

0

(
A+B· 1− t2

1+ t2

)−2
· 2
1+ t2 dt

=
∫ ∞

0

2(1+ t2)

((A+B)+(A−B)t2)2 dt

=
∫ ∞

0

( 2/(A−B)
(A+B)+(A−B)t2 − 4B/(A−B)

((A+B)+(A−B)t2)2

)
dt.

Here we used the substitution of tan(θ/2) = t in the first equality. Since bothA+B
andA−B are positive, the right hand side of the above formula is equal to

2
(A−B)2 ·

(A−B
A+B

) 1
2 · π

2
− 4B

(A−B)3 ·
(A−B

A+B

) 3
2 · π

4
= π · A

(A−B)
3
2 (A+B)

3
2

. (3.5)

The latter is calculated as follows:∫ π

0

cosθ
(A+Bcosθ)2 dθ =

∫ ∞

0

(
A+B· 1− t2

1+ t2

)−2
· 1− t2

1+ t2 · 2
1+ t2 dt

=
∫ ∞

0

2(1− t2)

((A+B)+(A−B)t2)2 dt

=
∫ ∞

0

( −2/(A−B)
(A+B)+(A−B)t2 +

4A/(A−B)
((A+B)+(A−B)t2)2

)
dt

=− 2
(A−B)2 ·

(A−B
A+B

) 1
2 · π

2
+

4A
(A−B)3 ·

(A−B
A+B

) 3
2 · π

4

= π · −B

(A−B)
3
2 (A+B)

3
2

. (3.6)

(3.5) and (3.6) imply that the right hand side of (3.4) is equal to

π · AC+B2

(A−B)
3
2 (A+B)

3
2

= π · t4

t3(t2+ |x−y|2) 3
2

= π · t

(t2+ |x−y|2) 3
2

.

Thus, we obtain (3.3).
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We next consider the behavior of theβ -order resolvent whenβ tends to 0.

Lemma 3.1. Theβ -order resolvent kernel Gβ (x,y) has the asymptotic expansion as
follows:

Gβ (x,y) = G0(x,y)+
1

2π
β logβ +

γ − log2+ log|x−y|
2π

β +O(β 2). (3.7)

Proof. (3.3) implies that

Gβ (x,y) =
∫ ∞

0
p(t,x,y)e−β tdt =

1
2π

∫ ∞

0

te−β t

(t2+ |x−y|2) 3
2

dt.

Substitutingt = |x−y|sinhz, we have

G0(x,y) =
1

2π

∫ ∞

0

t

(t2+ |x−y|2) 3
2

dt =
1

2π

∫ ∞

0

|x−y|sinhz

|x−y|3cosh3z
· |x−y|coshzdz

=
1

2π|x−y|

∫ ∞

0

sinhz

cosh2z
dz=

1
2π|x−y|

(3.8)

and

Gβ (x,y) =
1

2π

∫ ∞

0

te−β t

(t2+ |x−y|2) 3
2

dt =
1

2π|x−y|

∫ ∞

0

sinhz

cosh2z
e−β |x−y|sinhzdz

=
1

2π|x−y|

{[
−1

coshz
e−β |x−y|sinhz

]∞

z=0
−

∫ ∞

0
β |x−y|e−β |x−y|sinhzdz

}
=

1
2π|x−y|

− β
2π

∫ ∞

0
e−β |x−y|sinhzdz= G0(x,y)−

β
2π

∫ ∞

0
e−β |x−y|sinhzdz. (3.9)

Now we evaluate the second term of (3.9). We see that∫ ∞

0
e−β |x−y|sinhzdz=

∫ ∞

0
exp

(
−β |x−y|

2
ez
)
·exp

(β |x−y|e−z

2

)
dz

=
∫ ∞

0
exp

(
−β |x−y|

2
ez
)
·

∞

∑
n=0

1
n!

(β |x−y|e−z

2

)n
dz

Using the Fubini’s theorem, the right hand side of the above formula is equal to

∞

∑
n=0

∫ ∞

0

(β |x−y|)n

2n ·n!
exp

(
−nz− β |x−y|

2
ez
)

dz=:
∞

∑
n=0

In,

First we consider the integralI0. Substitutingw= β |x−y|ez/2, we see that

I0 =
∫ ∞

β |x−y|
2

e−w

w
dw=− log

(β |x−y|
2

)
− γ −

∞

∑
n=1

(−β |x−y|)n

2n ·n·n!
, (3.10)
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whereγ is Euler’s Gamma and we use the residue integral as follows:∫ ∞

x

e−w

w
dw=− logx− γ −

∞

∑
n=1

(−x)n

n·n!
.

Furthermore, forn≥ 1, In has the upper bound as follows:

In ≤
(β |x−y|)n

2n ·n!

∫ ∞

0
e−nzdz=

(β |x−y|)n

2n ·n·n!
. (3.11)

Thus, for fixedx,y∈ Rd, we obtain
∞

∑
n=1

In = O(β ) and

∫ ∞

0
e−β |x−y|sinhzdz=− log

(β |x−y|
2

)
− γ +O(β ) (β → 0). (3.12)

Hence we obtain (3.7).

3.2 Growth of Feynman-Kac semigroups

Let (E ,F ) be the symmetric jump Dirichlet form associated with{Xt}t≥0, i.e.

E (u,u) =
∫
R2×R2

(u(y)−u(x))2 κ0

|x−y|3
dxdy, F = H

1
2 (R2),

whereκ0 is an appropriate positive constant andH
1
2 (R2) is the Sobolev space with

order 1/2. LetH is a non-local operator satisfying

E (u,v) = (Hu,v),

where the right hand side is the inner product ofL2(R2).
Let µ be a Green-tight measure in Definition 2.3 and define the Schrödinger form

by

E µ(u,u) = E (u,u)−
∫
Rd

u2dµ.

We divide the class of Green-tight measures into three subclasses according to the
smallness of measures.

Definition 3.1. For µ ∈ K∞, define

λ (µ) := inf{E (u,u) ; u∈ Fe,
∫
Rd

u2dµ = 1}.

(1) µ is said to be subcritical ifλ (µ)> 1.

(2) µ is said to be critical ifλ (µ) = 1.

(3) µ is said to be supercritical ifλ (µ)< 1.
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We proved that the stability of fundamental solution is equivalent to the subcriti-
cality of µ in Theorem 2.5. Thus we see that the behavior ofpµ(t,x,y) is different
from that of p(t,x,y) whenµ is critical or supercritical. We have not determined the
behavior ofpµ(t,x,y). Instead, we consider the behavior of

Ex[exp(Aµ
t )] =

∫
Rd

pµ(t,x,y)dy. (3.13)

Note that the subcriticality ofµ is equivalent to the gaugeability ofAµ
t , namely,

sup
x∈Rd

Ex[exp(Aµ
∞)]< ∞

Thus, the valueEx[exp(Aµ
t )] diverges ast tends to∞ in the other cases. First we define

the spectral boundC(µ) by

C(µ) =− inf{E µ(u,u) ; u∈ F ,
∫
Rd

u2(x)dx= 1}. (3.14)

The following theorem is given in Theorem 5.2 of [33].

Theorem 3.1. For Green-tight measureµ, it follows that

lim
t→∞

1
t

logEx[exp(Aµ
t )] =C(µ).

Moreover we can characterize supercriticality ofµ by using the spectral bound
C(µ). The following proposition is proved in Lemma 2.2 of [35].

Proposition 3.2. The measureµ is supercritical if and only if C(µ)> 0.

Combining Theorem 3.1 and Proposition 3.2, we can obtain the following corollary.

Corollary 3.1. Suppose the Green-tight measureµ is supercritical.Ex[exp(Aµ
t )] has

exponential growth as t→ ∞.

If µ is critical, C(µ) = 0 and thusEx[exp(Aµ
t )] does not have the exponential

growth. We first introduce two items: one is the ground state, equivalently the har-
monic function with respect to Schrödinger operatorH − µ and the other is the result
for Brownian motion.

The following theorem is proved in Theorem 3.4 of Takeda and Tsuchida [35].

Theorem 3.2. For µ ∈ K∞, the extended Dirichlet spaceFe is compactly embedded
into L2(µ)

Thus we see that there exists ah0 ∈ Fe such that

E (h0,h0) = λ (µ),
∫
Rd

h2
0dµ = 1.

We callh0 ground state of the Schrödinger formE µ . Moreover, they showed the precise
behavior ofh0 as follows:
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Lemma 3.2. The function h0(x) is continuous and there exist positive constants C1 and
C2 such that

C1

(
1∧ 1

|x|

)
≤ h0(x)≤C2

(
1∧ 1

|x|

)
.

Proof. We know from Lemma 4.7 and Proposition 4.14 of [35] that the ground state
h0(x) satisfies

C1

(
1∧ 1

|x|d−α

)
≤ h0(x)≤C2

(
1∧ 1

|x|d−α

)
for the rotationally invariantα-stable process onRd. Sinced = 2 andα = 1, the
assertion follows.

Our goal is to prove the following theorem:

Theorem 3.3. Suppose{Xt}t≥0 is the 1-stable process onR2 andµ is critical. Assume
µ =V ·m for positive V∈C∞

0 (R2). Then there exists a positive constant C1 such that

lim
t→∞

logt
t

Ex[exp(Aµ
t )] =C1h0(x), (3.15)

where h0(x) is the ground state of the Schrödinger operator H−V.

In the sequel, we consider the growth ofEx[exp(Aµ
t )] as t → ∞ whenV is criti-

cal. Denote the semigroup and the resolvent associated withE µ by {Pµ
t } and{Gµ

β}
respectively. Recall that

Pµ
t f (x) = Ex[exp(Aµ

t ) f (Xt)]

and consequentlyPµ
t 1(x) = Ex[exp(Aµ

t )].

Proposition 3.3. The semigroup{Pµ
t } satisfies the following formula:

Pµ
t 1= 1+

∫ t

0
Pµ

s Vds. (3.16)

Proof. Noting that the absolute continuity of the measureµ, we have

exp(Aµ
t )−1=

∫ t

0
exp(Aµ

s )dAµ
s =

∫ t

0
exp(Aµ

s )V(Xs)ds.

Thus, it follows that

Pµ
t f (x) = Ex

[(
1+

∫ t

0
exp(Aµ

s )V(Xs)ds

)
f (Xt)

]
= Pt f (x)+Ex

[∫ t

0
exp(Aµ

s )V(Xs) f (Xt)ds

]
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= Pt f (x)+
∫ t

0
Ex[exp(Aµ

s )V(Xs) f (Xt)]ds.

Using the Markov property, we can rewrite the above formula as follows:

Pt f (x)+
∫ t

0
Ex[Ex[exp(Aµ

s )V(Xs) f (Xt)|Fs]]

= Pt f (x)+
∫ t

0
Ex[exp(Aµ

s )V(Xs)Ex[ f (Xt)|Fs]]

= Pt f (x)+
∫ t

0
Pµ

s (VPt−s f )(x)ds.

Hence, we obtain

Pµ
t f (x) = Pt f (x)+

∫ t

0
Pµ

s (VPt−s f )(x)ds.

If we substitutef by the constant 1, the conservativeness of{Xt}t≥0 implies (3.16).

In order to evaluatePµ
s V, we consider its Laplace transform,Gµ

βV. The following
proposition is proved by the resolvent equation.

Proposition 3.4. It follows that

Gµ
βV(x) = (1−Lβ )

−1(GβV)(x), (3.17)

where GβV is defined by

GβV(x) =
∫
R2

Gβ (x,y)V(y)dy

and Lβ is an operator defined by Lβ f (x) = Gβ (V f)(x).

Proof. SinceGβ = (H +β )−1 andGµ
β = (H −V +β )−1, we obtain

(H −V +β )−1− (H +β )−1 = (H +β )−1V(H −V +β )−1

by the resolvent equation. If we solve this equation with respect to(H −V +β )−1, we
have

(1− (H +β )−1V)(H −V +β )−1 = (H +β )−1

and consequently

(H −V +β )−1 = (1− (H +β )−1V)−1(H +β )−1.

If we operate the functionV on both sides, we can have the desired result.

For the calculation of the resolventGµ
β , we have to consider the behavior of the

functionGβV and operatorLβ . We begin with functionGβV.
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Lemma 3.3. For β ≥ 0 and V∈C∞
0 (R2), GβV belongs to the class L∞(R2) and con-

verges uniformly to G0V asβ → 0.

Proof. Since the integral kernels{Gβ (x,y)}β≥0 is increasing asβ → 0, it suffices to
proveG0V ∈ L∞(R2). We know from (3.8) that

G0(x,y) =
C1

|x−y|

SetR> 0 satisfyingsupp(V) ⊂ B(0,R), whereB(0,R) is a ball inR2 with centerO
and radiusR. If |x|> 2R, it follows that

G0V(x)≤ C1

|x|−R

∫
R2

V(y)dy≤ C2

|x|−R
. (3.18)

As for |x| ≤ 2R, we obtain

G0V(x)≤
∫
|x−y|≤3R

V(y)
|x−y|

≤ ∥V∥∞

∫
|x−y|≤3R

dy
|x−y|

≤C3. (3.19)

Thus we can concludeG0V ∈ L∞(Rd) and so isGβV.
Next we prove limβ→0∥G0V −GβV∥∞ = 0. We may assume that|x| is bounded. In-
deed, for anyε > 0, (3.18) implies that there existsRε > 0 such thatG0V(x) < ε for
|x|> Rε . We may also assume that the support ofV is contained inB0(Rε). We recon-
sider the error term in asymptotic expansion of the resolvent kernel as follows:

G0(x,y)−Gβ (x,y) =
β
2π

∫ ∞

0
e−β |x−y|sinhzdz. (3.20)

Estimations in (3.10) and (3.11) imply

β
∫ ∞

0
e−β |x−y|sinhzdz≤−β log

(β |x−y|
2

)
−βγ +2β exp

(β |x−y|
2

)
(3.21)

Noting that the third term in (3.12) is uniformly forx,y∈ R2 satisfying|x−y| ≤ 2Rε ,
we obtain

|G0V(x)−GβV(x)| ≤
∫

B0(Rε )

(
−β log

(β |x−y|
2

)
+2β exp

(β |x−y|
2

))
V(y)dy

≤−β logβ
∫

B0(Rε )
V(y)dy

+β
∫

B0(Rε )

(∣∣∣ log
( |x−y|

2

) ∣∣∣+2exp
(β |x−y|

2

))
V(y)dy

If we chooseβ sufficiently small according toRε , the right hand side of the previous
formula is bounded byε. Therefore we have proved that∥G0V −GβV∥∞ → 0 asβ →
0.

We next consider the behavior of operators{Lβ}β≥0.
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Lemma 3.4. The operator Lβ defined by f→ Gβ (V f) is a compact operator from
L∞(R2) to L∞(R2). Furthermore it is continuous with respect to norm whenβ → 0.

Proof. Since the multiple operatorV is compact and the resolvent operatorGβ (β > 0)
is bounded,Lβ is a compact operator. Furthermore,Lβ converges toL0 in the space of
bounded operators onL∞(R2). Indeed, for anyf ∈ L2(R2) with ∥ f∥∞ = 1, V(x) f (x)
has a compact support. Thus, using the same argument of Lemma 3.3 we obtain

∥Lβ f −L0 f∥∞ = ∥Gβ (V f)−G0(V f)∥∞ → 0 (β → 0).

Moreover, the space of compact operators is a closed subspace in the space of bounded
operators. Hence,L0 is also a compact operator and we obtain the desired result.

Next we consider the operator defined onL2(R2).

Lemma 3.5. Define the operator Kβ : L2(R2)→ L2(R2) by

Kβ f (x) =V
1
2 Gβ (V

1
2 f )(x)

Then eβ is an eigenvalue of Lβ if and only if it is an eigenvalue of Kβ .

Proof. Suppose the functiong satisfiesLβ g = eβ g for someeβ > 0. Forh = V
1
2 g, it

follows thatKβ h= eβ h.

The following lemma is based on Theorem 6.1 of Klaus and Simon [19].

Lemma 3.6. Supposeµ is critical andµ =V ·m for positive V∈C∞
0 (R2). Denote by

eβ the principal eigenvalue of Kβ . Then eβ has the expansion as follows:

eβ = 1+C1β logβ + . . . (C1 > 0). (3.22)

Proof. Note thatλ µ is supercritical forλ > 1. For λ > 1 andβ > 0, consider the
equation

(H −λV)uλ =−βuλ . (3.23)

(3.23) is rewritten as follows:

(H +β )uλ = λVuλ

Noting that(H +β )−1 is the resolvent operator with orderβ , we have

λ−1uλ = Gβ (Vuλ )

Moreover, if we substitutewλ =V
1
2 uλ , we have

λ−1wλ =V1/2Gβ (V
1/2wλ ),
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Thus (3.23) is equivalent to the equationKβ wλ = λ−1wλ . SinceGβ (x,y) satisfies
asymptotic expansion (3.7), the operatorKβ has asymptotic expansion as follows:

Kβ = K0+β logβD1+βD2+ . . . (3.24)

whereD1 andD2 are operators defined by

D1 f (x) =
V

1
2 (x)
2π

·
∫
Rd

V
1
2 (y) f (y)dy

D2 f (x) =
γ − log2

2π
V

1
2 (x) ·

∫
Rd

V
1
2 (y) f (y)dy+

V
1
2 (x)
2π

·
∫
Rd

log|x−y|V
1
2 (y) f (y)dy.

The expansion (3.24) is the same form as that of 4-dimensional Brownian motion
treated in Klaus and Simon [19]. MoreoverV1/2h0 satisfiesK0(V1/2h0) = V1/2h0

where h0 is the ground state ofE µ defined in Lemma 3.2. Sinceh0 is positive,
(V1/2,V1/2h0) ̸= 0 and the proof of Theorem 6.1 in [19] implies

eβ = 1+C1β logβ + . . .

for C1 ̸= 0. Moreover, noting thateβ = λ−1 < 1, we seeC1 > 0.

Now we obtain the behavior of the principal eigenvalue of the compact operator
Lβ . We consider the decomposition of the operator(1−Lβ )

−1 as follows:

Lemma 3.7. Denote by Pβ the projection operator associated with Lβ . Then it holds
that

(1−Lβ )
−1 = (1−eβ )

−1Pβ +Qβ (1−Pβ )

where Qβ is norm continuous with finite limit asβ → 0.

Proof. SinceLβ is a compact operator forβ > 0, Lβ has a spectral decomposition.
Denote bye′β the second largest eigenvalue ofLβ . Thene′0 < e0 = 1 and∥Qβ∥∞ is

smaller than 2(1−e′0)
−1 if β is sufficiently small.

The previous lemma and (3.17) imply that

lim
β→0

∥Gµ
βV − (1−eβ )

−1Pβ GβV∥∞ < ∞.

MoreoverP0ψ = h0l(ψ), wherel is a suitable linear functional andh0 is the harmonic
function satisfying(H −V)h0 = 0. Thus, combining (3.22), we have

lim
β→0

−β logβGµ
β (V) =C1h0(x) (3.25)

whereC1 is some positive constant. Note thatC1 ̸= 0 follows because(V,h0) ̸= 0. Now
we obtain the behavior ofGµ

βV asβ → 0. Applying the Tauberian theorem in [24], we
can prove Theorem 3.3:

45



Proof of Theorem 3.3 First we fix x ∈ R2 and define the class of measures
{νx

β}β>0 onR+ := [0,∞) by

νx
β (A) =−β logβ

∫
β−1A

Pµ
s V(x)ds=−β logβ

∫
A

Pµ
β−1s

V(x) ·β−1ds.

Denote the Lebesgue measure onR+ by ν. We have only to prove thatνx
β ([0,1])

converges toC1h0(x)ν([0,1]) as β → 0 up to positive constant multiple. Indeed, it
follows that

νx
β [0,1] =−β logβ

∫ β−1

0
Pµ

s V(x)ds

and substitutingβ−1 = t, we obtain the desired result. First, (3.25) implies

−β logβ
∫ ∞

0
e−β tPµ

t V(x)dt =−β logβ
∫ ∞

0
e−sPµ

β−1s
V(x) ·β−1ds

=
∫ ∞

0
e−sdνx

β (s)→C1h0(x). (β → 0)

Moreover we see that theC1h0(x) =C1h0(x)
∫ ∞

0 e−sν(ds) and thus it follows that

lim
β→0

∫ ∞

0
e−sdνx

β (s) =C1h0(x)
∫ ∞

0
e−sdν(s).

For integern, we consider

lim
β→0

∫ ∞

0
e−nsdνx

β (s) = lim
β→0

∫ ∞

0
e−ns· (−β logβ )Pµ

β−1s
V(x) ·β−1ds

= lim
β→0

∫ ∞

0
e−t · (−β logβ )Pµ

(nβ )−1t
V(x) · (nβ )−1dt. (3.26)

Noting that

lim
β→0

∫ ∞

0
e−t · (−nβ lognβ )Pµ

(nβ )−1t
V(x) · (nβ )−1dt = lim

β→0

∫ ∞

0
e−tdνx

nβ (t) =C1h0(x),

we obtain

lim
β→0

∫ ∞

0
e−t · (−β logβ )Pµ

(nβ )−1t
V(x) · (nβ )−1dt =

C1h0(x)
n

=C1h0(x)
∫ ∞

0
e−nsdν(s).

Thus, for f ∈ {e−ns}n∈N, it follows that∫ ∞

0
f (s)dνx

β (s)→C1h0(x)
∫ ∞

0
f (s)dν(s) (β → 0). (3.27)

Since polynomials in{e−ns}n∈N are dense inC∞(R+) by the Stone-Weierstrass
theorem, (3.27) is valid forf ∈C∞(R+). Finally we prove (3.27) forf (s) = 1[0,1](s),
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namely the main assertionνx
β [0,1] → C1h0(x)ν [0,1]. Here 1[0,1](s) is the indicator

function of the set[0,1]. Set the sequences of functions{ fn}n≥1 and{gn}n≥1 by

fn(s) =


1 (0≤ s≤ 1)

1−n(s−1) (1≤ s≤ 1+1/n)

0 (1+1/n≤ s),

gn(s) =


1 (0≤ s≤ 1−1/n)

n(1−s) (1−1/n≤ s≤ 1)

0 (1≤ s)

Note that these functions satisfies

0≤ gn(s)≤ 1[0,1](s)≤ fn(s)≤ 1, (s∈ R+)

lim
n→∞

fn(s) = 1[0,1](s) (s∈ R+)

lim
n→∞

gn(s) = 1[0,1](s) (s∈ R+\{1}).

Then it follows that

νx
β [0,1] =

∫
R+

1[0,1](s)νx
β (ds)≤

∫
R+

fn(s)νx
β (ds)

Noting that fn ∈C∞(R+) and limβ→0
∫ ∞

0 fndνx
β =C1h0(x)

∫ ∞
0 fndν , we obtain for arbi-

traryn∈ N

limsup
β→0

νx
β [0,1]≤C1h0(x)

∫ ∞

0
fndν . (3.28)

Letting n → ∞ in (3.28), the dominated convergence theorem implies the right hand
side converges toν [0,1] and thus we have

limsup
β→0

νx
β [0,1]≤C1h0(x)ν [0,1]. (3.29)

Conversely, it follows that

νx
β [0,1]≥

∫ ∞

0
gn(s)νx

β (ds)

and thus we obtain

liminf
β→0

νx
β [0,1]≥C1h0(x)

∫ ∞

0
gn(s)ν(ds). (3.30)

Note that limn→∞ gn(s) = 1[0,1](s) for s ̸= 1. However, usingν({1}) = 0, this conver-
gence is valid forν-a.e.s. Thus, applying the dominated convergence theorem in the
right hand side of (3.30), we have

liminf
β→0

νx
β [0,1]≥C1h0(x)ν [0,1]. (3.31)

Combining (3.29) and (3.31), we have limβ→0 νx
β [0,1] =C1h0(x)ν[0,1]. �
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Remark 3.1. (i) Theorem 3.3 is an extension of the result for 4-dimensional Brown-
ian motion. The result by Takeda [34] is an extension of d-dimensional Brownian
motion for d≥ 5. Thus the growth ofEx[exp(Aµ

t )] seems to depend on d/α.

(ii) Since we use an analytic method in the proof, we assume the absolute continuity
of µ . However, Takeda [34] treated general measures. Thus, it seems to extend
the result to the case of general measures.

3.3 Differentiability of spectral functions

In the previous section we define the spectral bound ofµ by formula (3.14). Forλ ≥ 0,
we define the spectral functionC(λ ) by

C(λ ) =− inf

{
E (u,u)−λ

∫
Rd

u2dµ|
∫
Rd

u2(x)dx= 1

}
. (3.32)

Supposeµ is critical andµ =V ·m for V ∈C∞
0 (R2). Lemma 3.6 shows that (3.22) is

valid for eβ = λ−1 andβ = C(λ ) for λ ≥ 1. Thus, if we apply the inverse function
theorem, we can determine the behavior of the spectral function. In [35], Takeda and
Tsuchida gave the criterion for the differentiability of the spectral function as follows:

Theorem 3.4. Let {Xt}t≥0 be the rotationally invariantα-stable process onRd and
µ be a Green-tight, smooth measure in the Kato class. The spectral function C(λ ) is
differentiable if and only if1< d/α ≤ 2.

We justify their result considering the concrete behavior ofC(λ ) in the case of
d = 2,α = 1.

Theorem 3.5. The spectral function C(λ ) satisfies

C(λ )≍ c
1−λ−1

− log(1−λ−1)
λ → 1. (3.33)

In particular, it follows

lim
λ→1

1−λ−1

−(λ −1) log(1−λ−1)
= lim

λ→1

λ−1

log(1−λ−1)
= 0

and hence C(λ ) is differentiable atλ = 1, which has consistency with Theorem 3.4.

In order to prove this theorem, we begin with the inverse function theorem contain-
ing logarithm.

Proposition 3.5. Let f and g be analytic function nearξ = 0 and real-valued forξ
real. Suppose f(0) = f ′(0) = 0 and g(0) = g′(0) = 0 and g′′(0) < 0 andη = f (ξ )+
g(ξ ) logξ . Thenξ (η) satisfies

ξ (η) = ∑
n≥1,m,k≥0

Cn,m,kσnτmωk,

σ =
( η

logη−1

) 1
2
, τ =

1
logη−1 , ω =

log(logη−1)

logη−1
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Proof. Without loss of generality we may assume that

f (ξ ) =
∞

∑
n=2

anξ n, g(ξ ) =−2ξ 2 logξ + logξ
∞

∑
n=3

bnξ n

It follows that

η =
∞

∑
n=2

anξ n+ logξ
∞

∑
n=3

bnξ n (3.34)

and substituteξ = σ(1+z). (3.34) is rewritten as follows:

η =
∞

∑
n=2

anσn(1+z)n−2σ2(1+z)2 log(σ(1+z))+ log(1+z)
∞

∑
n=3

bnσn(1+z)n

= σ2
( ∞

∑
n=0

an+2σn(1+z)n+2−2(1+z)2 log(σ(1+z))

+σ log(σ(1+z))
∞

∑
n=0

bn+3σn−3(1+z)n
)

(3.35)

Noting thatσ2 = η/(logη−1), we have

logη−1 =
∞

∑
n=0

an+2σn(1+z)n+2−2(1+z)2 log(σ(1+z))

+σ log(σ(1+z))
∞

∑
n=0

bn+3σn−3(1+z)n (3.36)

Multiplying τ in the both side of (3.36), we obtain

1= τ
∞

∑
n=0

an+2σn(1+z)n+2−2(1+z)2τ log(σ(1+z))

+στ log(σ(1+z))
∞

∑
n=0

bn+3σn(1+z)n+3 (3.37)

log(σ(1+z)) is rewritten as follows:

logσ + log(1+z) =
1
2
(logη − log(logη−1))+ log(1+z)

=−1+ω
2τ

+ log(1+z)

Thus, we obtain

1= τ
∞

∑
n=0

an+2σn(1+z)n+2+(1+z)2(1+ω)

−2(1+z)2τ log(1+z)−
(σ

2
+

σω
2

−στ log(1+z)
) ∞

∑
n=0

bn+3σn(1+z)n+3
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SetF(z,σ ,τ,ω) by

F(z,σ ,τ,ω) = z2+2z+(1+z)2ω −2τ(1+z)2 log(1+z)

+τ
∞

∑
n=0

an+2σn(1+z)n+2−
(σ

2
+

σω
2

−στ log(1+z)
) ∞

∑
n=0

bn+3σn(1+z)n+3

Then we see thatF(z,σ ,τ,ω) = 0 and∂F/∂z(0,0,0,0) ̸= 0, and thus we conclude

z= ∑
n,m,k≥0

dn,m,kσnτmωk

for z sufficiently near 0. Noting thatξ = σ(1+z), we have the desired result.

Now we prove Theorem 3.5.
Proof of Theorem 3.5 In order to apply the inverse function theorem, we need to
substituteβ = ξ 2 andeβ = η in (3.22). Thus we obtain

η = 1+C1ξ 2 logξ +C2ξ 2+ . . .

andC1 > 0. Applying Proposition 3.5, we obtain the expansion ofξ as follows:

ξ = ∑
n≥1,m,k≥0

dn,m,kσnτmωk (3.38)

where

σ =
( 1−η

log(1−η)−1

) 1
2 τ =

1
log(1−η)−1 ω =

log(log(1−η)−1)

log(1−η)−1

Sinceη → 1 asξ → 0, the principal term of (3.38) isd1,0,0σ . Noting thatη = eβ = λ−1

andC(λ ) = ξ 2, we obtain the desired result. �
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Chapter 4

Continuity of harmonic
functions for non-local Markov
generators

We treated harmonic functions for Schrödinger operator in Chapters 2 and 3. Here
we consider the harmonic function for Markov generatorL . We assume thatL -
martingale problem is well-posed. We denote the associated jump process by{Xt}t≥0.
That is to say, the following two conditions are satisfied;

• For all x∈ Rd , Px(X0 = x) = 1.

• For all f ∈C2
b, { f (Xt)− f (x)−

∫ t
0 L f (Xs)ds}t≥0 is aPx-martingale.

We defineL -harmonic function as a bounded functionu such that{u(Xt)}t≥0 is a
martingale. Note thatu satisfiesL u = 0. If L is a uniform elliptic second order
operator,{Xt}t≥0 is the diffusion process and harmonic functionu is continuous. In
this chapter, we consider the same problem for non-local Markov generators. Thus,L
is given by

L u(x) =
∫
Rd\{0}

(
u(x+h)−u(x)−h·∇u(x)1{|h|≤1}

)
n(x,h)dh,

wheren(x,h) is a non-negative measurable function onRd ×Rd. The functionn(x,h)
is called a jump measure or a jump density fromx to x+h. Whenn(x,h) satisfies

C1

|h|d+α ≤ n(x,h)≤ C2

|h|d+α

for some constants 0<C1 ≤C2 and 0< α < 2, the associated jump process is called
the α-stable-like process in Chen and Kumagai [9]. Bass and Levin [5] is one of the
earliest papers which deals with this class of jump processes with non-smoothn(x,h).
They establish elliptic Harnack inequalities and the Hölder continuity for harmonic
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functions. In [26], Song and Vondraček consider a wider class of jump processes, such
as a sum of symmetric stable processes with different order.

In general, the exponentα depends onx andh, and the associated operator is of
variable order. One of the difficulties of variable order case is that we cannot use scaling
property, unlike the stable-like case. It is a very delicate problem whether harmonic
functions for operators of variable order are continuous or not. Indeed, Barlow and
coauthors [3] prove that harmonic functions are not necessarily continuous in general.
To guarantee the continuity of harmonic functions, we impose some conditions on
n(x,h). Bass and Kassmann [4] established sufficient conditions for the continuity of
harmonic functions. These conditions are divided to two parts:

(SSJ) Singularity of small jumps, i.e. how the amount of jumps with sizer grows asr
tends to 0.

(QRI) Quasi rotationally invariance, i.e. how the process jumps in any direction to some
extent.

Husseini and Kassmann [14] treated weaker conditions than those of Bass and Kass-
mann [4]. In this chapter we reconsider conditions (SSJ) and (QRI) to extend their
results. This chapter is organized as follows: In Section 1, we review a main result by
Bass and Kassmann [4] which describes the sufficient condition for Hölder continuity
of harmonic functions. We refer where the conditions (SSJ) and (QRI) contributes to
the Hölder continuity. In Section 2, we consider the condition (SSJ) and extend the
result of Bass and Kassmann [4]. In Section 3, we weaken the condition (QRI) and
prove the continuity of harmonic functions.

4.1 Preceding results on continuous harmonic functions

Let L be a non-local operator of form (4.1) given by

L u(x) =
∫
Rd\{0}

(
u(x+h)−u(x)−h·∇u(x)1{|h|≤1}

)
n(x,h)dh, (4.1)

and suppose the jump measuren(x,h) satisfies

sup
x∈Rd

∫
Rd
(|h|2∧1)n(x,h)dh< ∞. (4.2)

Let A be a Borel set. For the process{Xt}t≥0, denote the first exiting time ofA by τA

and the first hitting time ofA by TA respectively; i.e.

τA := inf{t > 0 : Xt /∈ A}, TA := inf{t > 0 : Xt ∈ A}.

Now we give the definition of harmonic functions.

Definition 4.1. The bounded function u onRd is called harmonic with respect toL
on D⊂ Rd if {u(Xt∧τD)}t≥0 is a martingale.

Roughly speaking, a harmonic function u satisfiesL u(x) = 0 for x∈ D.
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The following definition ofS(x, r), L(x, r) and N(x, r) are taken from Bass and
Kassmann [4].

S(x, r) =
∫
|h|≥r

n(x,h)dh,

L(x, r) = S(x, r)+
1
r

∣∣∣∫
r≤|h|≤1

h n(x,h)dh
∣∣∣+ 1

r2

∫
|h|≤r

|h|2n(x,h)dh,

N(x, r) = inf

{∫
h∈A−x

n(x,h)dh : A⊂ B(x,2r) and|A| ≥ |B(x, r)|
3·2d

}
,

whereB(x, r) and|A| stand for an open ball inRd centered atx with radiusr and the
Lebesgue measure ofA respectively. The following assumption is also taken from Bass
and Kassmann [4].

Assumption 4.1. Let R0 be a constant such that0 < R0 < 1. Suppose the following
conditions hold.

(SSJ-1) There existκ1 > 0andσ > 0such that for all x∈Rd, r ∈ (0,R0) and1< λ < 1/r,

S(x,λ r)
S(x, r)

≤ κ1λ−σ .

(QRI-1) There existsκ2 > 0 such that for all x∈ Rd, r ∈ (0,R0) and y∈ B(x,2r),

N(x, r)≥ κ2L(y, r/2).

In [4], Bass and Kassmann prove the Hölder continuity of harmonic functions un-
der the assumptions (SSJ-1) and (QRI-1). Precise statement of their theorem is the
following.

Theorem 4.1. ([4] Theorem2.2.) Let R0 be a constant such that0< R0 < 1. Suppose
0< R< R0 and let u be bounded inRd and harmonic in B(z0,R) with respect toL .
Then, under the assumptions (SSJ-1) and (QRI-1), there existν ∈ (0,1) and C> 0
depending only onκ1,κ2, andσ such that

|u(z)−u(y)| ≤C∥u∥∞

( |z−y|
R

)ν
, z, y∈ B(z0,R/3). (4.3)

DefineL0(x0, r) andN0(x0, r) as follows:

L0(x0, r) := sup
x∈B(x0,r)

L(x, r). N0(x0, r) := inf
x∈B(x0,r)

N(x, r)

For the proof of Theorem 4.1, we begin with three lemmas.

Proposition 4.1. ([4] Proposition 3.1.) There exists C1 such that

Px0(τB(x0,r) < t)≤C1tL0(x0, r).
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Proof. Let u be aC2(Rd) function with bounded first and second partial derivatives
that satisfies the following;

• u(x) = |x−x0|2/r2 for |x−x0| ≤ r.

• 1≤ u(x)≤C2 for |x−x0|> r.

• |∇u| ≤C3/r.

• The second partial derivatives are bounded byC4/r2.

SincePx0 is a solution to the martingale problem forL startedx0,

Ex0[u(Xt∧τB(x0,r)
)]−u(x0) = Ex0

[∫ t∧τB(x0,r)

0
L u(Xs)ds

]
.

The left hand side is larger thanPx0(τB(x0,r) ≤ t), while the right hand side is bounded
from above by

t sup
x∈B(x0,r)

|L u(x)| ≤ (C2+C3+C4)tL0(x0, r).

We thus obtain the assertion.

Denote the left limit ofXt by Xt− and set∆Xt := Xt −Xt−. Let Q be a Borel set and
U := inf{t : |∆Xt | ≥ r} for r < R0. We then have the following.

Proposition 4.2. ([4] Proposition 3.3. ) Under the condition (SSJ-1), we have

Px(|∆XU∧τQ| ≥ λ r)≤ κ1λ−σ (4.4)

for r < R0,1< λ < 1/r and x∈ Rd.

Proof. By the Lévy system formula, for every bounded stopping timeS and disjoint
Borel setsB andC, we have

Ey

[
∑
s≤S

1(Xs−∈B,Xs∈C)

]
= Ey

[∫ S

0
1B(Xs)n(Xs,C−Xs)ds

]
. (4.5)

Using this formula and the condition (SSJ-1), for arbitraryt > 0 we have

Px(|∆XU∧τQ∧t | ≥ λ r) = Ex

[
∑

s≤U∧τQ∧t
1(|∆Xs|≥λ r)

]

= Ex

[∫ U∧τQ∧t

0

∫
|h|≥λ r

n(Xs,h)dhds

]
= Ex

[∫ U∧τQ∧t

0
S(Xs,λ r)ds

]
≤ κ1λ−σEx

[∫ U∧τQ∧t

0
S(Xs, r)ds

]
(4.6)

By the Lévy system formula, the right hand side of (4.6) is estimated as follows:

κ1λ−σEx

[∫ U∧τQ∧t

0
S(Xs, r)ds

]
= κ1λ−σEx

[∫ U∧τQ∧t

0

∫
|h|≥r

n(Xs,h)dhds

]
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= κ1λ−σEx

[
∑

s≤U∧τQ∧t
1(|∆Xs|≥r)

]
= κ1λ−σPx(|∆XU∧τQ∧t | ≥ r)≤ κ1λ−σ .

Thus, we obtain

Px(|∆XU∧τQ∧t | ≥ λ r)≤ κ1λ−σ .

Now letting t → ∞ and using the dominated convergence theorem, the assertion (4.4)
follows.

Proposition 4.3. ([4] Proposition 3.2.) Suppose the condition (QRI-1) holds. Suppose
0 < r < R0,A ⊂ B(x0, r),y ∈ B(x0, r/2), and |A|/|B(x0, r)| ≥ 1/(3 · 2d). Then, there
existsκ5 > 0 not depending on x0, r,or A such that

Py(TA < τB(x0,r))≥ κ5.

Proof. Set τ = τB(x0,r). If Py(TA < τ) ≥ 1/4, there is nothing to prove. Therefore,
we may assumePy(TA < τ) ≤ 1/4 without loss of generality. Note thatB(x0, r) ⊃
B(y, r/2). Combining with Proposition 4.1, we have

Py(τ ≤ t0)≤ Py(τB(y,r/2) ≤ t0)≤C1t0L0(y, r/2).

Therefore, for sufficiently smallC2 if we set

t0 =
C2

L0(y, r/2)
,

thenPy(τ ≤ t0)≤ 1/2.
Moreover, ifx∈ B(x0, r), we have

n(x,A−x) :=
∫

A−x
n(x,h)dh≥ N0(x0, r). (4.7)

Combining this estimate with the Lévy system formula (4.5), we obtain

Py(TA ≤ τ)≥ Ey

[
∑

s≤TA∧τ∧t0

1{Xs− ̸=Xs, Xs∈A}

]

≥ Ey

[∫ TA∧τ∧t0

0
n(Xs,A−Xs)ds

]
≥ N0(x0, r)Ey(TA∧ τ ∧ t0).

Furthermore, we have

Ey(TA∧ τ ∧ t0)≥ t0Py(TA ≥ τ ≥ t0)

≥ t0[1−Py(TA < τ)−Py(τ < t0)]≥
t0
4
.

Therefore, we conclude

Py(TA < τ)≥ t0
4

N0(x0, r) =
C2

4
· N0(x0, r)
L0(y, r/2)

≥ C2κ2

4

and the assertion follows, where in the last inequality we used (QRI-1).
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These three propositions are the keys to prove Theorem 4.1.
Proof of Theorem 4.1. Suppose∥u∥∞ ≤ K and choose 0< ρ0 <

1
4 appropriately. Set

rn :=
R
12

ρn−1
0 (n∈ N).

Then, we haveB(z1,2r1)⊂ B(z0,R/2) for arbitraryz1 ∈ B(z0,R/3). SetBn,Mn andmn

as follows.

Bn := B(z1, rn), Mn := sup
x∈Bn

u(x), mn := inf
x∈Bn

u(x).

Let a< 1 andθ1 > 2K be positive constants chosen later appropriately. Set

sn = θ1an (n∈ N).

We will prove by induction that

Mn−mn ≤ sn (∀n∈ N). (4.8)

We assume thatMk−mk ≤ sk for 1≤ k≤ n and consider the case ofk= n+1. Choose
y,z∈ Bn+1 such that

u(z)≥ Mn+1− ε, u(y)≤ mn+1+ ε,

whereε is an arbitrary positive number. Set

An = {z∈ Bn : u(z)≤ (Mn+mn)/2} .

Without loss of generality, we may assume|An|/|Bn| ≥ 1/2. (If |An|/|Bn|< 1/2, con-
sider the function−u(x) instead ofu(x).)
Choose a compact setDn such that

Dn ⊂ An, |Dn|/|Bn| ≥ 1/3.

Note that Proposition 4.3 impliesPz(TDn < τBn) ≥ κ5. Let pn := Pz(TDn < τBn) and
defineτn := τBn. Harmonic property ofu and the optional sampling theorem imply that

u(z)−u(y) = Ez[u(Xτn∧TDn
)−u(y)]

= Ez[u(Xτn∧TDn
)−u(y) : TDn < τn,Xτn ∈ Bn−1]

+Ez[u(Xτn∧TDn
)−u(y) : TDn ≥ τn,Xτn ∈ Bn−1]

+
n−2

∑
i=1

Ez[u(Xτn∧TDn
)−u(y) : Xτn ∈ Bn−i−1\Bn−i ]

+Ez[u(Xτn∧TDn
)−u(y) : Xτn /∈ B1]

=: I1+ I2+ I3+ I4. (4.9)

Here we defineu(X∞) := limt→∞ u(Xt) and assumeXτn ∈ Bn−1 whenτn = ∞. Now we
estimate each term of (4.9). First, we considerI1 andI2.
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I1 ≤
Mn−mn

2
Pz(TDn < τn)≤

sn

2
pn, (4.10)

I2 ≤ (Mn−1−mn−1)Pz(τn ≤ TDn)≤ sn−1(1− pn). (4.11)

In order to estimateI3 andI4, we first define

Fi := Pz(Xτn /∈ Bn−i)

and consider this value. IfXτn /∈ Bn−i , the process cannot have a jump larger than
2rn before the timeτn and |Xτn −Xτn−| ≥ rn−i − rn. Note thatρ0 < 1

4 and therefore
2rn ≤ rn−i − rn. Then we can apply Proposition 4.2 and conclude that

Fi ≤ κ1

( 2rn

rn−i − rn

)σ
= κ1

( 2ρ i
0

1−ρ i
0

)σ
≤C2ρ iσ

0 .

Then we can obtain the following estimate;

I3 ≤
n−2

∑
i=1

(Mn−i−1−mn−i−1)(Fi −Fi+1)≤
n−2

∑
i=1

sn−i−1(Fi −Fi+1)

= sn−2F1−s1Fn−1+
n−2

∑
i=2

(sn−i−1−sn−i)Fi ≤ sn−2F1+
n−2

∑
i=2

(sn−i−1−sn−i)Fi

≤ sn−2C2ρσ
0 +snC2(a

−1−1)
n−2

∑
i=2

(ρσ
0

a

)i
, (4.12)

I4 ≤ 2K ·Fn−1 ≤ θ1C2ρ(n−1)σ
0 . (4.13)

Combining the estimates (4.10)–(4.13), we conclude that

u(z)−u(y)≤ 1
2

snpn+sn−1(1− pn)+sn−2F1+
n−2

∑
i=2

(sn−i−1−sn−i)Fi +2K ·Fn−1

≤ 1
2

snpn+sn−1(1− pn)+sn−2C2ρσ
0

+snC2(a
−1−1)

n−2

∑
i=2

(ρσ
0

a

)i
+θ1C2ρ(n−1)σ

0 . (4.14)

In the rest of the proof, we assumen is large enough. Choosea such thatρ
σ
2

0 < a< 1,
then we have

n−2

∑
i=2

(ρσ
0

a

)i
≤C3, and θ1ρ(n−1)σ

0 ≤C4snρnσ/3
0 .

Moreover, recall that there existsκ5 > 0 such thatpn ≥ κ5 for arbitraryn∈ N. Com-
bining these facts, we obtain that

R.H.S. of(4.14)≤ sn(a
−1− κ5

2
+a−2C2ρσ

0 +C5(a
−1−1)+C6ρnσ/3

0 )
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≤ sn(1−
κ5

2
+a−2C2ρσ

0 +C7(a
−1−1)+C6ρnσ/3

0 ). (4.15)

If we choosea sufficiently close to 1 andρ0 sufficiently small, there existsn0 ∈N such
that for arbitraryn≥ n0,

R.H.S. of(4.15)≤ sn(1−
κ5

4
)≤ sn+1. (4.16)

Furthermore, if we chooseθ1 such thatθ1an0 ≥ 2K, then the induction hypothesis is
satisfied for 1≤ n≤ n0. Therefore, we have proved (4.8) and this implies the Hölder
continuity ofu. Indeed, setz= z1 and choosey∈ B(z0,

R
3 ). If there existsn∈ N such

that

R
12

ρn
0 ≤ |z−y|< R

12
ρn−1

0 , (4.17)

then, we have

|u(z)−u(y)| ≤ θ1an =C8K(exp(nlogρ0))
loga

logρ0 ≤C9∥u∥∞

( |z−y|
R

) loga
logρ0 .

If there is non that satisfies (4.17), then|z−y| ≥ R/12. Therefore, there existsC10> 0
such that

|u(z)−u(y)| ≤ 2∥u∥∞ ≤C10∥u∥∞

( |z−y|
R

) loga
logρ0 .

Noting thatz= z1 ∈ B(z0,R/3) is arbitrary, this completes the proof of the Hölder
continuity ofu in B(z0,R/3). �

Remark 4.1. There is a minor error in the proof of Theorem 2.2 in [4] by Bass and
Kassmann. One of the keys to prove this theorem is the oscillation arguments; i.e. we
choose appropriate sequences{rn} and{sn} decreasing to 0 as n→ ∞ and show that

|u(z)−u(y)| ≤ sn (|z−y| ≤ rn) (4.18)

by induction. Where the choice rn = θ2/4n is specified, it is necessary to take rn = θ2ρn

for some0< ρ < 1/4. They choose rn = θ2/4n, whereθ2 is a sufficiently small positive
constant. With this choice, the proof does not necessarily work well. We may resolve
this by choice rn = θ2ρn with appropriate0< ρ < 1/4.

4.2 Condition (SSJ) and continuous harmonic functions

We consider the following assumption instead of (SSJ-1);

(SSJ-2) There existκ3 > 0 andγ > 1 such that for allx∈Rd, r ∈ (0,R0) and 1< λ < 1/r,

S(x,λ r)
S(x, r)

≤ κ3(logλ )−γ .
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It is clear that (SSJ-1) implies (SSJ-2). In this section, we will prove the equivalence
of the conditions (SSJ-1) and (SSJ-2) withγ > 0. The following proposition plays a
crucial role in proving this equivalence.

Theorem 4.2. Let f : (0,∞)→ (0,∞) be a non-increasing function satisfying

f (λ r)
f (r)

≤ g(λ ) for all r ∈ (0,1) and λ ∈
(

1,
1
r

)
(4.19)

for a function g: (1,∞)→ (0,∞) such thatliminfλ→∞ g(λ )< 1. There exist constants
c> 0,σ > 0 such that (4.19) holds for g(λ ) = cλ−σ , i.e.

f (λ r)
f (r)

≤ cλ−σ for all r ∈ (0,1) and λ ∈
(

1,
1
r

)

Proof. Let r ∈ (0,1) andλ ∈ (1,1/r). Chooseb> 1 so thatg(b) < 1. Letn∈ Z+ be
such thatbn ≤ λ < bn+1. Assume first thatn≥ 1.
Sincebn < 1/r, we see thatbn−1r < b−1 < 1 and so we can apply (4.19) withbn−1r ∈
(0,1) andb∈ (1,1/bn−1r) to get

f (bnr)
f (bn−1r)

=
f (b·bn−1r)
f (bn−1r)

≤ g(b). (4.20)

Iterating (4.20), it follows that

f (bnr)
f (r)

≤ g(b)n = g(b)exp((n−1) logg(b)) = g(b)exp

(
(n−1) logb−1 · logg(b)

logb−1

)
= g(b) · (b−(n−1)σ ) = g(b) ·b2σ ·b−(n+1)σ ,

whereσ :=− logg(b)/ logb> 0. Sincef is non-increasing, we finally obtain

f (λ r)
f (r)

≤ f (bnr)
f (r)

≤ b2σ g(b)b−(n+1)σ ≤ b2σ g(b)λ−σ .

The casen= 0 follows from the fact thatf is non-increasing:

f (λ r)
f (r)

≤ 1< bσ λ−σ .

Thus, it is enough to choosec := g(b)b2σ ∨bσ .

Applying Theorem 4.2 withg(λ ) = κ3(logλ )−γ , (SSJ-2) implies (SSJ-1) and thus
we can see the equivalence of (SSJ-1) and (SSJ-2) withγ > 0. Consequently, we can
obtain the Ḧolder continuity of harmonic functions even if we change the condition
(SSJ-1) into (SSJ-2) withγ > 0. Thus, combining this equivalence and Theorem 4.1,
we can obtain the following corollary.

Corollary 4.1. Suppose0 < R< R0 < 1 and let u be bounded inRd and harmonic
in B(z0,R) with respect toL . Then, under the assumptions (SSJ-2) withγ > 0 and
(QRI-1), there existν ∈ (0,1) and C> 0 depending only on R0,κ2,κ3 andγ such that

|u(z)−u(y)| ≤C∥u∥∞

( |z−y|
R

)ν
, z, y∈ B(z0,R/3). (4.21)
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4.3 Condition (QRI) and continuous harmonic functions

We next consider the following condition which is weaker than (QRI-1);

(QRI-2) There existsκ4 > 0 such that for allx∈ Rd, r ∈ (0,R0) andy∈ B(x,2r),

N(x, r)≥ κ4

| logr|
L(y, r/2).

If we change the condition (QRI-1) into (QRI-2), we can prove the uniform continuity
of harmonic functions. The precise statement is as follows;

Theorem 4.3. Let 0 < R< R0 < 1 and suppose (SSJ-1) or (SSJ-2) withγ > 0 and
in addition (QRI-2). Then there exists a monotone increasing continuous function P:
R+ → R+ with P(0) = 0 such that for anyL -harmonic function on B(z0,R)

|u(z)−u(y)| ≤ ∥u∥∞P(|z−y|), z, y∈ B(z0,R/2).

Although Husseini and Kassmann [14] also obtain similar theorem under the as-
sumptions (SSJ-1) and (QRI-2), it seems that there is a gap in their proof. (See Remark
4.3 for details.) Thus, we will give a full proof there. We first consider an example
where the assumption (SSJ-1) and (QRI-2) are satisfied.

Example 4.1. Let κ0 be a given positive constant. If the jump density function n(x,h)
satisfies for0< |h| ≤ 2

κ0

|h|d+α log
3
|h|

≤ n(x,h)≤ κ0
−1

|h|d+α log
3
|h|

(4.22)

with 1≤ α < 2 andsupx∈Rd S(x,1)< ∞, then the uniform continuity of harmonic func-
tion holds.

Proof. Due to Theorem 4.3, it is enough to verify (4.2), (SSJ-1) and (QRI-2). (4.2) is
easy to verify. By (4.22), we have∫

|h|≤1
|h|2n(x,h)dh≤

∫
|h|≤1

|h|2 · κ0
−1

|h|d+α log
3
|h|

dh

=C1

∫ 1

0

1
ψα−1 log

3
ψ

dψ =C2

∫ ∞

0
(χ + log3)e(α−2)χdχ < ∞,

where we useψ = e−χ in the last equality. Thus, combining with the assumption
supx∈Rd S(x,1)< ∞, we obtain

sup
x∈Rd

∫
Rd
(|h|2∧1)n(x,h)dh≤ sup

x∈Rd
S(x,1)+

∫
|h|≤1

κ0
−1

|h|d+α−2 log
3
|h|

dh< ∞.
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Let r be 0< r < R0 < 1. To see (SSJ-1) follow, we begin with the estimate of∫
r≤|h|≤1

1
|h|d+α log

3
|h|

dh.

Using the spherical coordinate, we can obtain that∫
r≤|h|≤1

1
|h|d+α log

3
|h|

dh=C2

∫ 1

r

1
ψα+1 log

3
ψ

dψ

=C2

( 1
α

r−α log
1
r
+

α log3−1
α2 (r−α −1)

)
=C3

(
r−α log

1
r
+(log3− 1

α
)(r−α −1)

)
.

We now estimateS(x, r) from below. The above formula and (4.22) imply

S(x, r) =
∫
|h|≥r

n(x,h)dh≥
∫

r≤|h|≤1
n(x,h)dh

≥C4

(
r−α log

1
r
+(log3− 1

α
)(r−α −1)

)
≥C4r−α log

1
r
, (4.23)

where we used the assumption 1≤ α < 2 in the last inequality. Moreover, if we esti-
mateS(x, r) from above, we obtain that

S(x, r) =S(x,1)+
∫

r≤|h|≤1
n(x,h)dh

≤C5+C6

(
r−α log

1
r
+(log3− 1

α
)(r−α −1)

)
≤C5+C6r−α log

3
r
≤C7r−α log

3
r
. (4.24)

Combining (4.23) and (4.24), we see that

S(x,λ r)
S(x, r)

≤ C3(λ r)−α log(3/λ r)
C1r−α log(1/r)

≤C4λ−α log(3/λ r)
log(1/r)

≤C5λ−α ,

where we used the assumptionr < R0 < 1 in the last inequality. We thus obtain the
condition (SSJ-1).
We next prove (QRI-2). Using (4.22) and (4.24), we have for 0< r < R0,

N(x, r)≥ κ0

(2r)d+α log
3
2r

· 1
3·2d |B(x, r)| ≥C6

1
rα log

1
r
. (4.25)

and

L(y, r/2) = S(y, r/2)+
2
r

∣∣∣∫
r
2≤|h|≤1

h n(x,h)dh
∣∣∣+ 4

r2

∫
|h|≤ r

2

|h|2n(x,h)dh

≤C3

( r
2

)−α
log

6
r
+

C7

r

∫ 1

r
2

1
ψα log

3
ψ

dψ +
C8

r2

∫ r
2

0

1
ψα−1 log

3
ψ

dψ
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=: L1+L2+L3

It is clear thatL1 ≤C10r−α log(1/r). L3 satisfies the upper estimate as follows:

L3 ≤
C13

r2

∫ r
2

0

1
ψα−1 log

1
ψ

dψ ≤C14r
−α log

1
r
.

Moreover,L2 satisfies the upper estimate as follows:
Case1. 1< α < 2.

L2 ≤
C11

r

(
− log(r/2)+ log3

α −1

(2
r

)α−1
+

1
(α −1)2

)
≤C15r

−α log
1
r
.

Case2.α = 1.

L2 ≤
C11

r

((
log

r
2

)2
+ log3·

(
− log

r
2

))
≤ C16

r

(
log

1
r

)2

.

Consequently, we conclude that

L(y, r/2)≤

{
C11r−α log(1/r) (α ̸= 1)

C12r−1(log(1/r))2 (α = 1).
(4.26)

Combining (4.25) and (4.26), we see that there existsκ4 such that the condition (QRI-2)
holds.

Remark 4.2. As we see in the proof above, when1 < α < 2, (QRI-1) holds. Conse-
quently, we have the Ḧolder continuity of harmonic functions.

Now we prove Theorem 4.3. We use the similar method as the case of Theorem
4.1. Note that Proposition 4.1 and 4.2 are valid under the assumption of Theorem 4.3.
Moreover, the following lemma is obtained by easy modification of Proposition 4.3

Proposition 4.4. ([14] Lemma 2.5.) Suppose (QRI-2) holds. Then there existsκ6 > 0
such that

Py(TA < τB(x0,r))≥
κ6

| logr|

for r ∈ (0,R0),y∈ B(x0, r/2) , and A⊂ B(x0, r) such that|A| ≥ |B(x0, r)|/(3·2d).

We now prove Theorem 4.3.

Proof of Theorem 4.3. It is sufficient to prove the assertion under the assumptions
(SSJ-1) and (QRI-2). The idea of the proof is the same as Theorem 4.1. Suppose
∥u∥∞ = K, z1 ∈ B(z0,R/2) and define

sn :=
θ1

(log(n+1))β1
, rn :=

θ2

nβ2n
,

whereθ1 is chosen large enough to satisfyθ1 > 2K, andθ2 is chosen small enough
to satisfyθ2 < R/4. In addition, suppose 0< β1 ≤ 1 andβ2 ≥ 1 which are chosen
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appropriately later. Note that limn→∞ rn = 0 and limn→∞ sn = 0. SetBn, Mn andmn as
follows.

Bn := B(z1, rn), Mn := sup
z∈Bn

u(z), mn := inf
z∈Bn

u(z).

As in the proof of Theorem 4.1, we will prove by induction that

Mn−mn ≤ sn (∀n∈ N).

We assume thatMk−mk ≤ sk for 1≤ k≤ n and consider the case ofk= n+1. Choose
y,z∈ Bn+1 such that

u(z)≥ Mn+1− ε, u(y)≤ mn+1+ ε,

whereε is an arbitrary positive number. Define

An = {z∈ Bn : u(z)≤ (Mn+mn)/2}

and assume that|An|/|Bn| ≥ 1/2. LetDn be a compact set that satisfies

Dn ⊂ An, |Dn|/|Bn| ≥ 1/3.

Let

pn := Pz(TDn < τn), Fi := Pz(Xτn /∈ Bn−i),

whereτn := τBn. The harmonic property ofu and the optional sampling theorem imply
that

u(z)−u(y) = Ez[u(Xτn∧TDn
)−u(y)]

= Ez[u(Xτn∧TDn
)−u(y) : TDn < τn,Xτn ∈ Bn−1]

+Ez[u(Xτn∧TDn
)−u(y) : TDn ≥ τn,Xτn ∈ Bn−1]

+
n−2

∑
i=1

Ez[u(Xτn∧TDn
)−u(y) : Xτn ∈ Bn−i−1\Bn−i ]

+Ez[u(Xτn∧TDn
)−u(y) : Xτn /∈ B1]

=: I1+ I2+ I3+ I4. (4.27)

Here we defineu(X∞) := limt→∞ u(Xt) and assumeXτn ∈ Bn−1 whenτn = ∞. Now we
estimate each term of (4.27). First, we considerI1 andI2.

I1 ≤
Mn−mn

2
Pz(TDn < τn)≤

sn

2
pn, (4.28)

I2 ≤ (Mn−1−mn−1)Pz(τn ≤ TDn)≤ sn−1(1− pn). (4.29)

In order to estimateI3 andI4, we useFi .

I3 ≤
n−2

∑
i=1

(Mn−i−1−mn−i−1)(Fi −Fi+1)≤
n−2

∑
i=1

sn−i−1(Fi −Fi+1)
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= sn−2F1−s1Fn−1+
n−2

∑
i=2

(sn−i−1−sn−i)Fi

≤ sn−2F1+
n−2

∑
i=2

(sn−i−1−sn−i)Fi . (4.30)

I4 ≤ 2K ·Fn−1. (4.31)

Combining the estimates from (4.28) to (4.31), we can obtain

u(z)−u(y)≤ 1
2

snpn+sn−1(1− pn)+sn−2F1+
n−2

∑
i=2

(sn−i−1−sn−i)Fi +2K ·Fn−1

≤ sn−1−
1
2

snpn+sn−2F1+
n−2

∑
i=2

(sn−i−1−sn−i)Fi +2K ·Fn−1

= sn+1

(sn−1

sn+1
− snpn

2sn+1
+

sn−2

sn+1
F1+

n−2

∑
i=2

sn−i−1−sn−i

sn+1
Fi +

2K
sn+1

·Fn−1

)
=: sn+1(J1+J2+J3+J4+J5). (4.32)

Our goal is to prove that

J1+J2+J3+J4+J5 ≤ 1. (4.33)

Now, we estimate eachJi . In the rest of the proof, we assume thatn is large enough.
J1 andJ2 are easily estimated.

J1 =
sn−1

sn+1
=
( log(n+2)

logn

)β1
=
(

1+
log(1+ 2

n)

logn

)β1

≤
(

1+
2

nlogn

)β1
≤ 1+

2β1

nlogn
, (4.34)

where we used the assumption 0< β1 ≤ 1 in the last inequality. Note that Lemma 4.4
implies pn ≥ κ6/| logrn|. Then, we obtain

J2 =− snpn

2sn+1
≤−1

2
pn ≤− κ6

2| logrn|

=− κ6

2(| logθ2|+β2nlogn)
≤− κ7

β2nlogn
, (4.35)

whereκ7 is a constant that does not depend onβ1, β2 or n. In order to estimateJ3,J4

andJ5, we begin with the estimate ofFi := Pz(Xτn /∈ Bn−i). If Xτn /∈ Bn−i , the process
cannot have a jump larger than 2rn before the timeτn and|Xτn −Xτn−| ≥ rn−i − rn. Note
thatrn/rn−1 ≤ 1/4 and therefore 2rn < rn−i − rn. Then, we can apply Lemma 4.2 and
obtain

Fi ≤ κ1

( 2rn

rn−i − rn

)σ
(1≤ i ≤ n).
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Thus, noting that 0< β1 ≤ 1≤ β2, we have

J5 =
2K
sn+1

·Fn−1 ≤ (log(n+2))β1 ·κ1

( 2rn

r1− rn

)σ

= (log(n+2))β1 ·κ1

( 2

nβ2n−1

)σ
≤ log(n+2) ·κ1

( 4
nn

)σ

≤C1e−nσ logn≤C2exp
(
−nσ

2

)
. (4.36)

The estimates ofJ3 andJ4 are a little complicated.

J3 =
sn−2

sn+1
·F1 ≤

( log(n+2)
log(n−1)

)β1
·κ1

( 2rn

rn−1− rn

)σ

≤
( log(n+2)

log(n−1)

)β1
·κ1

( 2

nβ2 −1

)σ
≤
( log(n+2)

log(n−1)

)β1
·κ1

( 4

nβ2

)σ

≤C3

(
1+

3
(n−1) log(n−1)

)β1
· 1

nβ2σ ≤ C3

nβ2σ +
C4

nβ2σ+1 logn
. (4.37)

In order to estimateJ4, we begin with the following decomposition.

J4 =
n−2

∑
i=2

sn−i−1−sn−i

sn+1
·Fi

=
n0−1

∑
i=2

sn−i−1−sn−i

sn+1
·Fi +

n−2

∑
i=n0

sn−i−1−sn−i

sn+1
·Fi =: K1+K2, (4.38)

wheren0 is an integer that satisfiesn0−1 <
√

n ≤ n0. Note thatrn+1/rn ≤ 1/4 and
therefore

Fi ≤ κ1

( 2rn

rn−i − rn

)σ
≤ κ1

( 2
4i −1

)σ
≤ C5

4(i−1)σ . (4.39)

Noting that(logx)−β1 is a convex monotone decreasing function onx > 1, we can
estimateK1 as follows;

K1 ≤ (log(n+2))β1

( 1

(log(n−
√

n))β1
− 1

(log(n−
√

n+1))β1

)
·

n0−1

∑
i=2

C5

4(i−1)σ

≤C6(log(n+2))β1 ·β1
1

(n−
√

n)(log(n−
√

n))β1+1

≤C6(2logn)β1 ·β1
2β1+2

n(logn)β1+1
≤ C7β1

nlogn
. (4.40)

The estimate ofK2 is much easier;

K2 ≤
( log(n+2)

log2

)β1
∞

∑
i=n0

C5

4(i−1)σ ≤C8 log(n+2) · 1

4
√

nσ ≤ C9

2
√

nσ . (4.41)
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From (4.40) and (4.41), we obtain

J4 ≤
C7β1

nlogn
+

C9

2
√

nσ . (4.42)

Combining all the estimates ofJi ’s, we conclude that

J1+J2+J3+J4+J5

≤ 1+
2β1

nlogn
− κ7

β2nlogn
+

C3

nβ2σ +
C4

nβ2σ+1 logn
+

C7β1

nlogn
+

C9

2
√

nσ +C2exp
(
−nσ

2

)
≤ 1+

(
C10β1−

κ7

β2

) 1
nlogn

+
C3

nβ2σ +
C11

nβ2σ+1 logn
. (4.43)

Now, chooseβ2 ≥ 1 so thatβ2σ > 1, and then takeβ1 small enough so thatC10β1−
κ7/β2 <−κ7/2β2. Then, we conclude that there existκ8 andn1 ∈N such that the right
hand side of (4.43) is bounded from above by 1−κ8/(nlogn) for n≥ n1. If we choose
θ1 sufficiently large so that

Mn−mn ≤ 2K ≤ sn (n≤ n1),

the induction hypothesis also holds for alln≤ n1. Now we conclude|u(z)−u(y)| ≤ sn

for z, y ∈ B(z0,R/2) such that|z− y| ≤ rn. Noting thats1 ≥ 2K, we can obtain the
desired continuity. �

Remark 4.3. In the proof, we should choose sn and rn very carefully. In Theorem 1.2
of [14], they set

sn =
θ1

nζ , rn =
θ2

4n ,

whereζ > 0. However, this does not work well. The trouble is that J2 may go to 0 as
n→ ∞, while J3 does not depend on n. To avoid this trouble, it is essential to choose rn

so that F1 also depends on n.

Recently Kassmann and Mimica prove Hölder continuity of harmonic functions for
more general non-local operators in [18].
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