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Abstract 
A singularity-consistent direct kinematics algorithm is 
a necessity f o r  the analysis and control of parallel ma- 
nipulators. The present work proposes a first order 
singularity consistent algorithm for a class of parallel 
manipulators. I t  is shown that the algorithm is  sta- 
ble, convergent and can handle the multiplicity of the 
direct kinematics solutions for the manipulators. The 
performance of the method is analyzed with the help of 
the numerical examples incorporated at  the end of this 
paper. 

1. Introduction 
Different from serial-link manipulators, the direct 
kinematics of a parallel manipulator poses the prob- 
lem of multiplicity of solutions [3] [4] [ll]. Many re- 
searchers have been addressing t he direct kinematics 
problem [6J [8] Ill] 1201, focusing mainly on a closed- 
form solution and on establishing the upper bound 
on the number of direct kinematic solutions of a gen- 
eralized Stewart platform type parallel manipulator 
(GSPPM). Systematic studies on the subject can be 
obtained in [6] and [ZO]. 

Note, however, that except for some manipulators 
with special geometry [21], the direct kinematics prob- 
lem of a parallel manipulator is generally unsolvable 
in closed-form. This motivated another group of re- 
searchers to propose some numerical algorithms for 
this purpose [7] [SI 1171. In their recent work, McAree 
and Daniel 191 pointed out that the major shortcoming 
of all those numerical methods is that they are not sin- 
gularity consistent. The authors proposed three singu- 
larity consistent algorithms for 3-3 and 3-6 GSPPMs. 
Despite various merits of these three algorithms, they 
are difficult to be employed for other types of parallel 
manipulators. The main reason of that is the exten- 
sive dependence of these algorithm on the geometries 
of 3-3 and 3-6 GSPPMs. 

On the other hand, with regard to nonredundant 
serial-link manipulators, it was pointed out [lS] that 
motion can be initialized at  a singularity. An algo- 
rithm for path tracking close to  or through codimen- 
sion one singularities of the inverse kinematics was 
developed by Kieffer [ 5 ] .  An algorithm for iterative 
inverse kinematic solution, able to terminate at a sin- 
gularity, was proposchd by Tcholi and Dulgba [la]. 
Narashiman and Kumar 1121 proposed a second order 
analysis to  analyze the motion of a serial manipulator 
near its singularity. Based on a null space framework, 
we introduced the sin!gularzty-consistent (SC) method 
[13] [14], which has been successfully applied to  both 
serial and parallel manipulators [15] within a reference 
path tracking framework. We paid attention also to 
the case when the path passes through singularities of 
the direct kinematics. 

In this paper we address the problem of iterative nu- 
merical solution of the direct kinematics problem for 
parallel manipulators. We aim at deriving a real-time 
algorithm that finds a proper solution, also "beyond" 
the singularity manifold. The algorithm is based on 
the SC method, such that the iterative numerical di- 
rect kinematics problem is recast as a path tracking 
one. Our algorithm can be used consistently near and 
away from singularities for a class of parallel manipu- 
lators. 

2. Direct Kinematics Problem 
2.1. Direct Kinematics and Singularity 

The direct kinematics problem of a n dof non- 
redundant parallel manipulator involves the determi- 
nation of a point x in the workspace W E E" for a 
given value 8 in the actuated joint space 7 E R" of 
the manipulator such that 
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where, f E !Rn is the nonlinear kinematic map of the 
manipulator [2]. Since it is rarely possible to find a 
g(0) such that 

a numerical solution of eq. (1) is generally searched 
within W .  Most of the conventional algorithms for 
solving the above numerical problem start from a 
guess solution and iterate to converge to the actual 
one [SI. These algorithms depend on the differentials 
of the kinematic map. From eq. (l),  we have 

f(g(% 0) = a ,  

J,dx - J,de = 0, (2) 

where, J, = (df/dx) E PX" and J, = -(df/d0) E 
p L X "  . At the singular points of the map, the rank J, 
and/or J, become(s) smaller than n. [2] which can be 
identified by 

det J,= 0 ( 3 )  
and/or det J,= 0. (4) 

Equation ( 3 )  and eq. (4) generally define analytic man- 
ifolds of co-dimensions varying from one to the max- 
imum possible nullity of J, or J , .  These singular 
manifolds partition W into a number of open com- 
partments. In the vicinity of a singular manifold of 
co-dimension one, two adjacent compartments of W 
often contain two points which map at  the same point 
in 1. 
2.2. Multiplicity of the Solutions 

S 
Two 

of motion 

/ 

\ 

Figure 1. Multiple solutions across a singular mani- 
fold. 

Figure 1 shows a singular manifold S that locally 
divides kY into two open compartments A and B. Let 
xo and x g  denote the two direct kinematic solutions 
corresponding to 00. Let us consider a parallel ma- 
nipulator moving along a trajectory l' that  crosses S .  
After reaching (XI ,e,) on the trajectory, the control 
program of the manipulator has to  solve the direct 
kinematics problem at the next point B O .  But, when a 

conventional algorithm, starting from XI, searches for 
the solution, it cannot find both xg and x g .  The algo- 
rithm always stays within the region of attraction of 
BO i.e., the compartment A in the present case. How- 
ever, it is clear from Fig. l that in the above situation, 
the convergence to x3 may cause unacceptable accel- 
erations due to the abrupt change of the direction of 
motion on the trajectory and subsequently the trajec- 
tory control program may fail. 

Explained above is the problem related to the mul- 
tiplicity of the direct kinematic solutions which is dif- 
ficult to be tackled by conventional direct kinematic 
algorithms which are neither singularity-consistent nor 
formulated to  find multiple solutions in line with the 
requirement of the trajectory controller. The prob- 
lem of multiple solutions is not limited to the region 
near singularity. Parenti-Castelli [4] has shown that 
the multiple solutions may also occur within a single 
compartment like A. 

In the subsequent part of this paper we describe 
a singularity-consistent direct kinematics algorithm 
which can not only find two solutions in the above- 
mentioned situation but also can choose a proper so- 
lution depending on the current workspace velocity. 
However, the applicability of the algorithm is limited 
to the manipulators which do not contain a point sat- 
isfying eq. (4) in the interior of their workspace and 
to the other parallel manipulators which, while solv- 
ing the direct kinematics problem, can be transformed 
into an equivalent manipulator of the previous type. 

3. The Direct Kinematics Algorithm 
3.1. Formulation 
Let 0 0  be the point at  which the direct kinematics 
problem for the parallel manipulator has to be solved, 
x1 be the initial guess to the algorithm, and el E 7 
be such that 

h ( x l )  = 81. (5) 

k E Rn is the inverse kinematic function of the ma- 
nipulator, which can be easily obtained in closed form. 
We define a linear parameterization in 7 according to  

@ ( s )  = 81 + ( 8 0  - 191)s for 0 5 s 5 1. (6) 

Equation (6) defines an one-dimensional submanifold 
Q ( s )  E 7 .  We assume that at  any singularity encoun- 
tered on the path, the map h(x) is transversal to O(s) 
[I]. Therefore, 

Im(ah(x) /ax)  + Th(z)O(s) = 8". (7) 

The transversability condition in eq. (7) implies that  
at  a singularity, (a0 /as)  is linearly independent of the 

267 2 

Authorized licensed use limited to: TOHOKU UNIVERSITY. Downloaded on October 27, 2009 at 20:21 from IEEE Xplore.  Restrictions apply. 



columns of (dh(x)/dx) which is equal to J;lJ, (ref. 
eq 2). Another important assumption we make is that 
J, has always full rank. Therefore we can conclude 
that eq. (7) implies that  df/as is always independent 
of the columns of J, at  a codimension one singularity 
where eq. (3) holds. 

The parametrization of the path need not be ai- 
ways linear but the transversability condition must be 
satisfied at  any point. In addition, the parameter- 
ization should not introduce any singularity: B ( s )  : 
(iW(s)/as) # 0 for s < 1. 

Rewrite eq. (2) as: 

Hdq = 0 ( 8 )  

where, H = [J, -j,] E Rnx(n+l) , js  = J, (eo-el) and 
dq = [dxt dsIt. Note that because of the assumption 
of full rankness of J, ,  j, never vanishes. I t  can be 
easily verified [14] that the solution 

dq = b 4 q )  (9) 

satisfies eq. (8), where, v E N ( H )  and b is an arbitrary 
scalar; N(o) denotes the null space of a matrix. The 
last equation determines a vector field over 1. 
3.2. Singularity Consistency 
Following the SC method 1131 (cf. also 118]), we define, 

Exactly at a singular point of codimension one, S = 
det J, = 0, Im (adjJ,) = N(J,),  j, # 0 for s < 1 and 
rank(adj J p )  = 1. So rank((adj J,)[J, -js]) = 1. 
Now since (adj Jp) J, is a null matrix at a singularity, 

(adjJ,)j, # 0 
and (adj J,)js E N(J,)  

which in turn implies that q # 0 at  the singular point. 
Therefore, the manipulator is consistent a t  a singular 
point encountered on the path and it can also escape 
the Singularity. 

3.3. Stability 
In order to check the stability of the system repre- 
sented by eq. (9) on 6 ( s ) ,  we construct the following 
Liapunov function. 

1 
V = -etKe 2 

where e = (e - 8 0 s )  is the perturbation on the path 
and K E RnXn is a positive definite diagonal matrix. 
Note that we have shifted the origin to O1. Next, 

we differentiate the Liapunov function and substitute 
eq. (2) and eq. (9) in the resulting derivative to  obtain, 

When 4, obtained from eq. (9), is substituted in the 
above expression, V becomes zero. That shows that 
the motion along the path is not asymptotically stable. 
In order to make the motion asymptotically stable we 
use an approach as in 1141, [151 to compensate for the 
path perturbation. We define, 

q = bu(q)  + H+J,e, 

Substituting q from eq. (12) in eq. (11) and using the 
fact that HHt is an identity matrix under eq. (71, we 
obtain 

V := -etKe. 

Therefore, V < 0 and the closed loop system satisfying 
eq. (12) becomes asymptotically stable on O(s).  

3.4. Convergence 
For establishing the convergence of the algorithm, we 
assume e = 0. The convergence is ensured if the open 
loop system mentioned above always moves towards 
0 0 .  In order to show that, we propose a candidate 
Liapunov function 

where, Q E Pxn is a positive definite diagonal ma- 
trix. Taking the time derivtitive of U we obtain, 

U = -(1- s)@;Q81i. 

When the solution of 9 from eq. (9) is substituted in 
the above equation, we obtain 

U = -(1 - s)OiQOlb(det Jp). 

Since (1 - s)f$QQ1 > 0 for s < 1, the above expres- 
sion clearly shows that the algorithm is convergent if 
bdet J, > 0. 

It is well known that the sign of (detJ,) cannot 
change within a compartment like A in Fig. 1 and 
the sign changes across a singular manifold separating 
two compartments like A and B in Fig. 1. Therefore, a 
convergent algorithm can only move towards the solu- 
tion in the same compartment. However, a divergent 
algorithm with b(det J,) < 0 moves toward the oppo- 
site direction and crosses the singular manifold to find 
the other solution. In practical applications, the sign 
of b should be chosen t o  maintain the continuity of 
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velocity of the parallel manipulator in workspace co- 
ordinates consequently, the algorithm automatically 
selects the proper solution. 

After the discussion about singularity consistency, 
stability and convergence, we state the final form of 
the first order algorithm which is given below: 

9 0  - ql = /'=' (bv(q) + H+J,e) d t .  (13) 

The quantity qo contains the solution of the direct 
kinematic problem at 6 0 .  Any numerical scheme for 
integration may be employed to perform the integra- 
tion in eq. (13) and q o  can be readily obtained from 
that. 

4. Examples of the Parallel Manipula- 

In this present section, we will furnish the examples 
of the parallel manipulators to which the present al- 
gorithm can be applied. Figure 2(a) and (b) show two 

t=O,s=O 

tors 

(b) Planar, 3 dof 

(a) HEXA, 6 dof 

Figure 3. HEXA type parallel manipulators. 

joint angles of a HEXA type parallel manipulator, one 
can replace the fixed plate and the links attached to 
it with the help of an equivalent rigid body. This re- 
placement makes a HEXA an equivalent GSPPM. The  
direct kinematic problem of the  equivalent GSPPM can 
be solved t o  get the solution for the HEXA type ma-  
nipulator. Therefore, the HEXA type parallel manip- 
ulators can be also included in the class to  which the 
present algorithm can be applied. 

- Mobile plate 7 J Extensible 1% \ / ,,' , !\'>, 
\ \  

5. Numerical Examples 

/ Fixed plate 

(a) Spatial, 6 dof (b) Planar, 3 dof 

Figure 2. Schematic view of GSPPM. 

GSPPMs, one 6 dof, spatial another 3 dof and pla- 
nar. It can be easily shown that the interior of the 
workspace of a GSPPM is free from singularities sat- 
isfying eq. (4). There are some points on the bound- 
ary of the workspace of the manipulator at  which the 
length of at  least one of the legs of the GSPPM is zero. 
At those points eq. (4) is satisfied but we can neglect 
those singularities while considering the present algo- 
rithm. And we can conclude that any GSPPM belongs 
to the class to  which the proposed algorithm can be 
applied. 

Figure 3(a) shows the parallel manipulator, HEXA 
[19] and Fig. 3(b) shows another planar parallel ma- 
nipulator [ IO] .  The manipulator in Fig 3(a) can be 
conceived as a spatial version of the parallel manipu- 
lator in Fig. 3(b). They have similar kinematic char- 
acteristics. Hereafter, we will refer both the manipula- 
tors by HEXA type parallel manipulators. Given the 

For the numerical example, we selected a planar 
HEXA type parallel manipulator with 1, = 1, = 7 cm 
(see Fig. 3 (b)). The mobile and the fixed plates of the 
manipulator were chosen as equilateral triangles with 
the sides equal to  10 cm and 20 cm, respectively. The 
axes system, X, and Xo were respectively attached 
to the centroids of the mobile and the fixed plates. 
The position and orientation of X, with respect to 
Xo were denoted by [z y 4It. The position is measured 
in cm and the angle 4 is in radian. We performed the 
integrations in eq. (13) by fourth order Runge-Kutta 
method and solved the examples on a SUN worksta- 
tion. 

One solution Initial pomt Singular point Another solution 

X i  x i  x 0 

(0 0 ,  2071' [ O , O  41' 

Figure 4. Different configurations of the planar paral- 
lel robot. 
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I t  can be shown [lo] that a singular manifold sat- 
isfying eq. (3) passes through x = 0, y = 0 and 
4 = 0.575 in the workspace of the manipulator in 
Fig. 3 (b). The joint angles a t  the above-mentioned 
singular point are [1.166, -0.928, -3.023It. We con- 
sidered a case where multiplicity of the solution plays 
an important role. We chose [1.292, -0.802, -2.896It 
as the joint angles a t  which the direct kinematics prob- 
lem had to  be solved and the corresponding initial 
guess was x1 = [0.0, 0.0, 0.4It. We found two di- 
rect kinematic solutions, xg = [0.0, 0.0, 0.207It and 
xo = 10.0, 0.0, 1.000It for the problem with the help 
of the proposed algorithm. Figure 4 shows the initial 
guess, the two solutions and the singular configura- 
tion of the manipulator. In this section our objective 
is to  demonstrate how, under two different intial con- 
ditions a t  XI, the proposed algorithm converges to  the 
two solutions mentioned above. 

The two solutions shown in Fig. 4 were obtained by 
using the negative and positive values of b in eq. (13). 
The workspace initial velocities a t  (XI, 0,) correspond- 
ing to these negative and positive values of b were 
equal in magnitude but opposite in directions. In the 
present work, the workspace velocities were only in d, 
direction. The negative and positive Q, a t  the initial 
guess point actually correspond to  the velocities away 
from and towards the singular manifold, respectively. 
In the next few paragraphs we will present the vari- 
ations of det J, and 9 as the algorithm, started with 
two opposite workspace velocities, converged to  two 
different solutions. 

0.4 I v 

-0.4 ‘ I 
-0.4 0 0 4  0 8  1.2 

Parameters 

Figure 5. Determinant of J, along s. 

Figure 5 shows the variations of det J, with s in 
the above-mentioned two cases. The  curves A D  and 
,4BC in the figure are the plots corresponding to  the 
negative and positive initial values of 4, respectively, 
which were achieved by applying b = 0.5 and b = -0.5. 
The corresponding variations of s is shown by the 
curves NO and L M N O  in the phase plot, Fig. 6. I t  

0 

.V1 

-0 
-0.4 0 0.4 0.8 1.2 

Parameter s 

Figure 6 .  Phase plot for the proposed algorithm. 

is clear from A D  in Fig. 5 and Fig. 4 that b = 0.5 
produced negative initial velocity along 4 direction. 
Consequently, the algorithm moved from A to  the fi- 
nal point D (XO = [0.0, 0.0, 0.207376It) which is in the 
same compartment. The line segment NO in Fig. 6 
shows the variation of S along the path s. I t  is clear 
from the above figures that S for b = 0.5 was always 
positive. Moreover, the algorithm always moved to- 
ward s = 1 and hence It was always convergent. 

On the other hand, b = -0.5 produced positive 6 
and negative 9. For that negative value of b, the al- 
gorithm initially moved towards the singularity as can 
be observed from AB in Fig. 5. The corresponding 
line segment LM in Fig. 6 reveals that the algorithm 
moved away from s = 1 and hence it was divergent a t  
this stage. As the algorithm approached the singular 
manifold, S reduced and ultimately became zero on the 
singular manifold at  x = 0, 7~ = 0 and Q, = 0.575360. 
Then, the algorithm crossed the singular manifold and 
entered the adjacent Compartment. Figure 5 shows 
that det J, is negative in the adjacent compartment. 
Once the singular manifold is crossed, the algorithm 
with b = -0.5 started converging to  s = 1. That  con- 
vergence was possible because the change of sign of 
det J, across the singular manifolod made the prod- 
uct b det J, positive. From N to  0, in Fig. 6, the phase 
plots of the algorithm with b = -0.5 and b = 0.5 are 
identical. 

Figure 1 shows a continuous path ~ 0 x 1 ~ 3  (shown 
by the dotted line) betwlzen two direct kinematic solu- 
tions of 80. Many other continuous paths connecting 
xo x1 and x3 can be constructed between xo and x g .  

Two ends of all such paths are mapped onto Oo in 8 
space. At the point 01 on that mapping of ~ 0 ~ 1 x 3  in 
the B space, there exist two possible ways of reaching 
80. The solution of the d,irect kinematics is determined 
by the way in which the final point 80 is reached. The 
sign of b is useful in choosing one of these two ways 
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and hence it is useful in choosing the solution of the 
direct kinematics. If the sign of b is such that 

sgn(det Jp) sgn(b) > 0 

at 01, then the algorithm is always convergent and 
remains in the same compartment while the opposite 
sign of b forces the algorithm to  move in the opposite 
direction to find the other solution. Once the current 
velocity on the path is specified, b can be uniquely 
chosen and the corresponding direct kinematic solu- 
tion can be uniquely found out. 

6. Conclusion 
In the present work, we developed a singularity con- 
sistent direct kinematics algorithm for a class of par- 
allel manipulators. Our major aim was to  formulate 
an algorithm that can resolve the problems related to 
the multiplicity of the direct kinematic solutions of 
the manipulator. Towards this goal, we analyzed the 
potential problem due to the multiplicity and devel- 
oped one first order algorithm for solving it. Even 
though the algorithm is not completely general, it has 
been shown that if the transversality condition of the 
path is satisfied on the singular manifold, the pro- 
posed algorithm is stable, convergent and consistent 
a t  a singular point. It has been also shown that the 
algorithm can efficiently handle the problem related to 
the multiplicity of direct kinematic solutions in paral- 
lel manipulators easily by selecting the sign of a scalar 
parameter. Our future work will be directed towards 
removing the restriction of transversality. 
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