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Communication Network Protocol for Real-Time
Distributed Control and Its LSI Implementation

Koji Kobayashi, Michitaka Kameyamaenior Member, IEEEand Tatsuo HiguchiFellow, IEEE

Abstract—A new token-passing mechanism, priority token offers higher reliability than a group of stand-alone controllers.
passing, which features real-time access and fast detection andThe authors have investigated communication protocols for
recovery of transmission errors, is discussed in detail in compar- real-time control applications [1], [2]

ison with standard token-passing protocols, and its large-scale . L

integration (LSI)-oriented design concept is described. Priority Such networks require deterministic network access charac-
token passing includes only a small performance overhead, due to teristics and must add only a small overhead to network perfor-
its switching functions, which can change network topology from mance. It is also necessary to have priority control mechanisms
ring to broadcast medium. At_ol_<en-hold|ng node passes the'tol_<en to expedite emergency messaging. The protocol has to have
to another node after determining the successor through priority . .

comparison. Errors occurring during token passing can, thus, robust tr_ansmlssmn error and temporary disturbance recovery
be detected and corrected simply and promptly. Priority token Mechanisms. Such problems must be detected and recovered
passing has a simple hardware implementation, requiring only by retries, with minimum performance degradation. Network
small additions to the frame control circuitry, and has a small  communication must be maintainable, even during persistent

implementation overhead. The priority token-passing protocol  onq nrecoverable disturbances. This can be achieved either
and two other important network communication functions, dual . ) .
by media redundancy or by reconfiguration.

ring network reconfiguration and high-level data link control ! SIS
(HDLC) normal response mode-based message transmission, are Most importantly, the communication protocol must be able
designed as a single finite-state machine, and implemented into ato be implemented at a modest cost compared to that of the
compact LSI chip. This integrated instrument network (IINET) — gma|| controllers, which are typically used in control applica-
chip provides complete network communication services and .. . . L. .

tions. The lack of inexpensive communications solutions has

requires only three additional external electronic components for ! ) T
operation. been one of the major factors preventing popularization of

. . distributed real-time control.

Index Terms—Large-scale integration, local area networks, K . . 1k K hani
network fault tolerance, network reliability, protocols, real-ime ~_10Ken passing is a well-known network access mechanism
systems, reconfigurable architectures, token networks. with deterministic access characteristics. Of the three LAN

protocols originally standardized by the IEEE 802 Committee,
two are token passing protocols [3], [4]. In this paper, a new
|. INTRODUCTION token-passing protocol, priority token passing, is discussed in

HE standardization of local area network (LAN) proto-Contras_t tp the standard-token—pggsing protocols. It is §hown
T cols has been successful in networks of personal compftét Priority token passing exhibits both the token ring's
ers and workstations. However, establishing standard proto overhead and high throughput characteristics and the
has not been popular in industrial and commercial contri§ken bus’s reliable token relay. The scale and complexity
applications. One of the reasons for this is the fact that tRéimplementation are considerably reduced for priority token
cost and performance of control devices vary widely and, $#@Ssing, because of its simple mechanism.
the options offered by standard protocols are insufficient for Network integrity and message transmission are important
most small-scale controllers. factors of network communication. Priority token passing is

Recent advances in microelectronics have driven the growfplemented in a ring network, where failure of a ring segment
in the application of small microprocessor-based controllef@dy cause total network failure. The integrated instrument
for industrial and commercial control. If these small controllerdetwork (IINET) features a dual-ring reconfiguration mecha-
are interconnected via a communications network, a distributegm with autonomous cooperation between nodes and isolates
control system can be constructed which is more versatile difi¢ failed segment regardless of failure mode, whether it is

open, short circuit, or node failure. The message transmission
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TABLE | TOKEN BUS
COMPARISON OF TOKEN-PASSING ACCESSMETHODS
IPREAMBLI:] SD |CONTROL| DA LSA l S l ED l

NAME TOPOLOGY [TOKEN MANAGENENT PRIORITY
' TOKEN FRAME ERROR |TOKEN TCS GUARDED
DETECTION HONITORING :
TOREN BUS [BUS [FRAYE CHECK SBQUENCE TOCEN FOLDING.[FOTATION TOKEN RING TR
TOKEN RING |RING  |NANCHESTER CODE  |ACTIVE MONITOR [RESERVATION L S r K T D 7 D Lo ADDRESS
(STAR) __|VIOLATION SR coor FCS: FRAME CHECK SPQUENCE
PRIORITY  [DUAL  |FRANE CHECK SEQUENCE [TOKEN HOLDING [DIRECT MANCHESTER CODE GUARDED AC: ACCESS CONTROL
TOKEN PASS [RING NODE REFERENCE PRIORITY TOKEN PASSING
L ) J DA ImNTROLh’RIORITYJ SA I FCS r o ]
communication protocols which implement collapsed archi- FCS GUARDED

tecture are Real-Time MAP and FieldBus. The IINET alsgig. 1. Token frame structures.
uses a collapsed architecture, i.e., protocols for priority token
passing, loopback reconfiguration, and HDLC normal response
mode message transmission are implemented in a single—sfat
machine. Token bus is defined in a bus topology network. Therefore,

The 1SO defined each layer as an independent collecdogical sequencing of connections has to be established to
tion of functions. However, in actual implementations, funadefine the order of token rotation. At network initialization,
tional selections of layers may become dependent on edbk token rotation definition table has to be automatically
other. For example, simple connectionless services are mastated. Change of membership occurs when a node either
commonly used in logical link sublayer services, providetaves or joins the network and requires dynamic update
that the transport layer error detection and recovery functiofi this table. Such update apparently requires a complicated
compensates for the lack of the function in the datalinkechanism.
layer. The IINET is designed to provide a complete packageAs the number of nodes in a network increases, the overhead
of communication functions in the shape of an LS| antequired to rotate the token increases linearly. Because the time
not to be dependent on microprocessor-based upper lageeded to pass the token is relatively large, most bandwidth
functions, as long as communication is restricted to a singigy be consumed just by token rotation, if the number of
network. nodes is sufficiently large.

These technigues achieve a more compact communicaThe detection of, and recovery from, transmission errors
tion protocol processor, compared to those which implemedit the time of token passing is relatively easy, because the
standard token-passing protocols. A network communicatioesponsibility for reliable token passing is taken by the token-
protocol which can be embedded into small controllers witholding node and because the node which is going to be the
minimal hardware and software overhead and its LS| implsuccessor is specified prior to a token-passing sequence.
mentation is, thus, achieved. Four priority levels are defined. Each node measures the

interval of transmission availability per priority. The message
transmission of a particular level is allowed only when the
II. COMPARISON OF TOKEN-PASSING PROTOCOLS rotation time margin is less than the predefined maximum. In

Diff b K . Is di q hthis priority control mechanism, throughput may be limited
lfferences between token-passing protocols discussed her@ ses \when a large load of low -level priority messages is

have bee?‘ broken down Into t_h_ree_ categories: _token_ Passltheduled, because a certain amount of bandwidth for higher
token malntenance, and prioritization. The major criteria ?.)friority messages must be reserved at all times.
comparison are:
1) small overhead for real-time access, including fast error
detection and recovery; B. Token Ring

2) implementation simplicity. Token ring’s access method is simple to implement, because

It is to be noted that a mechanism which needs to identiftyrefers to the order of the physical connection. The status
a single coordinating node almost always produces overhefield of a token frame is tested at each node and modified if
because the network in consideration does not have a centital-status is free and the node has a request to transmit. The
ized control node. The designation of a node as the coordinatesting and modification of the token status are executed in
usually necessitates a selection mechanism for choosing @¥&b time [6]. Bit time here is defined as the time needed to
node from its peers, when the network is initialized or whemansmit a single bit of information at the transmission data
the current coordinator node ceases to function. A resoluticate.
mechanism is also required, for when accidental duplicationThe reliability of token passing is, however, sacrificed. If a
occurs. token frame is distorted by a transmission error, the validity of

Each token-passing protocol is discussed in detail. Tablghe frame may not be detected immediately. The responsibility
summarizes the characteristics of token bus, token ring, aiod reliable token passing is not taken by the node which issues
priority token passing. Structures of token frames are showhe token, nor by the node which takes over the token, because
in Fig. 1. the successor node is not identified prior to the token passing

ér oken Bus
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Priority token passing consists of four phases, as shown in
Fig. 3. Prior to token passing, the token-holding node is in
active mode and all the rest are in passive mode.

The first phase is soliciting. The token-holding node broad-
casts a pass frame, which solicits the nodes which have
transmission requests to switch their connection to echo mode.

The second phase is priority comparison. The token-holding
node transmits a null token, which has a lower priority level
than any message transmission request, with the address of
Fig. 2. Switch. the token-holding node as the sender field value. Each node
which switches to echo mode compares the priority field of the

and because no direct acknowledgment mechanism is providggeived token, and replaces it with its own token frame only
between the token-holding node and the successor. Also, thi€ level of priority exceeds the level of the received token.
frame which represents the token is not guarded by a frarhge .rece|ved token is otherwise t.ransmltted intact. The token-
check sequence but by the less stringent Manchester cb@ling node recognizes the existence of the token request
violation check. For these reasons, ultimate responsibility f8Rd the highest priority level value and node address of the
error detection and recovery is assigned to a designated ndgguester, if it receives a modified token frame. When there
which is called the active monitor. The initial designation?r® & plural number of nodes requesting the same highest
possible replacement, or detection of duplications of the actiPgority, & node closest to the token-holding node on the ring
monitor also require a rather complicated mechanism.  first modifies the token and will be the successor. .
Token ring has 127 levels of access priority. Because the¥When there is no request, the token-holding node receives
token is captured by the first node requesting transmissithte original nuI_I token. Phase three is skipped in this case, and
encountered on ring rotation, a mechanism is employed i token-holding node proceeds to phase four. .
which priority is reserved at the preceding message transmisThe third phase is successor designation. If there is a
sion cycle. The active monitor has to provide LIFO capabilii€duest, the token-holding node transmits a busy token, which
to restore overridden priorities when a higher priority trandlas a priority level of busy, a higher priority than any of

mission request is completed. the message transmission requests, and the successor’'s node
address.
The fourth phase is acknowledgment. The node designated
C. Priority Token Passing by the busy token recognizes that it is now the successor.

Priority token passing can switch from a sequential rin{ transmits an OK frame in response, and becomes the new
topology to a broadcast bus topology by a switch attachékken-holding node. When there is no request, the original
to each node. A node is in passive mode if it is receivéoken-holding node transmits an OK frame, which shows no
only mode and passes on all received signals. It is in actit@ken movement.
mode if it receives and transmits simultaneously. The mode isThe performance characteristics of token-passing protocols
determined by the position of the switch, as shown in Fig. pas been studied extensively [8], [9]. The performance of
When all the nodes except the token-holding node are in tRgOrity token passing in a typical configuration is examined
passive mode, the ring is equivalent to a broadcast bus. TtRgether with those of token ring and token Bus by computer

per-node latency is basically the time needed to resynchronf@ulation. Only the results of throughput versus acquisition
the received signal by a digital phase-locked loop. delay characteristics are shown in Fig. 4, because this com-

A third mode, echo mode, is defined as a subclass R&rison most effectively demonstrates the differences among
the active mode. In echo mode, the reception of a tokéhe three token-passing protocols. The message arrivals to a
frame is anticipated, and the received token frame is eithi@de are assumed to follow a Poisson distribution. The size of
bypassed or replaced by a new token frame, depending lgssages is fixed to 800 bytes. Transmission delay is assumed
the result of priority Comparison_ Priority Comparison ana:) be zero. Transmission Speed is normalized to bit time and
frame modification are executed sequentially, and take 3.61spped to 10 Mb/s. The number of nodes on a network is
time together with digital phase-locked loop synchronizatioget at 50.

Compared to token ring, priority token passing uses the It is shown that the characteristics of priority token paSSing,
complete HDLC frame format [7] for the token. Priority tokerShown under the IINET in the figure, is superior to that of a
passing designates its successor at the time of token passifen bus, and very close to that of a token ring. Priority token
so the responsibility for error detection and recovery is clea3aSsing is superior to the token ring, in that it provides more
defined. All information in a token frame is guarded by théeliable token passing and recovers much faster when there are
frame check sequence, so that transmission errors are edégyismission errors which destroy the token-passing sequence.
detected and recovered by retries, as with other HDLC-based
frames.

The number of priority levels defined is 127. The priority
level is referred straightforwardly to identify the successor, Fig. 5 shows a block diagram of the IINET chip and a
which claims the highest priority at the time of token passingetwork overview. The IINET is intended to provide total

Ill. LSI | MPLEMENTATION
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Fig. 3. Priority token rotation.
162 TABLE I
STATISTICS OF LSI
Z,
A PROCESS CHOS_1. 2 WICRON, STANDARD CELL
77 SCALE 10, 000 GATES, 18 Kbit RO, 700 bit RAN
— // CLOCK 32 Miiz
3 INSTRUCTION CYCLE 125 ns
2R TOKENBUS L ;f BAUD RATE 1 BPS
g = ’r' POWER CONSUMPTION (200 m¥
m 1 PACKAGE 120 PIN PLASTIC FLAT PACKAGE
0
= INET 7
'}
@ : is still in the process of transmission. This powerful buffering
2 - .. .. .
g 10 . structure eliminates an additional burden on the microproces-
< 7 ToREN RS sor, due to the high transmission baud rate. For applications
V4 1 icai i i
7 NO. OF NODES 50 where the amount of message transmission and reception is
BAUD RATE : 10 MBPS within the performance range of the microprocessor, a DMA
» !MESSA]GELE'“EGTH:TOOBYTS interface may not be needed. More detailed descriptions of
10

0.0

0.2

0.4

0.6 0.8

THROUGHPUT

Fig. 4. Comparison of throughput characteristics.

1.0

major blocks can be found in later sections.

The IINET LSI is implemented using 1,2m CMOS tech-
nology. Table Il summarizes the statistics and Fig. 6 shows a
microphotograph of the IINET LSI. The IINET LSI has a 32-
MHz oscillator circuit and is designed for four transmission

network communication functions with a minimum numbe@ata rate options ranging from 125 kb/s to 1 Mb/s. A digital
of external electronic components. The IINET chip needs g@hase-locked loop circuit, which is used for resynchronization,
external 2 kbytes of dedicated RAM, of which half is a receiveins at 16 times the transmission data rate.

buffer and half is a transmission buffer. The receive buffer can The device has a microsequencer-controlled communication
store 31 messages and is accessed as 1-kilobyte FIFO framtocol processor. The microprogram ROM is 18-b wide and
the microprocessor. The transmission buffer is used as a doahtains 1024 instructions. The instruction execution cycle of
buffer, which can accept the next message while a messaige microprogram is 125 ns. The microsequencer is tailored

Authorized licensed use limited to: TOHOKU UNIVERSITY. Downloaded on March 04,2010 at 21:54:06 EST from IEEE Xplore. Restrictions apply.



422 IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS, VOL. 44, NO. 3, JUNE 1997

MAIN RING
TINET LSI
ADDRESS| SUB RING
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LOCAL <%L_o' o LOCAL RAN INTERNAL FRAME NETRORK | MTXD
KB | SCONTRGL CONTROL DA CONTROL INTERFACE ST
S—— ] [ T TT SRYD
ADDRESS TIMER &
—— U COUNTER
HOST | DATA . I gosT REGISTER MICROPROGRAM f
CPU [N 7 INTERFACE FILE SEQUENCER
C— BAUD RATE
CONTROL T GENERATOR
MICROPROGRAM 5
HANDSHAKH - ROM 32Nz
DMA *| INTERFACE OSCILATOR fe—»+— |0}
OPTIONAL

Fig. 5. IINET block diagram.

L e T R I L E= e TE i [P e

Fig. 6. Microphotograph of IINET LSI.

to describe the state machine, which represents the netw{MRZI) encoder, and an NRZI decoder, as shown in Fig. 7.
communication protocol. A 64*11-b RAM is used as both thBIRZI is the usual signal format for HDLC, which reduces
receive message delimiter stack and a scratchpad memory. fieebandwidth of the transmission signal using HDLC's zero
function of the delimiter stack is described in more detail imsertion and deletion techniques and easily detects framing
Section VI. errors. The IINET has two input and output pairs, MRXD and
MTXD, and SRXD and STXD, to accommodate the loopback
reconfiguration function. The function of the switch is to select
The network interface block consists of a switch, two digan input port and an output port from the two inputs and
ital phase-locked loop circuits, a non-return-to-zero-invertede two outputs. A node is in normal configuration when it

IV. NETWORK INTERFACE AND FRAME CONTROL
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Fig. 7. Network interface.

NTXD ZERO INSERTION

| FLAG | ADDUESS| CONTROL| PRIORITY| ﬁggﬁgs| Qe |G | fLG
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FLAG
™| DETECTOR

IN'II;II‘:]%NAL s Ffi | P % 78
CRC 7 :
] Ditkro DETRCTOR | i Lﬂf 1 _‘ﬂ
RXD ——
O—L»{ ZERD SERIAL TO RX DATA RECEIVED SIGNAL TRANSHIT SIGNAL
PARALLEL REGISTER SHITCHING SHIT Sttt
POINT
FLAG PRIORITY
: GENERATOR ‘COMPARATOR Fig. 9. Echo mode waveform.
ABORT
GENERATOR
TXD . . . .
Oe— L PARALLEL Tl TX DT or overwrite processes together and without significant delay.
It is to be noted that the serial comparator is simply a 1-b

CRC
GENERATOR

comparator with a latch. This implementation of token passing
achieves a very small overhead of logic complexity added to
the standard HDLC frame control.

Fig. 9 shows how priority token passing is executed. Fig.

receives from the MRXD port and transmits to the MTXD Ioort9(a) shows an experimental priority token-passing wave train

It has two loopback configurations to isolate failed segmerit; : . .
L : : ; ) and Fig. 9(b) is for explanatory purposes. It is shown that
It is in loopback A configuration when it receives from the : : L .
MRXD port and transmits to the STXD port. It is in IoopbackOnly 3.6-b time is needed for priority comparison and resyn-
' ronization and that the complete HDLC frame is generated

B configuration when it receives from the SRXD port anﬁsing the received signal until it comes to the bit where the

transmits to the MTXD port. Active and passive SW'tChm(%riority field values are unmatched. In both figures, the signal

Fig. 8. Frame control.

E?hgpuprifd b_?twe_en the specified ports in eac_h configurati (%‘/el is inverted. The low level represents one and the high
pecified input and output ports are logically connectiae Lol represents zero
in each configuration. The digital phase-locked loop produces P '
a synchronized clock from the received signal. The NRZI
encoder and decoder encode and decode the NRZ signal to
and from the NRZI individually. In a ring network, the media is composed of simple point-to-
Fig. 8 shows the frame control block. It has serial prioritpoint unidirectional transmission links between nodes. This has
comparator circuits with a switch, in addition to the standartie benefit of straightforward applicability for noise-immune
HDLC frame format encoder and decoder. The comparaffiseroptic links. However, the ring topology is fatal in the case
is activated in echo mode and bitwise compares the valuedffa single segment failure. In a token ring, a hub is mandatory
the priority field of the received token frame with the node’and effectively changes the ring topology to a star topology,
priority. The switch is on the received signal side at firshut also introduces additional cost overhead.
and the position of the switch is fixed on either side at the If a ring network is configured as a counter-rotating dual-
first unmatched bit position. It switches to the node’s signahg network with a loopback reconfiguration, it can isolate
side if the value of the bit is higher for the node’s priorityany failures, regardless of the causes, as is well known [10].
and, otherwise, stays on the received signal side. To mdkeplementing a loopback reconfiguration algorithm typically
the comparison at the first unmatched bit position, the prioriproduces a large overhead and, therefore, only expensive
field has to be serialized from the highest weight bit positiometworks, such as FDDI [11], used to offer this functional-
first. For this purpose, the bit sequencing is inverted in thiy. The IINET exploits a dual-ring network with loopback
priority field from the commonly used LSB-first sequencingeconfiguration functions, without significantly increasing the
For example, if the received priority is 100 (B01100100) ancbst overhead.
the node’s priority is 98 (B01100010), the first 5 b in MSB-first One of the two rings, which is continuously used in the
sequencing (B01100XXX) are common and can be transmittedrmal state, is called the main ring. The other ring is called
regardless of the result of the comparison. This is a mechanitime subring. When a consistent transmission error that cannot
which executes both a priority comparison process and repbat recovered by repetitive retries has been detected, the

V. AUTONOMOUS LOOPBACK RECONFIGURATION
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Fig. 10. Local RAM control.

loopback reconfiguration mechanism is activated. All nodétDLC normal response mode (NRM) message transmission.
on the ring except the token-holding node are divided intdDLC NRM is defined in a network where a primary node is
two groups, depending on their locations relative to the tokefixed and where a full duplex transmission channel is provided.
holding node and the failed segment. Each node recognizesAfter a node is identified as the token-holding node, the token-
own group membership by testing whether it receives framkslding node is considered as a primary node of the HDLC
on the main ring from the token-holding node or it is timindNRM. By changing the switch to active mode at the designated
out. Depending on the condition, it switches the configuratioeceiver node, the ring constitutes a full duplex transmission
to the rings, to either loopback A configuration or loopbackhannel between the primary node and the receiver.
B configuration, respectively, and further waits for reception Fig. 10 shows local RAM control. It provides transmit
of connection check-sequence frames. While the nodes stayim receive buffers closely tailored to the HDLC's win-
either loopback configuration, the token-holding node initiatefow control function. Two pointers of TX DMA and RX
a connection check sequence with the adjacent node, @MA have registers which store the pointers of acknowledged
for each group. The adjacent node then initiates the sam&nsmission, controlled by checkpointing, and send sequence
sequence between it and the next adjacent node, if the previausber checks, respectively. The CPU write pointer has a
check has been completed successfully. The connection chpolnter register which keeps the location of the last byte
sequence is executed in this chain fashion in each group upofilthe transmit message in the transmit FIFO and which
it finally fails at the nodes adjacent to the failed segmergrovides dual buffer capability. The dual buffer function
When the whole chain of check sequences has been complefadilitates the microprocessor to write the next transmission
every node on the network has recognized the status of thessage into the FIFO register, while the current message
connections of all four links between its adjacent nodes. Thisin the process of transmission. The CPU read pointer has
loopback reconfiguration algorithm does not need centralizaddelimiter stack which produces separating signals for as
control and is implemented by simply adding several statesituch as 31 messages in a 1-kbyte receive FIFO register.
the state diagram. The microprocessor can read messages in the receive FIFO
individually via this delimiter stack function.

In a typical LAN protocol implementation, simple LLC

Error-free IINET messaging between transmitting and ré&lass 1 service, unacknowledged connectionless service [12],
ceiving nodes is achieved through the adoption of standasdused in the logical link control sublayer, which has only

VI. M ESSAGE TRANSMISSION
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transmission error detection and does not provide transmisstmm areas that subnetworks of different lower-layer commu-
error recovery. When a typical LAN is applied to realhication protocols can be interconnected cost-effectively by
time applications, a transport layer, which is at a higheouters. New technology has to be added to the standard if an
level than the LSI's functions and produces a large overheatka of applications has not been adequately covered by the
for small controllers, becomes mandatory. LLC Class 3 existing standard. Interoperability, which is more a matter of
intended to be applied for some real-time applications. It addistributed application than communication technology, will be
acknowledgment to LLC Class 1 service only, to provide fastprovided by the interconnection of subnetworks. The authors
response, however, it offers no recovery when notification believe that the proposed priority token passing and the IINET
an acknowledgment is missed. will contribute to the communication protocol standardization

The HDLC NRM has an equivalent function of LLC Classand its popularization for real-time control applications.
2, connection-oriented service, but in a more basic form.
The HDLC NRM eliminates the possibility of message loss
OI’. duplication. The.refore’ the IINET do'es' hot require th 1] K. Kobayashi, M. Kameyama, and T. Higuchi, “A token ring network
microprocessor to implement the transmission error recovery  for puilding automation,” inProc. SICE’86 Conf.1986, pp. 791~794.
function as the upper layer services, as long as the commuri#] K. Kobayashi, M. Kameyama, and T. Higuchi, “New communication
cation is restricted to a single network. When multiple network ”me;‘”m‘;rt'i‘oﬁ’ff’itﬁg%;?rlFclg"éiv;ég‘gcfgg ;‘géfg‘?;'f’rl‘gggfj its LSt imple-
configuration is required, the IINET needs the network laye[s] Token-Passing Bus Access Method and Physical Layer Specifications
services and, therefore, may need the transport layer services |EEE Std 802.4-1995 (ISO/DIS 8802/4). o
for end-to-end error recovery. The error recovery function i I Token Ring Access Method and Physical Layer SpecificaiBf Std

y y

: ' 802.5-1985 (ISO/DIS 8802/5).
the transport layer may be omitted if the router has an adequa® High Level Data Link Control Elements of Procedyrt80 4335, 1987.
flow control to prevent message overflows. (6]
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A network communication protocol with excellent appli{#¥
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