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We have investigated the values of the Rashba spin-orbit coupling constant a in
In0.52Al0.48As�In0.53Ga0.47As�In0.52Al0.48As quantum wells using the weak antilocalization (WAL)
analysis as a function of the structural inversion asymmetry (SIA) of the quantum wells. We have
found that the deduced a values have a strong correlation with the degree of SIA of the quantum wells
as predicted theoretically. The good agreement between the theoretical and experimental values of a

suggests that our WAL approach for deducing a values provides a useful tool in designing future
spintronics devices that utilize the Rashba spin-orbit coupling.
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There has been growing interest in the field of “spintron-
ics” [1], which involves exploration of the extra degrees of
freedom provided by electron spin, in addition to those due
to electron charge, with a view to realizing new function-
alities in future electronic devices. One key to realizing
such a spin device is the utilization of the spin-orbit (SO)
interaction caused by structural inversion asymmetry (SIA)
(Rashba term) in quantum wells (QWs) [2], which can be
artificially controlled by controlling the applied gate volt-
ages [3–6] and/or by the specific design of the heterostruc-
ture [7]. However, it still remains controversial whether or
not the Rashba term really exists in asymmetric QWs from
both the theoretical [8–10] and the experimental stand-
points [11,12]. From the experimental point of view, the
controversy arises from the difficulties in the experimen-
tal determination of the Rashba SO coupling constant a.
While the existence of a spin splitting D at the Fermi en-
ergy suggests beating in the Shubnikov –de Haas (SdH)
oscillations [3–6], the D value deduced from the position
of the beating node is usually different from the value of
the zero-field spin splitting D0 since D includes the ef-
fect of the Zeeman spin splitting in a finite magnetic field
[13]. In addition, in order for the beating to be observed,
the value of D has to be sufficiently large so that the SdH
oscillation is visible at magnetic fields where the beating
nodes are supposed to occur. One should also be careful
about the beatinglike patterns in the SdH oscillations that
are not really related to D. When the position of the Fermi
energy is sufficiently close to the second lowest subband
edge (within an order of kBT) and significant intersubband
scattering is taking place, beatinglike patterns can be ob-
served in the SdH oscillations [14,15]. Also a slight occu-
pation of the second lowest subband itself may produce a
beatinglike pattern as well [16]. Therefore, it is essential to
develop some other independent experimental techniques
for the determination of a values, that are more reliable
and reproducible than the SdH beating pattern analysis,
in order to clarify the fundamental issues on the Rashba
SO coupling. A quantitative understanding of the Rashba
46801-1 0031-9007�02�89(4)�046801(4)$20.00
mechanism is also important for realizing future spintron-
ics devices such as the spin field-effect transistor (FET)
[17], spin interference devices [18,19], and a nonmagnetic
spin filter using a resonant tunneling structure [20].

In this Letter, we propose the use of weak antilocal-
ization (WAL) analysis as a reliable tool to determine D0

values in asymmetric QWs. In fact, the WAL analysis was
utilized for studying D0 values by several research groups
in the past. Chen et al. [7] and Dresselhaus et al. [21]
have analyzed the low-field magnetoresistance (MR) data
for AlSb(ZnTe)�InAs�AlSb and AlGaAs�GaAs�AlGaAs
QWs using the WAL theory developed by Hikami, Larkin,
and Nagaoka (HLN) [22] and found that the only viable
spin-relaxation mechanism is the D’yakonov-Perel’ (DP)
mechanism [23] in these systems. Hassenkam et al. [24]
and Knap et al. [25] pointed out, however, that the HLN
theory, which assumes the Elliot mechanism [26] for the
spin relaxation, does not provide a quantitative fitting to
the measured MR data for systems whose spin relaxation
is governed by the DP mechanism. It is found that a more
quantitative fitting is possible with the model developed by
Iordanskii, Lyanda-Geller and Pikus (ILP) [27], in which
the effect of D0 is readily included in the theory. Although
the WAL analysis using the ILP theory is quite successful
in analyzing the measured MR data of asymmetric quan-
tum wells [24,25], there has been no systematic work, to
our knowledge, on the quantitative comparison between
the experimental values of D0, which are deduced from
the WAL analysis using the ILP model, and the theoreti-
cally predicted values of the Rashba spin splitting DR, for
a wide range of SIA of the QWs that is controlled by both
the specific design of the heterostructures and the applied
gate voltage.

Shown in Fig. 1 are the results of self-consistent
Poisson-Schrödinger calculations for the four MOCVD-
grown samples that were used in this work. These four
samples, consisting of an In0.52Al0.48As�In0.53Ga0.47As�
In0.52Al0.48As QW, were designed in such a way that only
the lowest subband is occupied by the electrons. Recently,
© 2002 The American Physical Society 046801-1
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FIG. 1. Calculated potential energies relative to the Fermi en-
ergy (left scale) and the squared wave functions (right scale)
for the samples used in this paper. The solid, short-dashed,
long-dashed, and dash-dotted curves, respectively, denote the
results for samples 1–4 defined in Table I. These results were
obtained for the carrier density Ns � 7 3 1011 cm22. The inset
shows the schematic layer structure for these samples, where
“C.S. layer” denotes “carrier supplying layer”.

we have found, from the analysis using the HLN theory,
that the value of the spin-orbit relaxation time �tSO� for
the QWs of this type is inversely proportional to that of
the transport relaxation time �ttr�, suggesting that tSO
is governed by the DP mechanism [16,28]. In addition,
the deduced value of D0 from this analysis was consistent
with the theoretically predicted value of DR . In this work,
we introduce two separate carrier supplying (C.S.) layers
in the samples, as shown in the inset of Fig. 1, to control
the degree of SIA by the amount of the dopants in these
C.S. layers (we denote the impurity densities in the top
and bottom C.S. layers by N2 and N1, respectively). While
the sum of N1 and N2 is kept constant �4 3 1018 cm23�
in all samples, the ratio between N1 and N2 �N2�N1� is
varied systematically from 0 to 3. It is noted that samples
1 and 4 are designed to be the most and least asymmetric
QWs, respectively, for Ns � 7 3 1011 cm22, where Ns

is the sheet carrier density that can be controlled by the
applied gate voltage.

The as-grown samples described above were patterned
into 20 3 80 mm Hall bar structures using standard pho-
tolithography and lift-off techniques before various electric
properties of the confined two-dimensional electron gases
(2DEG) were measured as a function of external magnetic

TABLE I. Impurity concentrations used in the present samples.

Sample 1 Sample 2 Sample 3 Sample 4

N1 �cm23� 4 3 1018 3 3 1018 2 3 1018 1 3 1018

N2 �cm23� 0 3 1018 1 3 1018 2 3 1018 3 3 1018
046801-2
field B. A SiO2 layer about 1000 Å thick was deposited
to cover the entire Hall bar mesa to provide a good gate
insulation, where the gate electrodes (1500-Å-thick Au)
were deposited on top of the SiO2. The values of the car-
rier mobility at B � 0 T for these samples, which were
measured at 0.3 K using the standard lock-in technique,
were typically 50 000 cm2�V s for Ns � 1 3 1012 cm22.
All transport measurements were performed in a 3He cryo-
stat (0.3 K) equipped with a 9 T superconducting magnet,
where the magnetic field was applied perpendicular to the
heterointerfaces.

Figure 2 shows the measured electric resistances [de-
noted by Rxx �B�] as a function of B for samples 1–4,
where the fitted curves were provided by the ILP model
including only the Rashba (isotropic) term for the spin
splitting (see below). In these measurements, the carrier
densities Ns for samples 1–4 were adjusted by controlling
the applied gate voltages so that they lie between 7.1 and
7.3 3 1011 cm22, where the corresponding Rxx�0� values
were found to lie between 1200 and 1600 V at B � 0 T.
In Fig. 2, we find a pronounced transition from positive
to negative MR as we scan the experimental results from
sample 1 to sample 4, where the degree of SIA in the QW
is systematically varied from a large to a small value, as
shown in Fig. 1. This observation indicates that the SO in-
teraction is reduced (tSO is increased) significantly as the
degree of SIA of the QW is decreased. While a similar

−3 −2 −1 0 1 2 3

B [×10
−3

 T]

10

5

0

5

10

15

R
xx

(B
) 

[Ω
]

5Ω

FIG. 2. Low-field magnetoresistance data for samples 1 ���,
2 ���, 3 ���, and 4 ���. The experiments were performed for
sheet carrier densities Ns between 7.1 and 7.3 3 1011 cm22.
The electric resistances at B � 0 T ranged from 1200 to
1600 V depending on the samples in these measurements. The
fittings to the experimental data are provided using the model
developed by Iordanskii, Lyanda-Geller, and Pikus [27].
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transition from a positive to negative MR was observed
previously in diffusive Mg films as a function of Au im-
purity density [29] (where tSO is controlled by the Elliott
mechanism), this is the first observation of the equivalent
effect in 2DEGs, to the best of our knowledge, as a func-
tion of the SIA of a QW (tSO is controlled by the DP
mechanism).

The fitted curves in Fig. 2 are provided using the model
developed by Iordanskii, Lyanda-Geller, and Pikus [27]
including only the Rashba term for the spin splitting
(V3 � 0 in Refs. [25,27]). Note that V1 in Refs. [25,27]
is defined to be half of D0 in this paper �D0 � 2V1�.
Since the transport relaxation time ttr, in the ILP model,
gives merely a shift in the conductivity correction Ds�B�
[25,27], the fitting parameters that fit the experimental
data are provided by Hf and HSO only, the magnetic
fields relevant to the inelastic and spin-orbit relaxation
times, respectively:

Hf �
h̄

4Detf

, HSO �
1

4h̄De
2V2

1ttr . (1)

In Eq. (1), D is the diffusion constant for the pertinent
2DEG (D � y

2
Fttr�2, where yF is the Fermi velocity) and

tf is the inelastic relaxation time. We deduce the values
of tf and V1 from the fittings of the experimental data,
whereas Ns, D, yF , and ttr are obtained from the trans-
port (Hall and SdH) measurements using the nonparabolic
dispersion relation h̄2k2

k�2m�
0 � E�1 1 E�E�

g�. Here, kk
and E are the in-plane wave number and the energy for
an electron in the 2DEG, respectively, m�

0 is the band
edge effective mass for the pertinent 2DEG, and E�

g is
the effective band gap energy between the conduction and
valence subband edges. While the value of m�

0 (m�
0 �

0.041m0, where m0 is the free electron mass) was deter-
mined from the temperature dependence of the SdH os-
cillation amplitude, the value of E�

g �E�
g � 0.883 eV� was

chosen to be a little larger than the band gap energy for
bulk In0.53Ga0.47As �Eg � 0.783 eV� to take into account
the quantum confinement effect in our analysis. We were
unable to observe the beating patterns in the SdH oscilla-
tions with the present samples because the SdH oscillations
were visible only above �2 T, whereas the predicted node
positions for beating are below 1.5 T even for sample 1.
The invisibility of the SdH oscillations below �2 T is not
inconsistent with the fact that a single-particle relaxation
time ts at a finite B could be an order of magnitude smaller
than ttr [30].

Plotted in Fig. 3 are the a values for samples 1–4 de-
duced as described above using the relation D0 � 2akF

(kF is the Fermi wave number), together with the theo-
retical values of a obtained from the k ? p calculations
(see below). In the inset of Fig. 3, we also find excellent
agreement between the theoretical values of DR and the
experimental values of D0 for all the samples investigated.
The agreement between DR and D0 suggests that the con-
tribution from the Dresselhaus term to D0 (k3 term) [31],
which arises from crystal inversion asymmetry, is negligi-
046801-3
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FIG. 3. The a values deduced from the weak antilocalization
analysis for samples 1 ���, 2 ���, 3 ��� and 4 (� and �)
together with the theoretical results of the k ? p calculations
(the solid, short-dashed, long-dashed and dash-dotted curves
denote the results for samples 1–4, respectively). Our analysis
can provide only the absolute values of a. The behavior of
a values for sample 4 becomes consistent with the theoretical
prediction if we assign negative values to a for this sample ���.
The inset shows the corresponding results in D0.

ble in the present system. Further investigations are nec-
essary to clarify this issue in more detail.

The theoretical calculation of a values at Fermi energy
was performed using the k ? p formalism, including both
the field and boundary contributions to a [4,5]:

a �
h̄2Ep

6m0

ø
C�z�

Ç
d

dz

µ
1

EF 2 EG7�z�

2
1

EF 2 EG8�z�

∂ Ç
C�z�

¿
,

(2)

where C�z� is the wave function for the confined electrons,
Ep is the k ? p interaction parameter [4,5], EF is the Fermi
energy, and EG7

�z� and EG8
�z� are the positions of the band

edge energies for G7 (spin split-off band) and G8 (the high-
est valence band) bands, respectively, at position z. It is
noted that the value of EF was approximated by the con-
duction band edge energy �EG6� in Refs. [4,5] to simplify
the calculation. We have found that this approximation
would increase the calculated a values by 20%–30% when
the position of EF is 70–90 meV above the conduction
band edge. Therefore, it should be emphasized that our a

values are obtained without this approximation. We also
made a careful treatment of the boundary condition at the
substrate-buffer layer interface, where our samples were
engineered, using a specific p-type doping at the interface,
in such a way that the Fermi energy is pinned at the va-
lence band edge at the substrate-buffer layer interface. This
condition allows us to solve the Poisson and Schrödinger
046801-3
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equations self-consistently without specifying the bound-
ary condition at the sample surface, where the position of
the Fermi energy is unknown because the surface is cov-
ered with the SiO2 insulating layer. We, thereby, were able
to calculate the a values as a function of Ns without using
any fitting parameters.

Because our experimental analysis provides only the ab-
solute values of a, we have the freedom of choosing the
sign of a for samples 1–4. We find that, in Fig. 3, the
values of a monotonically decrease with increasing Ns for
samples 1–3, implying that the degree of SIA decreases
with increasing Ns. For sample 4, however, we find that
the a values increase with increasing Ns if we assign
positive values to a as we did for samples 1–3 (see the
closed inverted triangles in Fig. 3). However, this behav-
ior of sample 4 is not consistent with that observed for the
other samples. This discrepancy is resolved if we assign
negative values to a for sample 4 (see the open inverted
triangles in Fig. 3), where we find that a values decrease
(their absolute values increase) with increasing Ns, which
is consistent with the theoretical prediction based on the
k ? p model (See the dash-dotted curve in Fig. 3).

In conclusion, the values of the Rashba spin-orbit
coupling constant a for MOCVD-grown In0.52Al0.48As�
In0.53Ga0.47As�In0.52Al0.48As quantum wells were inves-
tigated using weak antilocalization analysis as a function
of the structural inversion asymmetry (SIA) of the QW.
We have observed a clear transition from positive to
negative magnetoresistance near B � 0 T by changing
the SIA of the QWs. This provides strong evidence that a
zero-field spin splitting D0 is induced and controlled by
the SIA of the QWs. We have also found a quantitative
agreement between theoretical and experimental values of
a as a function of both the SIA and/or the sheet carrier
density of the QWs. The quantitative understanding of the
relation between the a values and the structural properties
of the QWs acquired in this study provides the grounds
for future spintronics devices that utilize the Rashba
spin-orbit coupling effect.
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