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Abstract 

ropose an environmental descrip- 
norizes temporality and spatiality 
rment. The description is region- 
iment is described as a mosaic of 
ion consists of three components: 
Image that is a segmented color 
egion Database that has spatial 
ztion about each region, and Re- 
Irk that describes adjacency state 
description is constantly updated 
other visual processing. The de- 
~ t s  to detect changes in the envi- 
fir characteristics, and to memo- 
we implement the environmental 
nanoid robot Saika and show how 
behavior. 

1 

: in the dynamic red world such 
ironment, grasping of wide-range 
led. If the robots worked in the 
lnment without caring about the 
d be quite dangerous. 
ge circumstances is also helpful 
asks quickly and to carry them 
unple, when a robot looks for an 
lot has already seen and is now 
d of vision, the memory of wide- 
e robot the trouble of searching 
ring its neck or eyes again. It is 
P object recognition to consider 
is adjacency and occlusion. 
ential for robots to take account 
ivironment for the following rea- 

tion of human by watching, it is 
3 robots to pay attention to the 
mn action, 
,e-variance of the state of objects 
roperties of objects and the rela- 
jects (e.g. a part of object A is 
; B). 

e observing environmental changes caused by 
robot’s action enable the robot to estimate 
whether the action has successfully ended or not. 

As a method of memorizing wide-range environ- 
ment, Zheng and Tsuji proposed panoramic represen- 
tation [l]. In this method, the surrounding images 
are pasted in a cylindrical image. The image is used 
to localize the mobile robots themselves. Herman and 
Kanade incrementally composed a bird’s-eye view pic- 
ture by integrating the features extracted from multi- 
ple images [2]. These methods are, however, to con- 
struct static environmental description and take no 
account of time-variant dynamic environment. More- 
over, these methods need a behavior exclusively for 
making environmental description and robots cannot 
carry out other tasks during this procedure. 

In this article, we propose wide-range eavironmen- 
tal description which makes it easy for robots to grasp 
spatial structure of wide-range environment and tem- 
poral changes in circumstances. The description is 
region-based and the environment is described as a 
mosaic of regions. Each region will have various spa- 
tial and temporal information. When memory is ex- 
hausted, older or less important information is deleted. 
The proposed environmental description corresponds 
to human visual short-term memory which is called 
working memory or visuospatial sketch pad [3] in cog- 
nitive psychology. 

The proposed environmental description has the 
following advantages compared with the previously 
proposed description such as [l, 21: 

1. It is not necessary to control cameras exclusively 
for making this description. Hence it can be made 
in background of other visual processing. 

2. The description translates the spatial structure 
and its temporal changes in wide-range environ- 
ment into forms convenient for various tasks. 

3. It makes it easy to do high level process such as 
environment understanding. 

We discuss the components of the description in 
section 2. In section 3, the method of making the 
description is explained. 

To demonstrate the effectiveness of description, a 
memory based behavior, termed the delayed response 
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in cognitive psychology, is carried out on the humanoid 
Saika [4]. The delayed response is claimed to be closely 
related to short-term memory. Experimental results 
axe presented in section 4. 

2 Environmental description 

2.1 Environmental description based on 

The core of the environmental description is a seg- 
mented color image we named Panoramic Labelled Im- 
age. The Panoramic Labelled Image is made as fol- 
lows: 

using Panoramic Labelled Image 

regions 

1. capture camera images at various moments, 
2. segment the images by color information and l i ~  

bel the segmented regions, 
3. combine these small labelled images to form a 

panoramic image (see upper-right region of Fig- 
ure l), 

4. iterate the procedures 1-3. 

The reasons for using labelled image instead of raw 

e It makes it easier for the robots to check regions’ 
correspondence and detect changes in environ- 
ment than when using raw image or edge image. 

e Using color information increases robustness of 
processing. 

0 It makes it easier to record and utilize the corre- 
spondence between regions and objects, and the 
relations between regions. 

e It makes it easier to reconstruct description when 
a robot moves. 

image or edge image are; 

2.2 Components of the environmental de- 
script ion 

As shown in Figure 1, the proposed environmental 

e Panoramic Labelled Image that covers all visible 
field of a robot, 

e Region Database that has spatial and temporal 
information about each region, 

v Regions Relation Network; whose nodes and edges 
represent each region and adjacency state respec- 
tively. 

Panoramic Labelled Image can be regarded as a 
wide-range image which is segmented by color infor- 
mation. The Panoramic Labelled Image is continu- 
ously modified based on newly obtained camera im- 
ages. Region Database and Regions Relation Network 
are also modified in process. Since a series of process- 
ing need not control the cameras for itself, it can run 
as a background job of other vision processes. 

description consists of: 

Panoramic Lamal Image 

AU V i b k  Field 

Database Regions Relation 
Network 

Figure 1: Environmental Description using Panoramic 
Labelled Image 

Region Database contains spatial information of 
each region such as color, size, shape and depth, and 
temporal information which is a history of appearance, 
growth, reduction, and disappearance of each region. 
Moreover, if there is a region to which the correspon- 
dence of an object is made clear, its information is also 
recorded. 

Regions Relation Network mainly represents adja- 
cency relation between regions (see lower-middle re- 
gion in Figure 1). When the relations of the adjacent 
regions, such that some adjacent regions belong to the 
same object, becomes clear, the relations are added 
as characteristics of edges. In addition, spatial rela- 
tions such as which region is nearer to a robot than 
the other region are described. 

2.3 Advantages of the environmental de- 
scription 

The environmental description is in a medium level 
of description between raw image (low level descrip- 
tion) and fully symbolized description (high level de- 
scription). The originality and usability of the pro- 
posed environmental description is summarized in the 
following four points: 

0 The Panoramic Labelled Image is modified and 
refined using many images, therefore, the uncer- 
tainty of the segmentation and the partiality of in- 
formation decrease while robustness against mod- 
eling error increases. 

e The Panoramic Labelled Image, Region Database 
and Regions Relation Network clearly describe the 
surroundings in a simple form, which makes it 
easier to perform high-level processing such as ob- 
ject search. 

e Since the description memorize history of tempo- 
ral changes in environment, it is easy to evaluate 
how regions overlap each other and whether the 
adjacent regions belong to the same object. 
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Figure -. ,'rocedure of making the environmental de- 
scription using Pano r amac Labelled Image 

e One of the aim of the description is to artifi- 

method does n t require the active control of 
cameras to buil the environmental description. 
Therefore, the p ocess of making the environmen- 
tal description i i done in the background. 

cially realize th ," visual short-term memory. The 

3 Making of e vironmental description 

We discuss how to make the environmental descrip- 
tion in this section. Figure 2 shows the flow of pro- 
cesses. 

3.1 Preprocessi g 

segmented. The see m entation Drocedure is: 

1. 
First, the images inputted from the cameras are 
" U 

(a) raw image (b) segmented image 

Figure 3: Segmentation 

Figure 4: An example of the Panoramic Labelled Im- 
age 

camera, while Figure 3(b) shows the segmented image. 
Black parts are discarded by segmentation process as 
noise or fragmentary regions. 

After the segmentation, the image from right and 
left cameras are compared, and if there are. corre- 
sponding regions, the disparity is calculated. 

3.2 Modification of Panoramic Labelled 
Image and detection of changes in en- 
vironment 

An example of Panoramic Labelled Image is shown 
in Figure 4. Black part represents noise or fragmen- 
tary regions mentioned above or a part which a robot 
still has not seen. 

Process of modification is concretely described in 
this section. 

First, using joint angles of the head, it is determined 
to which part of Panoramic Labelled Image newly in- 
putted image should correspond. 

Secondly, the system searches for correspondences 
between regions in newly inputted image and those 
in Panoramic Labelled Image. As to the regions in 
the newly inputted image which do not have corre- 
spondence with the regions in the Panoramic Labelled 
Image, there are following two possibilities: 

e uncertainty in segmentation, 
e temporal changes in environment. 
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Figure 5: Uncertainty in segmentation: (a) appear- 
ance/disappearance of boundary, (b) difference in 
boundary 

Time t-I Time t 

4 
m k n A :  SWo:Exi.tsnl FlqionA: 8tate:Hldden 

History : Time : t 
Phenomenon : Hidden 
Subject : B 

Phenomenon : Hide 
Subject : A 

RegionB: State:Exlotant RegionB: State:Exktent 
Hktory : Time : t 

RegionsReLtioaNetwork RepionS Relatioo Network 
No relation A a d  B A : Back- B : Front 

Figure 6: Description of change history in environ- 
ment and spatial relation 

Differentiation between these two is crucial. 
Representative phenomena caused by uncertainty 

are shown in Figure 5. Figure 5(a) shows a phe- 
nomenon that an object is observed as single region 
at one time and two regions at another time. Fig- 
ure 5(b) shows a phenomenon that the boundary of 
two regions changes. In these cases, representation in 
Panoramic Labelled Image is decided by vote of plural 
inputted images. 

For regions where it is inferred that changes in en- 
vironment have occurred, the characteristics of the 
changes such as appearance, growth, reduction, and 
disappearance are evaluated. Moreover, whether a re- 
gion hides other regions or not is inferred from the 
depths of the regions. 

3.3 Description of environment change 
history in Region Database 

In modification of Panoramic Labelled Image, the 
history of changes is recorded in Region Database if 

any. If the number of record exceeds a specified num- 
ber, the older record will be deleted. This elimination 
of older record corresponds to human oblivion. 

Contents of change history recorded in the Region 
Database are the following information: 

e quantitative information such as the coordinates 
of the center and the size, 

e qualitative information such as appearance, 
growth, reduction, and disappearance of regions, 

e the region concerned in the change. 

Here, let us assume that the change in environment 
occurs as shown in Figure 6. In the period between 
times t- 1 to t, region A has disappeared and region B, 
which is nearer to the robot than region A, appeared 
at the same point. Then the state of region A in Re- 
gion Database is changed from “existent” to “hidden”. 
Change history is also added to Region Database. To 
the column of region A, the information that region A 
was hidden by region B at time t is added. To region 
B, the information that region B hid region A at time 
t is added. Moreover, quantitative information such 
as the coordinates of the center and the size of each 
region is renewed. 

3.4 Description about spatial relation 

Spatial relation is inferred from changes in environ- 
ment. If a change in environment are detected, its 
characteristics is estimated from depths of the con- 
cerned regions. For example, the changes in environ- 
ment as shown in Figure 6 can be interpreted either as 
that region B hid region A or that region A was lost 
and hidden region B appeared. Whether interpreta- 
tion is appropriate is determined by the relationship 
in depths between the regions. 

The decision is re0ected in Regions Relation Net- 
work, such as an edge is a) made b) discarded or c) 
re-characterized. In case of Figure 6, region B is nearer 
to the robot than region A, so a new edge with infor- 
mation that region B is in front of region A is made 
between regions A and B. 

4 Experiments 

4.1 Implementation of the environmental 
description 

The environmental description is implemented on 
the humanoid robot Saika [4] (Figure 7) ,  which has 
binocular camera arrangement and two 7-DOF arms. 
System configuration is illustrated in Figure 8. 

Segmentation and labelling processes run on the 
DSP-based vision system ISHTAR-I1 [8]. The size of 
segmented images was set to be 32 pixel square and 
the segmentation process spent 1/30 second for each 
inputted image. All preprocessing time including color 
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4.3 Procedure of the experiment and pro- 
cess in the robot 

I 

The experiment was executed as follows: 

Figure 7: bumanoid robot Saika 

1 Saika 

Figure 8: bystem configuration 

translation, stereo m tching and transmission to work- 
station is 4/30 secon . 

The size of Panor mac Labelled Image is 512 pixel 
square. The modifica ion of environmental description 
is carried out on Su SparcStation and spends 1/30 
second for every inpu ted image. These processes are, 
however, done in pip line processing, so the interval 
time of modification i ‘s 1/30 second. 

response as the action 
history in en- 

between regions. The 

Saika [4]. 

1. put some objects on the table, show this envi- 
ronment to the robot and make Saaka memorize 
it. This phase corresponds to cue in the delayed 
response. 

2. remove a certain object or hide one by another 
one while Saika is looking away. This phase cor- 
responds to delay in the delayed response. 

3. command Saaka to find out and pick up the ob- 
ject. This phase corresponds to response in the 
delayed response. 

When Saika received the last command, without 
memorizing the environment, Sazka would have to 
search all environment by moving Saika’s viewpoint 
little by little. This search, however, takes long time, 
and if the object is hidden and cannot be seen Saika 
cannot find it. 

With the environmental description, Saika is able 
to find out the object in a short time. The finding 
procedure is: 

1. Saika searches Region Database for the regions 
corresponding to the object, and looks towards 
the region. 

2. Saika observes the neighborhood of the region de- 
cided in l, and see if the region still exists or some 
changes have occurred. In the case when the re- 
gion still exists, Saaka checks whether there is any 
obstacles. In the case when some changes have oc- 
curred, Saaka determines whether the region has 
disappeared or has been hidden by other regions. 

0 In the case when the region exists and 
there is no obstacle 
Saika confirms that the region corresponds 
to the object and pick it up, so the task is 
completed. 

0 In the case when there are some obsta- 
cles or when the region has been hid- 
den 
Saaka removes obstacles or hiding objects. 
After that, return to 1. 

0 In the case when the region has disap- 
peared 
Sazka picks up other candidate. If there 
doesn’t remain other candidate, Saika 
searches all environment again. 
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(a) Saika observes environment 

(d) Saika removes an obstacle 

(b) human hides objects (c) human commands Saika to 
pick up an object 

(e) Saika finds out the object (f) Saika picks it up 

Figure 9: Scenes from the experiment of the delayed response. 

4.4 Results of the experiments 

The scenes from the experiment are shown in Fig- 
ure 9. In Figure 9 (a), Saika observes the environment. 
The human hides objects on the table while Saika is 
looking away ((b)), and commands Saika to pick up 
the object on the Saika’s left hand side ((c)). Once 
Saika receives the command, Saika looks towards the 
region where the object was. However, since the ob- 
jects were hidden by an obstacle, the object cannot 
be seen. Saika infers the existence of the object un- 
der the obstacle from the depths of both the obstacle 
and the object, and removes the obstacle searching for 
the object ((d)). Since Saika successfully finds out the 
object under the obstacle ((e)), Saika picks it up ((f)). 

5 Conclusion 

We proposed wide-range environmental description 
which helps robots comprehend the spatial and tem- 
poral information of the environment. We also showed 
that it allows simple descriptions of the change history 
and spatial relations in environment. Moreover, we re- 
alized the behavior of finding out of the hidden object 
on a humanoid robot on the basis of the description. 
We make it clear that the variety of behavior of robots 
increased by the use of short-term memory. 

In the next work, we will make use of the descrip- 
tion of change history of environment to know whether 
the action of the robot has succeeded, and to make the 
robot refine the action automatically. 
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