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Abstract 
In the behavior-based artificial intelligence(AI) ap- 

proach, there are the following problems that have to be 
resolved: how do we construct a n  appropriate arbitra- 
t ion mechanism, and how do we prepare appropriate 
competence modules. Therefore, we have been inves- 
tigating a new behavior arbitration mechanism based 
o n  the biological i m m u n e  system. However, we have 
not  show a solution to  the latter problem. In this pa- 
per, we try to  incorporate the metadynamics function 
and selection mechanism into our previously proposed 
method in order to  construct a n  appropriate immune 
network without h u m a n  intervention. 

1 Introduction 
In recent years much attention has been focused on 

behavior-based AI, which has already demonstrated its 
robustness and flexibility against dynamically chang- 
ing world. In this approach, intelligence is expected 
to  result from both mutual interactions among com- 
petence modules (i.e. simple behavior/action) and in- 
teraction between the robot and environment. How- 
ever, there are still open questions: l) how do we con- 
struct a mechanism that realizes appropriate arbitra- 
tion among multiple competence modules, and 2) how 
do we prepare appropriate competence modules. 

Brooks has showed a solution to the former problem 
with the use of subsumption architecture [l, 21. Al- 
though this method demonstrates highly robustness, 
it should be noted that this architecture arbitrates 
the prepared competence modules o n  a fixed priority 
basis. It would be quite natural to  vary the priori- 
ties of the prepared competence modules according to 
the external and/or internal situation. Maes proposed 
an another flexible mechanism called behavior network 
system [3, 41. In this method, agents (i.e. competence 
modules) form the network using cause-effect relation- 
ship, and an agent suitable for the current situation 
and the given goals emerges as the result of activation 
propagation among agents. This method, however, is 
difficult to  apply to  a problem where it is hard to  find 
the cause-effect relationship among agents. 

One of the promising approaches to tackle the 

above mentioned problems is a biologically-inspired 
approach. Among biological systems, we particularly 
focus on the immune system, since it has various in- 
teresting features such as immunologacal memory,  im- 
munological tolerance, pattern recognition, and so on 
viewed from the engineering standpoint. Recent stud- 
ies on immunology have clarified that the immune sys- 
tem does not just detect and eliminate the non-self 
materials called antigen such as virus, cancer cells and 
so on, rather plays important roles to  maintain its own 
system against dynamically changing environments 
through the interaction among lymphocytes and/or 
antibodies. Therefore, the immune system would be 
expected to provide a new methodology suitable for 
dynamic problems dealing with unknown/hostile en- 
vironments rather than static problems. 

Based on the above facts, We have proposed a 
new decentralized consensus-making system inspired 
by the biological immune systemin [5,6,7]. We expect 
that  there would be an interesting AI technique suit- 
able for dynamically changing environments by imi- 
tating the immune system in living organisms. How- 
ever, wrhat competence modules (antibodies) should 
be prepared still remains an open question. In this 
paper, we try to incorporate adaptation mechanisms 
based on the innovation mechanisms into the pre- 
viously proposed artificial immune network in order 
to autonomously construct appropriate immune net- 
works. We verify our method by carrying out simula- 
tions. 

2 Biological Immune System 
2.1 Overview 

The basic components of the biological immune 
system are macrophages, antibodies and lymphocytes 
that are mainly classified into two types, namely B- 
lymphocytes and T-lymphocytes. B-lymphocytes are 
the cells maturing in bone marrow. Roughly lo7 dis- 
tinct types of B-lymphocytes are contained in a human 
body, each of w-hich has distinct molecular structure 
and produces “Y” shaped antibodies from its surfaces. 
The antibody recognizes specific antigens, which are 
the foreign substances that invade living creature, such 
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as virus. cancer cells and so on. This reaction is oft.en 
likened to a key and key1i.ole reZation,ship (see Fig.??). 
To cope with continuously changing erivironnient,, liv- 
ing syst,ems possess enormous repertoire of antibodies 
in advance. On the other hand, T-lymphocytes are the 
cells maturing in thymus, and they generally perform 
t.0 kill infected cells and regulate thc production of 
antibodies from B-lymphocyt,es as outside circuits of 
B-lymphocyt e network (idiotypic net,mork) discussed 
lat,er. 

For the sake of convenience in the following expla- 
nation. we introduce several terms from immunology. 
The key portion 011 the antigen recognized by the an- 
t.ibody is called an epitope (antigen determinant), and 
t,lie keyhole portion 011 the corresponding antibody 
t,liat recognizes the antigen determinant, is called a 
paratope. Recent, studies in immunology have clari- 
fied that each t.ype of antibody also has its specific 
antigen determinant called ail idiotope (see Fig.??). 
2.2 Jerne’s idiotypic network hypothesis 

Based on this fact, Jem.e proposed a remarkable 
hypothesis which he has called the ‘Cdzotypzc network 
hypothesis ”. sometimes called “im.mun,e n,etwork hy- 
pothesis” [& 9. 10, 11, 121. This network hypot.hesis is 
the concept t.hat antibodies/lymphocytes are not just 
isolated, namely they are communicating to each other 
among different species of antibodies/lymphocytes. 
This idea of Jeme’s is schematically shown in Fig.1. 
The idiotope Id1 of antibody 1 (Abl)  stimulates the 
B-lymphocyte 2, which attaches the antibody 2 (Ab2) 
to  its surface, through the paratope P2. Viewed from 
the standpoint of Ab2, the idiotope Id1 of Ab1 works 
simultaneously as an antigen. As a result, the B- 
lymphocytes 1 with Ab1 are suppressed by Ab2. On 
the other hand, antibody 3 (Ab3) stimulates Ab1 
since the idiotope Id3 of Ab3 works as an antigen in 
view of Abl .  In this way, the stimulation and sup- 
pression chains among antibodies form a large-scaled 
network and works as a self and not-self recognizer. 
Therefore, the immune system is expected to provide 
a new parallel distributed processing. 
2.3 Metadynamics and selection mecha- 

In the biological immune system, the structure of 
the network is not, fixed, but variable continuously. It 
flexibly self-organizes according to  dynamic changes of 
environment. This remarkable function, called meta- 
dynamics function[l3, 14. ls], is mainly realized by in- 
corporating newly-generated cells/antibodies and/or 
removing useless ones. Fig.2 schematically shows the 
metadynamics function. The new cells are generated 
by both gene recombination in bone marrow and mu- 
tation in the proliferation process of activated cells 
(the mutant is called quasi-species). Although many 
new cells are generated every day, most of them have 
no effect on the existing network and soon die away 
without any stimulation. Due to  sucii enormous loss, 
the metadynamics function works to  maintain appro- 
priate repertoire of cells so that the system could cope 
with environmental changes. The metadynamics func- 
tion would be expected to provide feasible ideas to  
engineering field as emergent system. 

nism 

Figure 1: Jerne’s idiotypic network hypothesis. 

Furthermore, new types of T-cell, which are also 
generated by gene recombination, undergo the selec- 
tion in the thymus before they are incorporated into 
the body. In the selection mechanism, over 93 percent 
of them would be eliminated (apoptosis). The elim- 
inated T-cells would strongly respond to self or not 
respond to self at all. In other word, the selection 
mechanism accelerate the system to incorporate new 
types effectively. 

randomly generated candidates 
rough gene recombination process 

new 

incorporation 

Figure 2: Metadyamics function and selection mecha- 
nism. 
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3 Decentralized Consensus-Making 
Network Based on the Immune Sys- 
tem 

Action selection problem and the im- 
mune system 

As described earlier, in the behavior-based AI, how 
to construct a mechanism that realizes appropriate 
arbitration among the prepared competence modules 
must be solved. We have approached to this problem 
from the immunological standpoint, more concretely 
with the use of immune network architecture [ 5 ,  6. 71. 
In this section, we discuss our proposed decentralized 
consensus- making network based on the biological im- 
mune system. Fig.3 schematically shows the action 
selection system for an autonomous mobile robot and 
the immune network architecture. As shown in this 
figure, current situations detected by installed sen- 
sors work as multiple antigens, and a prepared compe- 
tence module (2.e. simple behavior) can be regarded as 
an antibody (or B-lymphocyte), while the interaction 
between modules is represented by stimulation and 
suppression between antibodies. The basic concept 
of our method is that  the immune system equipped 
with the autonomous mobile robot selects a compe- 
tence module (antibody suitable for the detected cur- 
rent situation (antigens 1 in a bottom-up manner. For 
convenience, we have dubbed the autonomous mobile 
robot with the immune network-based action selection 
mechanism “zmmunoid ”. 
3.2 Description of the antigens and anti- 

bodies 
Antigen informs the situation of the detected ob- 

ject. For example, in Fig.3 (a),the antigens inform 
the distance and the direction to the obstacle and the 
destination. In this study, the epitope of each antigen 
is represented in a binary string form according to the 
sensor readings. 

Xext, we explain how we describe an antibody in 
detail. To make immunoid select a suitable anti- 
body against the current antigens through interact- 
ing among antibodies, we must look carefully into the 
description of the antibodies. To realize the above re- 
quirements, we defined the description of antibodies 
as follows: We define each antibody has one action 
to be executed when it is selected. And we assign a 
precondition t o  the paratope, and a disallowed condi- 
tion to the idiotope. respectively. The structure of the 
paratope and the idiotope is the same as the epitope 
of the antigen (2.e. binary string form). 

In addition, in order to  represent the appropriate- 
ness of each antibody. we introduce one state variable 
called concentratzon of antabody. 
3.3 Interaction between antibodies 

We explain the interaction among antibodies, that  
is, the basic principle of our immunological consensus- 
making networks in detail. For the ease of understand- 
ing, we use the example depicted in Fig.4. 

Consider the listed two antibodies that respond to 
the antigens with epitopes C1 and Cz. respectively. 
These antigens stimulate the antibodies, consequently 

3.1 

dynamically changing 
environment 

mobile robot 

Behavior Control System. 

destrnation 

ction SeiectionJ 

(a) Action selection system for an autolionlous 
mobile robot. 

B 
competence module 
(simple behavior) 

-e;.=+ 
antigens 

simulation 
& +--- 
suppression 

antibody 

L I m m u n e  N e t w o r k 2  

(b) Immune network architecture. 

Figure 3: Basic concept of our proposed method. 

the concentration of antibody 1 and 2 increase. If 
there is no interaction between antibody 1 and anti- 
body 2. these antibodies will have the same concentra- 
tions. Suppose that the idiotope of antibody 1 and the 
paratope of antibody 2 are the same. This means that 
antibody 2 is stimulated by antibody 1, and oppositely 
antibody 1 is suppressed by antibody 2 (indicated the 
arrow). In this case, unlike the previous case. anti- 
body 2 will have higher concentration than antibody 
1. As a result. antibody 2 is more likely to be selected. 
This means that antibody 2 has higher priority over 
antibody 1 in this situation. As observed in this ex- 
ample, the interactions among the antibodies work as 
a priority adjustment mechanism. 
3.4 Dynamics 

We discuss the dynamics of the system, namely, the 
changes of the concentration of antibody. First, we 
define the affinity mj, (i.e. the degree of interaction) 
between antibody j and antibody i and the affinity mi 
between the detected antigens and antibody i as: 
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antibodvl antinens antibodv k 

paratope idiotope 

C, :condition i A, :action i 

stimulation 
4 suppression 

Figure 4: Interaction among antibodies. 

antibodyj natural death 

1 ai :concentration of antibody i (ab i) 
mv:aff~ty between ab j and ab i 
C i  :condition i (kind, direction, distance) 

where I j ( k ) ,  &‘;(IC) and Ej(k)  represent the k-th bi- 
nary value of idiotope of antibody 1, that  of paratope 
of antibody i, and that of epitope of antigen j ,  re- 
spectively. L is the length of epitope, paratope and 
idiotope in binary string form, and W k  is the weight 
of k-th binary value. @ denotes exclusive-or operator. 
The function F ( z )  is 1 if x 2 8, F ( z )  = 0 if z < 0, , 
where 8 is the threshold of aflinity. In this study, for 
simplicity, all W k  is equal to w ,  and 8 = Lw. Based on 
this assumption, mji is 1 only if the idiotpe of anti- 
body j completely matches the paratope of antibody 
a .  

Next, the concentration of i-th antibody, which is 
denoted by ai ,  is calculated as follows: 

(3) 

(4) 
1 

Ui(t + 1)  = 
1 + exp(0.5 - A i ( t  + 1))  ’ 

where, in equation (3), N is the number of anti- 
bodies, and o and p are positive constants. The first 
and second terms of the right hand side denote the 
stimulation and the suppression from other antibod- 
ies, respectively. The third term represents the stim- 
ulation from the antigen, and the forth term the dis- 
sipation factor (i.e. natural- death) 121. Equation (4) 
is a squashing function to ensure t h e stability of the 
concentration. In this study, selection of antibodies 
is simply carried out on a roulette-wheel manner basis 
according to the magnitude of concentrations of the 
antibodies. Note that only one antibody is allowed 
to be selected and act its corresponding action to  the 
world ( i .e .  winner-take-all manner).  

4 Proposed Innovation Mechanism 
4.1 Innovation mechanism 

For more usefulness, as some researchers have been 
pointed out, the introduction of some adaptation 

Figure 5: Dynamics. 

mechanisms is highly indispensable. The adaptation 
mechanism is usually classified into two types: adjust- 
ment  and innovation (16,171. Adjustment is an adap- 
tation realized by changing parameters of the system 
(e.g. the modification of synaptic weights in neural 
networks). On the other hand, innovation is an adap- 
tation realized by topological changes of the system, 
that is, the learning based on selection. An example 
of innovation is evolutionary process through genetic 
operators. 

From this point of view, we address the candidates 
of adaptation mechanisms for artificial immune sys- 
tem. Adaptation for adjustmanet is realized by modi- 
fying molecular shapes of antibodies (i.e. affinity mi ,  
among antibodies). On the other hand, adaptation for 
innovation is realized by metadynamics function and 
selection mechanism. 

In our previous research [7], we proposed the on- 
line adjustment mechanism that initially starts from 
the situation where the idiotopes of the prepared an- 
tibodies are undefined, and then obtains appropriate 
idiotopes using reinforcement signals. However, in our 
adjustment mechanism, we should notice that we must 
still describe the paratope of each antibody in a top- 
down manner. 

One obvious candidate to avoid such problem is to  
incorporate an innovation mechanism. Therefore, we 
propose the following innovation mechanism inspired 
by the biological immune system, that is, metady- 
namics function and selection mechanism. Figure 6 
schematically depicts the proposed innovation mech- 
anism. As shown in this figure, the innovation mech- 
anism is composed of two mechanism: the incorpora- 
tion/removal mechanism and the selection mechanism. 
We discuss the detail of each mechanism. 

4.2 Incorporation/removal mechanism 
Initially, the immune network consists of N anti- 

bodies, each of them is generated by gene recombina- 
tion and given one state variable named “concentra- 
tion of E-cell”. In order to relate this variable to the 
action selection process, we modify the equation (2) 
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in new antibodies are generated randomly. 

Selection Mechanism 
sdl-amity Ti' seemitii l i i  0 ,  . Incapwatii only one anlbody with Mlmus ail&. 

sense action evaluation 
N * I 

sense action evaluation 
N * I 

Figure 6: Proposed innovation mechanism. 

as follows: 

where bi(T) is the concentration of B-cell i in T -  
t h  time step. This equetion means that the higher 
the concentration of B-cell is, the more offen its corre- 
sponding antibody is selected. If an antibody receives 
a reinforcement signal as a result of its action, the 
corresponding concentration of B-cell is varied as: 

(6) -- bi(T)  - ~;ab - Kbi(T) , 
dT 

where K is the dissipation factor of B-cell. ~i = 1 if 
the antibody i is selected and receives a reward signal, 
and T ;  = -1 if the antibody i receives a penal@ sig- 
nal. In addition, if antibody i stimulates the antibody 
that receives a reward, antibody i also receives a re- 
ward proportional to its concentration, that  is, ~i = ai, 
otherwise ri = 0. 

If bi(T) becomes below 0, the corresponding anti- 
body is removed, then a new antibody is incorporated 
through the selection mechanism explained belows. 

4.3 Selection mechanism 
Next, we explain a selection mechanism inspired by 

the biological immune system. Before incorporating 
a new cell into the existing immune network, we ran- 
domly generate m candidates for antibodies by gene 
recombination process. In this study, only one anti- 
body is allowed to be incorporated based on the pre- 
determined criterion. 

The possible candidates for the selection criteria 
are self-affinity y;,  sensitivities ui and 6;. These are 
expressed as: 

L 

yi = ( w k l i ( k )  CB pick)) 9 ( 7) 

U; = C m j i a j  , (8) 

k=l 

N 

j=1 

N 

= C m i j a j  . (9) 
j=1 

The self-affinity yi could be a measure of recurrent 
interactions, and the sensitivities ui and Si can be used 
to measure the impact of a newly created cell on the 
existing immune network. 

5 Simulation 
5.1 Problem 

To confirm the ability of the proposed innovation 
mechanism, we carried out some simulations. The 
simulated environment contains immunoid, one preda- 
tor and one prey (Fig.7). The predator attacks im- 
munoid if it detects immunoid within the prespecified 
detectable range, otherwise, it moves randomly. On 
the other hand, the prey always moves randomly. The 
aim of immunoid is to be captured by the predator as 
little as possible and capture the prey as much as pos- 
sible. To realize the aim, immunoid should select an 
appropriate action by flexibly varying the priorities 
between the predator and the prey according to the 
detected condition of each object. 

Figure 7 also indicates the sensory inputs and ac- 
tions of immunoid used in the simulation. Immunoid 
can detect the direction and distance to the predator 
and the prey. For simplicity, the detected direction 
and distance are categorized as: 

0 direction --$ front, front-right, front-left 

0 distance -+ near, middle, far 
back, back-right and back-left 

And we assume that immunoid can move toward 
the above six direction. Based on the above assump- 
tion, we concretely define the condition (i.e. the epi- 
tope, the paratope and the idiotpe) and the action of 
each antibody(see Fig.8). 

In the simulations, the following reward and 
penalty signals are used: 

Reward ( T :  = 1) 
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6 Conclusions and Further Work 
In this paper, we proposed a new adaptation mech- 

anism inspired by the innovation mechanism of the bi- 
ological immune system, that is. metadynamics func- 
tion and selection mechanism. And we applied it to  
the action arbitration for an autononiou mobile robot 
in the simulated environment and examined the abil- 
ity of our proposed method. In the further work, we 
must analyze obtained results quantitatively and qual- 
itatively and examine various criteria. 
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5.2 Simulation Results 
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the selection mechanism. We are currently analyzing 
these results in detail. 

Ab = { 0.10 Middle (10) 
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