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1. INTRODUCTION 

Several speech recognition systems for dictation or 
dialogue have been developed [1][2]. These systems 
have top-down prediction of words for the recognition 
using grammatical information. Although the use of 
grammar makes the recognition process efficient, it is 
not sufficient for reducing computational load against 
increment of the vocabulary size. To reduce the 
recognition time and to realize an on-line continuous 
speech recognition system with a large size vocabulary, 
it is important to develop an efficient and accurate 
bottom-up word pre-selection method. 

In this paper, a new word pre-selection method 
called "extended redundant hash addressing method" 
is proposed. This method is based on isolated 
word recognition method using the redundant hash 
addressing principle proposed by T.Kohonen et.al[4]. 
The redundant hash addressing method can not be 
used for continuous speech recognition because the 
word boundary in continuous speech is not known. 
We have extended Kohonen's method to continuous 
speech recognition. The proposed method spots words 
from the input speech using the information about 
locations of features in reference patterns. Combination 
of this method and an ordinary parser makes a speech 
recognition system faster. At last several experimental 
results are shown to compare this method with the 
continuous-DP matching method which is a traditional 
word spotting method. The proposed method gives 
comparable performance to that with the continuous-DP 
matching and is five times faster than it. 

2. WORD RECOGNITION BASED ON THE 
REDUNDANT HASH ADDRESSING METHOD 

The redundant hash addressing method recognises an 
isolated spoken word based on reference to a dictionary 
using "features" extracted from an input phoneme 
sequence. Two or three consecutive phonemes (called 
bigrams or trigrama) is used as features. Moreover, 
the hash addressing technique is used to look up a 
dictionary entry effectively. First, cyclic trigrams are 
extracted from each entry in the dictionary. Each 
trigram is associated with the pointer to the dictionary 

entry. These pointers are registered in a hash table. 
Next, the trigrams are extracted from a phoneme 
sequence recognized from the input speech. The 
extracted trigram votes to word candidates using hash 
search. Finally, all word candidates are scored based on 
the number of votes by the extracted trigrams. The 
word candidate with the highest score is selected as a 
recognition result. The redundant hash addressing 
method is very fast because the input sequence is 
not compared with all entries in the dictionary; only 
the words having similar sub-sequences to the input 
sequence are tested. 

Though this method is very fast, it has 
some disadvantages. As this method uses the 
trigrams extracted from words in the dictionary 
without considering phoneme recognition errors, the 
recognition score is not higher than that using the 
DP-matching-based word recognition. 

3. THE EXTENDED REDUNDANT HASH 
ADDRESSING METHOD 

In this section, we propose the extended redundant 
hash addressing method. This method has the following 
improvements on the redundant hash addressing: 
(1) utilization of confusion matrix of the phoneme 
recognition to make dictionary reference more accurate, 
and (2) activation point matching for spotting words 
using the references from trigrams. 

In order to make reference from a trigram to 
the dictionary more accurate, we propose the method 
which generates extended trigrams from an original 
trigram extracted from the dictionary entry. The 
extended trigrams are generated using the phoneme 
recognition error probabilities in the confusion matrix. 
The generated extended trigrams are used to search 
the entry. Figure 1 shows an example of the 
generation of the extended trigrams. First, the 
trigram is extracted from a dictionary entry. Next, 
phoneme candidates are generated using the confusion 
matrix. For substitution error, several phonemes 
with high substitution probability is selected for each 
phoneme in the original trigram; then several extended 
trigrams with high probabilities are picked up from all 
combinations of these phonemes. In the same fashion, 
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the extended trigrams are generated for phoneme 
omission and insertion. Finally, a certain number 
( N e )  of the extended trigrams are generated from the 
original trigram. These trigrams are registered to  the 
hash table instead of the original trigram. They 
have scores based on the probabilities of phoneme 
substitution, omission and insertion. Let P,(pl , p2 )  be 
the substitution probability from phoneme pl  to pa,  
Pi(p1)  be the insertion probability of phoneme pl and 
P O ( p l )  be the omission probability of phoneme p l .  The 
score of the trigram is calculated as sum of logarithm 
of these probabilities. For example, score of the 
trigram (a) in figure 1 is calculated as 

logPJ/u/,/N/) + logPa(/N/,/N/) + logP,(/j/,/j/) 

similarly, (b) and (c) are calculated as 

extended trigram in the entry is determined from the 
trigram. 

The following five cases are considered for the 
location of the extracted trigrams from the input 
sequences: The center of extracted trigram is (1) 
located at one phoneme after the word-initial, (2) 
at  the word-initial, (3) at  the word-medial, (4) at 
the word-final and (5) at one phoneme before the 
word-final. Once the trigram is extracted from the 
input sequence, several dictionary entries are determined 
through the hash table. Figure 3 shows an example 
how an entry is retrieved using the trigrams extracted 
from the input sequence. From one trigram, the 
following information can be known: the dictionary 
entry: w ,  the location of the trigram in the entry: j 
and the location of the trigram in the input sequence: 
i. We call the set (i, j , w )  an activation point. 

Figure 4 shows an example of the activation point 
matching. In this example, a word “BuNja(fie1d)” is 
matched to the input sequence. The five trigrams 
shown in the upper part of the figure are extracted at 
each phoneme location of the input sequence. These 
trigrams determine scores and locations in a word 
candidate (expressed as the color of a circle in the 
figure). A word candidate is spotted from an 
input sequence by connecting activation points and by 
accumulating these scores. 

and 

respectively. 
Figure 2 shows the dictionary reference using the 

extended redundant hash addressing method. Not only 
the dictionary entry, but also the location of the 
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Figure 4: Activation point matching 

Connections with the least penalty between 
activation points are checked to spot words from the 
input sequence. To search the optimum connection to 
the present activation point ( i o ,  jo,w), all preceding 
activation points have to be checked; but this check 
requires large computation amount and it lose the 
advantage of this word pie-selection method. To make 
the search faster, we restricted the activation points for 
connection to the last activated points within the same 
i. Under this restriction, the sub-optimum connections 
are calculated using a dynamic programming. An 
algorithm to connect activation points is shown in 
Figure 5. This algorithm connects the present activation 
point (io,jo,w) to a proper preceding activation point. 
In this algorithm, SCORE(t) represents the score of a 
trigram t ,  J is the length of the input sequence, 
TSCORE(i, j ,w) is the accumulated score of an 
activation point (i,j,w), t G , w )  is the location of 
the last activated pan t  in the input sequence and 
PEN((i l , j l ) ,  ( i 9 , j a ) )  is the penalty score between two 
activation points to be connected. In the following 
experiments, P E N  is defined as follows: 

where P is a constant lower than a score of any trigram 
(P < 0). A word is spotted when the activation point 
reaches to the position of the final trigram in the word. 

In this algorithm, candidates of the activation 
point for connection are checked within the 
range of j = l...jo - 1. This range can be 
j = min(j0 - K, 1) ...jo - 1 to avoid a connection between 
too distant activation points and to reduce the 
calculation time. The dfect of this restriction is 
investigated in the experiment later. 

4. EXPERIMENTS 

Word spotting experiments were carried out to compare 
the extended redundant hash addressing method to 
the continuous-DP matching. Input sequences were 
generated by computer simulation based on the 
confusion matrix. They were 136 sentences from an 
scientific article and the assumed phoneme recognition 
rate is 85%. 

At first the effectiveness of the extended trigrams 
was investigated. To check the dfect of number of 
generated trigrams (N.), word spotting tasks were 

L(j,w) 6 none 
begin 

for all 1 5 j 5 J 

maxaeore + VERY-SMALL-VALUE; 
for j + 1 to j o  -1  do begin 

acme 6 SCORE(t)+ 
TSCORE(L(j ,  w ) ,  j, w)+ 
PEN((io, jo ,w) ,  ( Jq j ,w) , j ,w)) ;  

if acme > maxacore then begin 

end 
muxacme + acme; 

end 
TSCORE(i0, j o ,  w )  + maxaeore; 
L(jo,w) + i o  

end 

Figure 5: An algorithm to connect activation points 
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Figure 6: Word detection performance for various N. 

carried out for various N.. The dictionary size for the 
experiment was 847. The result of this experiment is 
shown in Figure 6. The word detection performances of 
the extended M A  method were compared with that 
of the continuous-DP matching. According to this 
experiment, it was found that the word detection 
performance of the extended RHA method was 
comparable to that of the continuous-DP matching and 
N. = 10 gave the beet performance for word detection. 

In the next experiment, the relation between the 
size of the dictionary and the recognition speed 
was investigated. Process times (without time for 
preprocessing) of the two methods were compared for 
364, 500, 600, 700 and 847 words dictionary. Figure 7 
shows the result of the experiment. This result showed 
that the extended RHA method was about five times 
faster than the continuous DP matching. 

Finally, the dfect of the restriction for the 
connection range was investigated. Figure 8 shows the 
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Figure 7: Process times for various size of dictionary 

word detection performance for various K (“maximum 
gap” in the figure). In this experiment, N. was set to 
10. From this figure, it is clear that K = 6 gave as 
good performance as K =  00 where K = 00 means no 
restriction for the activation point matching. Figure 9 
shows that the process time at K = 6  is about 14% 
shorter than the process time at  K = 00. When K is 
set to 6, the processing time is about five times faster 
than that of continuous DP matching. 

5. CONCLUSION 

A new word pre-selection method “extended RHA 
method” for continuous speech recognition waa 
proposed. This method extends the redundant hash 
addressing method to word spotting from continuous 
speech. Moreover, the improvement of the trigram 
extraction makes matching score more accurate than 
the redundant hash addressing method. The word 
spotting experiments showed that the proposed method 
gave comparable word spotting performance to the 
continuous-DP matching and that the proposed method 
was about five times faster than the continuos-DP 
matching. 
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