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ABSTRACT

This paper presents the performance evaluation method
on sentence recognition system which uses a finite state au-
tomaton. The relationship between word recognition score
and sentence recognition score can be predicted using the
number of word sequences at a short distance from the sen-
tence. But it is not clear that how we get this number when
the finite state automaton is used as linguistic information.
Therefore, we propose the algorithm to calculate this num-
ber in polynomial time. Then we carry out the prediction
using this method and the simulation to compare with the
prediction, and it is shown that our method is usable when
the quality of the word lattice is good.

1. INTRODUCTION

Present speech recognition systems are not perfect so that
there are many recognition errors in their recognition re-
sults: sequences of linguistic units such as phonemes, syl-
Jables and words. To correct these errors, many kinds of
linguistic information are used in the speech recognition
systems. For example, bigram and trigram of phonemes
or words, a finite state automaton, context free grammar,
etc. And it is important to know the ability of error correc-
tion of these linguistic information because it is useful for
evaluation and design of the speech recognition system.

The ability of error correction of the linguistic informa-
tion depends on how it can eliminate the sequences that
do not exist in the task, in other words, how it can reduce
the complexity of the task. To measure this ability, first
we must decide what indicates the complexity. K. Abe et
al. used Hamming distance (we will call it “distance” for
convenience) as the indicator of the complexity, and derived
the theoretical formula to get the lower limit of word recog-
nition score on the recognition system using a dictionary.
Where the waord recognition score can be predicted based
on the recognition score of linguistic units and the number
of word pairs with short distance in the dictionary in case of
no segmentation error and uniform word occurrence proba-
bility [1]. The definition of D(S,T) : the distance between
sequences S = sy sz ---s55 and T =tz ---tr is given by
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A : Word dictionary

B : Finite state automaton (FA)

C : Word sequences accepted by FA
D : Word recognition unit

E : Optimum word sequence selection
I : Sentence recognition result

Figure 1. Model of the sentence recognition system using FA.

f(mb)z{‘l’ €= (2)

T. Otsuki et al. proposed the algorithm to calculate the
number of phoneme sequences at a short distance from the
word in polynomial time when the transition information
between phonemes is used instead of the dictionary, and
proposed the more accurate formula to predict word recog-
nition score[3].

M. M. Sondhi et al. introduced the perplexity tv measure
the complexity of the task[2]. When the entropy of the task
is H, the perplexity F, is defined as follows.

Fp=2 (3)
S. Nakagawa et el. proposed the evaluation method for con-
tinuous speech recognition systems, and they made clear the
relationship between task perplexity and sentence recogni-
tion score{4]. But there is a problem that the perplexity
can not reflect the similarity between sentences.

Therefore, in this paper we use the distance between word
sequences as the indicator of the complexity, and propose
the performance prediction method on sentence recognition
system using a finite state automaton.

2. THEORY OF SENTENCE RECOGNITION
SCORE PREDICTION

Fig.1 shows the model of the sentence recognition system
using a finite state automaton. Sequence of word candidates
which comes from the word recognition unit is matched
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with the word sequences accepted by the finite state au-
tomaton, and the word sequence with maximum likelihood
is selected as the sentence recognition result. The error cor-
rection ability of the finite state automaton determines the
relationship between word recognition score and sentence
recognition score.

The relationship between word recognition score and sen-
tence recognition score can be predicted using the number
of acceptable word sequences at a short distance from the
sentence using the method we proposed[3]. When the sen-
tence X = z1x2 -+ @ is uttered, assume the word lattice
is given by

I I - In
S Y N /2
I= )
hm Ly - ILm
N(u,02i if T = w,
h ~{ N(0,0%) else (®)

where £ is the length of the sentence, M is the number of
words in the task and wy, we, -, wy are words in the task.
Then the word recognition score « is given by

2]7“;/:00 {Q (g)}!\ﬂ_le’(p{_('{{;gﬁ}dx (6)

1 7 ¢
\/ﬂ[ cxp{—?}dt (7)

And the sentence recognition score 8 is given by

& =

3(z) =

5:1+Z(—1)'C.A.‘ (8)

B Vip
\N=® (- \/2_0) (9)

Cr = JﬁZ( Nl(iX) ) (10)
X

where N is the number of sentences in the task.

But it is hard to get V;(X) because the number of accept-
able sequences glows up rapidly with L and M. Therefore,
in order to predict the relationship between word recogni-
tion score and sentence recognition score in case of using
a finite state automaton as linguistic information, we pro-
pose the algorithm to calculate the number of acceptable
sequences at a short distance from the sentence in the task
in polynomial time.

3. ALGORITHM TO CALCULATE N, (X)

First, we define the following symbols.

o °1,c2,...,cMm + M kinds of word categories

¢ X =zi13-.-x1 : Sentence which consists of L words
where ith ward is x;

e X, : Partial sequence of X which consists of 122 --- 21

. Nd(X) : The number of word sequences at a distance
ol d from X

Figure 2. An example automaton

o A(c): The number of words belonging ta category ¢

e V(z): The category which word x belongs to

-

(Q,%,4, g, F): Finite state automaton where Q is the
group of states, I is the group of categories, § is the
state transition function, go is the initial state and /'
is the group of final states

e U : The number of states

e ; : Group of word sequences that cause ! times tran-
sition from go

o II; : Group of states after [ times transition from yo

e 07 : Group of word sequences that cause { times tran-
sition from ¢o to g

o Na(Xy, ﬂlq) : The number of word sequences in Q;’ at
a distance of d from X;

* ¥(q) :
state ¢

Group of categories that cause transition at

¥(g)= U {c|é(g,c) =¢

(g} q,eQ{l(q )=q}
In the example automaton shown in fig.2, ¥(1) =
{a7bYc}

@(p,q) : Group of categories that cause Lransition
state g at state p

@(p,q) = {clblp,c) = ¢}
In the example automaton shown in fig.2, (1,2) =
{a, 8}

(¢ C) :
state ¢

Group of states after category ¢ is input to

(g, ¢) = {¢'18(g,¢) = ¢'}
In the example automaton shown in fig.2, n(l.«) =

{2,3}

Since sentence X is acceptable to the FA,
Xi e (11)

and

No(X,90) =

{ 1 i V(x.)eptélQé(p,Q) (12)

0 else

Consider one sequence Y in Q;.,. After category - is
input and the current state moves to g, this sequence Y
becomes a partial sequence of A(c) sequences. In case of » =
V{z), the distance between X; and one sequence with last
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d«={100,200,300,400,500,500,700,800,900|

Figure 3. FA accepting text editer command

word of z; in A(c) sequences is equal to the distance between
Xi-1 and sequence Y And the distance between X; and
remainder A(c)— 1 sequences is one more than the distance
between X;_; and sequence Y. On the other hand, ir case
of ¢ # V(zy), the distance between X; and A(c) sequences
is one more than the distance between X,_; and sequence
Y. Therefore Ny (X, $27) can be calculated as follows.

Ni(X, 0D = Z Z flgei—1) 113)

q€il;_y c€2(q,p)

N1 (X0, QF) _—
FlA(e) = 1No( X, ) 1Te= Vi)
AN (XL Q) else

Hygeed) = {14)

Finally, the number of sequences at a distance of 1 from
sentence X is given by

Vixy= 3y D flgel-n )

gEIl,, 1 «€¥i(q) pEn(g, )N F

Fig.4 shows the algorithm to calculate N1 (X). The compu-
tation amount in step 2 is O(LMU?) per sentence.

4. PREDICTION OF SENTENCE
RECOGNITION SCORE

Using this algorithin and eq.(6) (8), we predict the relation-
ship between word recognition score and sentence recogni-
tion score using the finite state automaton which accepts
Japanese text editor commands shown in fig.3. This task
has three categories of digits di,d.,ds and 18 Japanese
words.

First, we calculate ¥y on 380 sentences accepted by this
automaton using the proposed algorithm to get C; (see
¢q.(10)}. Then we calculate ¢« and 2 with same ¢ and p. By
moving 7 or i, we can get the relationship between word
recognition score and sentence recognition score.

In addition, we carry out the simulation to evaluate the
accuracy of the prediction. First, we make word lattice
according to cq.(5), giving normal random value as word
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Stepl:Initialize
No(Xo, Q) = 1
for all g € Q do begin
for { =1 to L — 1 do begin
No( X1, 0]1:=0
NU(X, 00 =0
end
end
Step2:1st ~ (L -- 1)th transition
Io := {q0] ;States for next expansion
for l:=1 to I — 1 do begin
for all p €Il;_; do begin
for all ¢ € ¥(p) do begin
for all ; € n(p,c) do begin
if ¢ = V(z;) then begin
No(X;,ﬂ;’) =1

NUXy, Q) = Ni( X, 0] )4 MiX—, 0f )

+(A(e) = 1) X No(X (1,0 )
else begin
No( X, 08):=0
NiXy,0) = M(X,aqf)
+A(e) x No(X;_y,0f_ )

end
end
I =11 Ngip, <)
end
end
end

Step3:Final state
for all p€ Il _; do begin
for all ¢ € ¥(p) do begin
for all g € n(p,c) N F do begin
if ¢ = V(z) then begin
Ni(X):=N(X)+ Nl(XL-l,ﬂi__l)
HAS) — 1) x No(X o1, 028 )

else begin

Ni(X) = Ni(X)+ Ale) x No(Xpo, 08 _ )

end
end
end
end

Figure 4. An algorithm to calculate N,
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Figure5. The relationship between word recognition score and
sentence recognition score

recognition score, then automaton-driven sentence recog-
nition is applied to this word lattice. This simulation is
carried out on 380 sentences used in the prediction.

The results of the prediction and the simulation are
shownin fig.5. On condition that the word recognition score
is over 90%, it can be said that the curve of the prediction
indicates the lower limit of sentence recognition score. But
there is difference (about 15% when word recognition score
is 80%) between the prediction and the simulation when the
word recognition score is under 90%. This is because the
approximation in deriving the formula to calculate sentence
recognition score (eq.(8)) becomes unreasonable when the
quality of the word lattice becomes worse.

5. CONCLUSION

In this paper, we proposed the performance prediction
method on sentence recognition system using a finite state
automaton. There, we showed the algorithm to calculate
the number of word sequences at a short distance from a
sentence in polynomial time for predicting the relationship
between word recognition score and sentence recognition
score. The comparison between the prediction and the sim-
ulation showed that our method can be applied to getting
the lower limit of the sentence recognition score when the
quality of the word lattice is good.

We plan on carrying out the prediction on real sentence
recognition system with large task, and deriving the predic-
tion formula usable when the performance of word recogni-
tion unit is insufficient.
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