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#### Abstract

This note discusses a relationship between the Hankel singular values and reflected zeros of linear systems. Our main result proves that the Hankel singular values of a linear continuous-time system increase (decrease) pointwise when one or more zeros of the transfer function are reflected with respect to the imaginary axis, that is, move from the left-(right)half to the right-(left-)half of the complex plane. We also derive a similar result for linear discrete-time systems.


Index Terms-Hankel singular values, linear continuous-time system, linear discrete-time system, reflected zeros.

## I. InTRODUCTION

The study of the Hankel singular values of linear dynamical systems is an important subject since they play crucial roles in many fields of linear system theory. One of the well-known examples is approximation of dynamical systems such as balanced model reduction and Hankel norm approximation [1]-[4], where the Hankel singular values give a priori theoretical upper bound of the infinity norm of approxi-

[^0]mation error. Other practically important issues can be seen in the field of signal processing theory, where the Hankel singular values are referred to as the second-order modes. They provide the optimal dynamic range of analog filters [5], [6], i.e. the highest ratio of the maximal and minimal signal levels that can be processed in the filters. Also, in the literature on digital signal processing, it is well known that the Hankel singular values characterize the minimum attainable value of roundoff noise [7], [8] and statistical coefficient sensitivity [9], [10] of digital filters.

Our main result is to derive a pointwise inequality that relates the Hankel singular values to reflection of the zeros of the transfer function. For linear continuous-time systems we establish the fact that, when one or more zeros of the transfer function are reflected with respect to the imaginary axis, the Hankel singular values increase or decrease pointwise. We also derive a similar result for linear discrete-time systems: we show that, the Hankel singular values of a discrete-time system increase or decrease pointwise when one or more zeros of the transfer function are relfected with respect to the unit circle. Although a part of these topics is also mentioned in [11], our result to be presented in this note will offer further significant insights into the linear system theory. Details on the contribution of this note with respect to [11] will be discussed in Section IV.

Throughout this note, we will use the following notations. $\mathbb{R}, \mathbb{C}, \mathbb{Z}$ denote the sets of real numbers, complex numbers and integers, respectively. $\mathbb{R}^{m \times n}$ and $\mathbb{C}^{m \times n}$ respectively denote the sets of $m \times n$ real matrices and $m \times n$ complex matrices. $\boldsymbol{A}^{T}$ and $\boldsymbol{A}^{*}$ respectively stand for the transpose and the complex conjugate transpose of a ma$\operatorname{trix} A$. The symbol $\lambda_{i}(\boldsymbol{A})$ for $i=1,2, \cdots, n$ denotes the eigenvalues of $A \in \mathbb{R}^{n \times n}$. When the eigenvalues are all real, they are always arranged in decreasing order, i.e. $\lambda_{1}(\boldsymbol{A}) \geq \lambda_{2}(\boldsymbol{A}) \geq \cdots \geq \lambda_{n}(\boldsymbol{A})$.

## II. Hankel Singular Values

We consider an $N$-th order single-input/single-output linear contin-uous-time or discrete-time system described by

$$
\dot{x}(t)=\boldsymbol{A x}(t)+b u(t), \quad y(t)=c \boldsymbol{x}(t)+d u(t), \quad t \in \mathbb{R}
$$

${ }^{\mathrm{or}_{\boldsymbol{x}}(t+1)} \boldsymbol{A} \boldsymbol{A} \boldsymbol{x}(t)+\boldsymbol{b} u(t), \quad y(t)=\boldsymbol{c \boldsymbol { x }}(t)+d u(t), \quad t \in \mathbb{Z}$. (2) In both cases, $u(t) \in \mathbb{R}^{1 \times 1}$ is the input, $y(t) \in \mathbb{R}^{1 \times 1}$ is the output, $\boldsymbol{x}(t) \in \mathbb{R}^{N \times 1}$ is the state, and $\boldsymbol{A} \in \mathbb{R}^{N \times N}, \boldsymbol{b} \in \mathbb{R}^{N \times 1}, \boldsymbol{c} \in \mathbb{R}^{1 \times N}$ and $d \in \mathbb{R}^{1 \times 1}$ are real coefficients. The transfer function is represented as

$$
\begin{equation*}
G(\xi)=d+c(\xi \boldsymbol{I}-\boldsymbol{A})^{-1} \boldsymbol{b} \tag{3}
\end{equation*}
$$

where $\xi=s$ (Laplace transform) for continuous-time systems and $\xi=$ $z$ ( $\mathcal{Z}$-transform) for discrete-time systems. Throughout this note, the system $(\boldsymbol{A}, \boldsymbol{b}, \boldsymbol{c}, d)$ is assumed to be asymptotically stable, controllable, and observable.

For continuous-time systems, the solutions $\boldsymbol{P}$ and $\boldsymbol{Q}$ to the following Lyapunov equations are called the controllability Gramian and the observability Gramian, respectively:

$$
\begin{equation*}
\boldsymbol{A} \boldsymbol{P}+\boldsymbol{P} \boldsymbol{A}^{T}=-\boldsymbol{b} \boldsymbol{b}^{T}, \quad \boldsymbol{A}^{T} \boldsymbol{Q}+\boldsymbol{Q} \boldsymbol{A}=-\boldsymbol{c}^{T} \boldsymbol{c} \tag{4}
\end{equation*}
$$

In the discrete-time case, the controllability and observability Gramians are given from the following Lyapunov equations:

$$
\begin{equation*}
\boldsymbol{P}-\boldsymbol{A} \boldsymbol{P} \boldsymbol{A}^{T}=\boldsymbol{b} \boldsymbol{b}^{T}, \quad \boldsymbol{Q}-\boldsymbol{A}^{T} \boldsymbol{Q} \boldsymbol{A}=c^{T} \boldsymbol{c} \tag{5}
\end{equation*}
$$

In both cases, $\boldsymbol{P}$ and $\boldsymbol{Q}$ are symmetric and positive definite, i.e. $\boldsymbol{P}=$ $\boldsymbol{P}^{T}>0$ and $\boldsymbol{Q}=\boldsymbol{Q}^{T}>0$, because the system $(\boldsymbol{A}, \boldsymbol{b}, \boldsymbol{c}, d)$ is assumed to be asymptotically stable, controllable and observable.

The Hankel singular values of $G(\xi)$, which are denoted by $\sigma_{1}, \sigma_{2}, \cdots, \sigma_{N}$, are defined as the positive square roots of the eigenvalues of the matrix product $P Q$, i.e.

$$
\begin{equation*}
\sigma_{i}=\sqrt{\lambda_{i}(\boldsymbol{P Q})}, \quad 1 \leq i \leq N . \tag{6}
\end{equation*}
$$

Throughout this note, we assume that the Hankel singular values are arranged in decreasing order, i.e. $\sigma_{1} \geq \sigma_{2} \geq \cdots \sigma_{N}$. It is well known that the Hankel singular values are invariant under similarity transformations of the state. This means that the Hankel singular values depend only on the transfer function.

## III. Problem Statement

The purpose of this note is to reveal a relationship between the Hankel singular values and reflected zeros of the transfer function in an explicit form. To this end, we first consider the following minimum phase transfer function

$$
\begin{equation*}
G_{\min \mathrm{p}}(\xi)=K \frac{\left(\xi-z_{1}\right)\left(\xi-z_{2}\right) \cdots\left(\xi-z_{M}\right)}{\left(\xi-p_{1}\right)\left(\xi-p_{2}\right) \cdots\left(\xi-p_{N}\right)}, \quad M \leq N \tag{7}
\end{equation*}
$$

where $K$ is a real nonzero constant, $p_{k}$ and $z_{l}$ for $1 \leq k \leq N$ and $1 \leq l \leq M$ are respectively the poles and zeros of $G(\xi)$. Since $G_{\min \mathrm{p}}(\xi)$ is a stable and minumum phase system, $\operatorname{Re}\left(p_{k}\right), \operatorname{Re}\left(z_{l}\right)<0$ for continuous-time case and $\left|p_{k}\right|,\left|z_{l}\right|<1$ for discrete-time case. From (7), we define non-minimum phase transfer functions as

$$
\begin{align*}
G_{\mathrm{np}}(s)= & \left.G_{\min \mathrm{p}}(s)\right|_{\left(s-z_{l}\right)-\left(s+z_{l}^{*}\right)} \\
& (\text { continuous }- \text { time case })  \tag{8}\\
G_{\mathrm{np}}(z)= & \left.G_{\min \mathrm{p}}(z)\right|_{\left(z-z_{l}\right)-\left(1-z_{l}^{*} z\right)} \tag{9}
\end{align*}
$$

(discrete - time case)
for some $l$. In the continuous-time case, the replacement $\left(s-z_{l}\right) \leftarrow$ $\left(s+z_{l}^{*}\right)$ means that $z_{l}$ 's of $G_{\min \mathrm{p}}(s)$ are reflected with respect to the imaginary axis. In the discrete-time case, the replacement ( $z-$ $\left.z_{l}\right) \leftarrow\left(1-z_{l}^{*} z\right)$ means that $z_{l}^{\prime}$ 's of $G_{\min \mathrm{p}}(z)$ are reflected with respect to the unit circle. ${ }^{1}$ If this replacement is carried out for all $l$, the resultant system becomes the maximum phase system, which is denoted by $G_{\operatorname{maxp}}(\xi)$. Throughout this note, it is assumed that no polezero cancellations occur in the family of $G_{\min \mathrm{p}}(s), G_{\operatorname{maxp}}(s)$ and $G_{\mathrm{np}}(s)$ and the family of $G_{\min \mathrm{p}}(z), G_{\operatorname{maxp}}(z)$ and $G_{\mathrm{np}}(z)$. Also, it is easy to see that these two families have identical magnitude responses: $\left|G_{\min \mathrm{p}}(j \Omega)\right|=\left|G_{\operatorname{maxp}}(j \Omega)\right|=\left|G_{\mathrm{np}}(j \Omega)\right|$ holds in the contin-uous-time case, and $\left|G_{\min \mathrm{p}}\left(e^{j \omega}\right)\right|=\left|G_{\max \mathrm{p}}\left(e^{j \omega}\right)\right|=\left|G_{\mathrm{np}}\left(e^{j \omega}\right)\right|$ holds in the discrete-time case.

Our contribution in this note is to derive a pointwise inequality of the Hankel singular values of $G_{\min p}(\xi), G_{\operatorname{maxp}}(\xi)$ and $G_{\mathrm{np}}(\xi)$. This result will be presented in the next two sections.

## IV. Hankel Singular Values and Reflected Zeros

Our main result will be derived from a description of the Gramians of spectral factors using the bounded-real Riccati equations. Although this approach can be applied to limited classes of transfer functions, the same conclusion can be derived for the other classes of transfer functions by making use of bilinear transformation or frequency transformation.

Before showing our main result, we first need to give some mathematical preliminaries on these concepts.

[^1]
## A. Preliminaries

We first discuss state-space description of spectral factors using the bounded-real Riccati equation for continuous-time systems. This is summarized in the following two lemmas.

Lemma 1 ([12]-[14]): Let a continuous-time system $G(s)=d+$ $\boldsymbol{c}(s \boldsymbol{I}-\boldsymbol{A})^{-1} \boldsymbol{b}$ be bounded-real, i.e. let $|G(j \Omega)|^{2} \leq \gamma^{2}$ for all $\Omega$ and some real constant $\gamma$. Also, define $w^{2}=\gamma^{2}-d^{2}$ and assume $w^{2}>0$. Then, there exists a positive definite symmetric matrix $\boldsymbol{Y}$ satisfying the following bounded-real Riccati equation:

$$
\begin{equation*}
\boldsymbol{A}^{T} \boldsymbol{Y}+\boldsymbol{Y} \boldsymbol{A}+\boldsymbol{c}^{T} \boldsymbol{c}+\left(\boldsymbol{Y} \boldsymbol{b}+\boldsymbol{c}^{T} d\right) w^{-2}\left(b^{T} \boldsymbol{Y}+\boldsymbol{c} d\right)=\mathbf{0} \tag{10}
\end{equation*}
$$

Any solution $\boldsymbol{Y}$ to (10) lies between two external solutions, i.e. $0<$ $\boldsymbol{Y}_{\text {min }} \leq \boldsymbol{Y} \leq \boldsymbol{Y}_{\text {max }}$. The matrix $\boldsymbol{Y}_{\text {min }}$ is the unique solution to (10) such that the eigenvalues of $\boldsymbol{A}+\boldsymbol{b} \boldsymbol{w}^{-2}\left(\boldsymbol{b}^{T} \boldsymbol{Y}+\boldsymbol{c} d\right)$ are all in the left-half plane. The matrix $\boldsymbol{Y}_{\text {max }}$ is the unique solution to (10) such that the eigenvalues of $\boldsymbol{A}+\boldsymbol{b} w^{-2}\left(\boldsymbol{b}^{T} \boldsymbol{Y}+\boldsymbol{c} d\right)$ are all in the right-half plane.

Lemma 2 ([13], [14]): Let $G(s)=d+\boldsymbol{c}(s \boldsymbol{I}-\boldsymbol{A})^{-1} \boldsymbol{b}$ be boundedreal and let $\boldsymbol{Y}$ be a solution to (10). Also, define $\boldsymbol{l}=-\left(\boldsymbol{b}^{T} \boldsymbol{Y}+\boldsymbol{c} d\right) \boldsymbol{w}^{-1}$. Then, the system $\bar{G}(s)=w+\boldsymbol{l}(s \boldsymbol{I}-\boldsymbol{A})^{-1} \boldsymbol{b}$ is a spectral factor of $G(s)$, i.e. $|G(j \Omega)|^{2}+|\bar{G}(j \Omega)|^{2}=\gamma^{2}$ holds for all $\Omega$. The system $(A, b, l, w)$ in $\bar{G}(s)$ is asymptotically stable and controllable because $(\boldsymbol{A}, \boldsymbol{b}, \boldsymbol{c}, d)$ in $G(s)$ is assumed to be asymptotically stable and controllable.

Spectral factors for discrete-time systems can be also described in state-space form in a similar manner to the continuous-time case. Such a description is provided by the following lemma, which is obtained as a consequence of [15], [16].

Lemma 3: Let $G(z)=d+\boldsymbol{c}(z \boldsymbol{I}-\boldsymbol{A})^{-1} \boldsymbol{b}$ be bounded-real, i.e. $\left|G\left(e^{j \omega}\right)\right|^{2} \leq \gamma^{2}$ for all $\omega$. Then, there exists a positive definite symmetric matrix $\boldsymbol{Y}$ satisfying the following discrete-time bounded-real Riccati equation:
$\boldsymbol{Y}-\boldsymbol{A}^{T} \boldsymbol{Y} \boldsymbol{A}-\boldsymbol{c}^{T} \boldsymbol{c}-\left(\boldsymbol{A}^{T} \boldsymbol{Y} \boldsymbol{b}+\boldsymbol{c}^{T} d\right) \boldsymbol{w}^{-2}\left(\boldsymbol{b}^{T} \boldsymbol{Y} \boldsymbol{A}+\boldsymbol{c} d\right)=\mathbf{0}$ (11) where $w^{-2}=\gamma^{2}-d^{2}-\boldsymbol{b}^{T} \boldsymbol{Y} \boldsymbol{b}$. Any solution $\boldsymbol{Y}$ to (11) satisfies $0<\boldsymbol{Y}_{\text {min }} \leq \boldsymbol{Y} \leq \boldsymbol{Y}_{\text {max }}$, where $\boldsymbol{Y}_{\text {min }}$ and $\boldsymbol{Y}_{\text {max }}$ are the external solutions such that the eigenvalues of $\boldsymbol{A}+\boldsymbol{b} w^{-2}\left(\boldsymbol{b}^{T} \boldsymbol{Y} \boldsymbol{A}+\boldsymbol{c} d\right)$ are all inside the unit circle and all outside the unit circle, respectively. Also, let $l=-\left(\boldsymbol{b}^{T} \boldsymbol{Y} \boldsymbol{A}+\boldsymbol{c} d\right) w^{-1}$ and consider the system $\bar{G}(z)=w+$ $\boldsymbol{l}(z \boldsymbol{I}-\boldsymbol{A})^{-1} \boldsymbol{b}$. Then, $\bar{G}(z)$ is a spectral factor of $G(z)$, i.e. $\left|G\left(e^{j \omega}\right)\right|^{2}+$ $\left|\bar{G}\left(e^{j \omega}\right)\right|^{2}=\gamma^{2}$ holds for all $\omega$, and $(\boldsymbol{A}, \boldsymbol{b}, \boldsymbol{l}, w)$ is asymptotically stable and controllable.

In addition to the above well-known theory, we give the following lemma that offers a simple description of the Gramians of spectral factors.

Lemma 4: Let $(\boldsymbol{P}, \boldsymbol{Q})$ be the controllability and observability Gramians of a bounded-real system $(\boldsymbol{A}, \boldsymbol{b}, \boldsymbol{c}, d)$ with the transfer function $G(\xi)$. Also, let $(\overline{\boldsymbol{P}}, \overline{\boldsymbol{Q}})$ be the controllability and observability Gramians of $(\boldsymbol{A}, \boldsymbol{b}, \boldsymbol{l}, \boldsymbol{w})$ with the transfer function $\bar{G}(\xi)$. Then, the following equations hold:

$$
\begin{align*}
\overline{\boldsymbol{P}} & =P  \tag{12}\\
\overline{\boldsymbol{Q}}+\boldsymbol{Q} & =\boldsymbol{Y} \tag{13}
\end{align*}
$$

where $\boldsymbol{Y}$ is a solution to (10) or (11).
Proof: Here we give the proof for continuous-time systems. The proof in the discrete-time case can be derived in a similar way and is omitted for brevity.

Eq. (12) is trivial from the state-space representations of $G(s)$ and $\bar{G}(s)$.

Eq. (13) is proved as follows. Since $(\boldsymbol{A}, \boldsymbol{b}, \boldsymbol{c}, d)$ is assumed to be asymptotically stable, a solution $\boldsymbol{Y}=\boldsymbol{Y}^{T}>0$ to (10) can be represented as

$$
\begin{equation*}
\boldsymbol{Y}=\boldsymbol{U}+\boldsymbol{V} \tag{14}
\end{equation*}
$$

where $\boldsymbol{U}=\boldsymbol{U}^{T}>0$ and $\boldsymbol{V}=\boldsymbol{V}^{T} \geq 0$ are given as the solutions to the following Lyapunov equations:

$$
\begin{align*}
& \boldsymbol{A}^{T} \boldsymbol{U}+\boldsymbol{U} \boldsymbol{A}=-\boldsymbol{c}^{T} \boldsymbol{c}  \tag{15}\\
& \boldsymbol{A}^{T} \boldsymbol{V}+\boldsymbol{V} \boldsymbol{A}=-\left(\boldsymbol{Y} b+\boldsymbol{c}^{T} d\right) w^{-2}\left(\boldsymbol{b}^{T} \boldsymbol{Y}+\boldsymbol{c} d\right) \tag{16}
\end{align*}
$$

From (4) and (15), it is obvious that $\boldsymbol{U}=\boldsymbol{Q}$. Moreover, from (16) and $\boldsymbol{l}=-\left(\boldsymbol{b}^{T} \boldsymbol{Y}+\boldsymbol{c} d\right) \boldsymbol{w}^{-1}$, it follows that $\boldsymbol{V}=\overline{\boldsymbol{Q}}$. These relationships show (13).

Before leaving this subsection, we introduce some well-known properties of bilinear transformation and frequency transformation.

Lemma 5: Consider a continuous-time transfer funtion $G(s)$ and the discrete-time system $H(z)$ given by the bilinear transformation

$$
\begin{equation*}
H(z)=G\left(\frac{z-1}{z+1}\right) \tag{17}
\end{equation*}
$$

Then, the followings hold:

1) The poles and zeros at $\operatorname{Re}(s)<0, \operatorname{Re}(s)=0$, and $\operatorname{Re}(s)>0$ are respectively mapped into $|z|<1,|z|=1$, and $|z|>1$.
2) Let a pair of reflected zeros of $G(s)$ be $z_{G}$ and $-z_{G}^{*}$, and let $z_{H}$ and $z_{H}^{\prime}$ be respectively the zeros mapped from $z_{G}$ and $-z_{G}^{*}$ by the bilinear transformation. Then, $z_{H}^{\prime}=1 / z_{H}^{*}$ holds, i.e. $z_{H}^{\prime}$ is given by reflecting $z_{H}$ with respect to the unit circle.
3) The Hankel singular values of $H(z)$ are the same as those of $G(s)$.

Lemma 6: Consider a discrete-time transfer funtion $G(z)$ and another discrete-time transfer function $H(z)$ that is given by the following first-order frequency transformation

$$
\begin{equation*}
H(z)=G\left(\frac{z-\alpha}{1-\alpha z}\right) \tag{18}
\end{equation*}
$$

where $\alpha \in \mathbb{R}$ is an arbitrary constant satisfying $0<|\alpha|<1$. Then, the followings hold:

1) The poles and zeros of $G(z)$ at $|z|<1,|z|=1$, and $|z|>1$ are respectively mapped into $|z|<1,|z|=1$, and $|z|>1$.
2) Let a pair of reflected zeros of $G(z)$ be $z_{G}$ and $1 / z_{G}^{*}$, and let $z_{H}$ and $z_{H}^{\prime}$ be respectively the zeros mapped from $z_{G}$ and $1 / z_{G}^{*}$ by the frequency transformation. Then, $z_{H}^{\prime}=1 / z_{H}^{*}$ holds. In particular, $z=0$ and $z=\infty$ are respectively mapped into $z=\alpha$ and $z=1 / \alpha$.
3) The Hankel singular values of $H(z)$ are the same as those of $G(z)$.

Remark 1: The proof of the statement 3) of Lemma 6 is given in [17].

## B. Main Result

We now reveal the relationship between the Hankel singular values and reflected zeros of the transfer function.
First, we consider the case where $M=N$ holds in $G(\xi)$, i.e. $G(\xi)$ is non-strictly proper. For this transfer function, the Hankel singular values and reflected zeros are related by the following proposition.

Proposition 1: Let $G_{\min p}(\xi), G_{\operatorname{maxp}}(\xi)$ and $G_{\mathrm{np}}(\xi)$ be the linear continuous-time or discrete-time transfer functions that are respectively defined in Section III, and assume that $d \neq 0$. In the discrete-time case, it is also assumed that these transfer functions have no zeors at $z=0$. Now, let $\sigma_{\min \mathrm{p}, k}, \sigma_{\operatorname{maxp}, k}$ and $\sigma_{\mathrm{np}, k}$ for $1 \leq k \leq N$ be the Hankel singular values of $G_{\min \mathrm{p}}(\xi), G_{\operatorname{maxp}}(\xi)$ and $G_{\mathrm{np}}(\xi)$, respectively. Then, the following pointwise inequality holds for all $k$ :

$$
\begin{equation*}
\sigma_{\min \mathrm{p}, k} \leq \sigma_{\mathrm{np}, k} \leq \sigma_{\max , k} \tag{19}
\end{equation*}
$$

Proof: Here we give the proof for linear continuous-time systems. By Lemma 2, there exists an asymptotically stable system $F(s)=$ $d_{F}+\boldsymbol{c}_{F}\left(s \boldsymbol{I}-\boldsymbol{A}_{F}\right)^{-1} \boldsymbol{b}_{F}$ such that $|F(j \Omega)|^{2}+\left|G_{\min \mathrm{p}}(j \Omega)\right|^{2}=$ $|F(j \Omega)|^{2}+\left|G_{\max }(j \Omega)\right|^{2}=|F(j \Omega)|^{2}+\left|G_{\mathrm{np}}(j \Omega)\right|^{2}=\gamma^{2}$ for some
$\gamma$ and all $\Omega$. Using this relationship allows us to describe $G_{\min }(s)$, $G_{\operatorname{maxp}}(s)$ and $G_{\mathrm{np}}(s)$ of the form

$$
\begin{align*}
G_{\min \mathrm{p}}(s) & =w_{F}+\boldsymbol{l}_{F \min \mathrm{p}}\left(s \boldsymbol{I}-\boldsymbol{A}_{F}\right)^{-1} \boldsymbol{b}_{F} \\
G_{\operatorname{maxp}}(s) & =w_{F}+\boldsymbol{l}_{F \operatorname{maxp}}\left(s \boldsymbol{I}-\boldsymbol{A}_{F}\right)^{-1} \boldsymbol{b}_{F} \\
G_{\mathrm{np}}(s) & =w_{F}+\boldsymbol{l}_{F \mathrm{np}}\left(s \boldsymbol{I}-\boldsymbol{A}_{F}\right)^{-1} \boldsymbol{b}_{F} \tag{20}
\end{align*}
$$

where

$$
\begin{align*}
w_{F} & = \pm \sqrt{\gamma^{2}-d_{F}^{2}} \\
\boldsymbol{l}_{F \min \mathrm{p}} & =-\left(\boldsymbol{b}_{F}^{T} \boldsymbol{Y}_{F \min }+\boldsymbol{c}_{F} d_{F}\right) w_{F}^{-1} \\
\boldsymbol{l}_{F \operatorname{maxp}} & =-\left(\boldsymbol{b}_{F}^{T} \boldsymbol{Y}_{F \max }+\boldsymbol{c}_{F} d_{F}\right) w_{F}^{-1} \\
\boldsymbol{l}_{F \mathrm{np}} & =-\left(\boldsymbol{b}_{F}^{T} \boldsymbol{Y}_{F}+\boldsymbol{c}_{F} d_{F}\right) w_{F}^{-1} \tag{21}
\end{align*}
$$

and $\boldsymbol{Y}_{F \min }, \boldsymbol{Y}_{F \max }$, and $\boldsymbol{Y}_{F}$ are the solutions to (10) for $\left(\boldsymbol{A}_{F}, \boldsymbol{b}_{F}, \boldsymbol{c}_{F}, d_{F}\right)$ such that $\boldsymbol{Y}_{F \min } \leq \boldsymbol{Y}_{F} \leq \boldsymbol{Y}_{F \max }$. Now, let $\left(\boldsymbol{P}_{\min \mathrm{p}}, \boldsymbol{Q}_{\operatorname{minp}}\right),\left(\boldsymbol{P}_{\max \mathrm{p}}, \boldsymbol{Q}_{\operatorname{maxp}}\right)$ and $\left(\boldsymbol{P}_{\mathrm{np}}, \boldsymbol{Q}_{\mathrm{np}}\right)$ be the controllability and observability Gramians of ( $\left.\boldsymbol{A}_{F}, \boldsymbol{b}_{F}, \boldsymbol{l}_{F \min \mathrm{p}}, w_{F}\right)$, $\left(\boldsymbol{A}_{F}, \boldsymbol{b}_{F}, \boldsymbol{l}_{F \operatorname{maxp}}, w_{F}\right)$ and $\left(\boldsymbol{A}_{F}, \boldsymbol{b}_{F}, \boldsymbol{l}_{F \mathrm{np}}, w_{F}\right)$, respectively. Then, from Lemma 4 and the fact that $\boldsymbol{Y}_{F \text { min }} \leq \boldsymbol{Y}_{F} \leq \boldsymbol{Y}_{F \text { max }}$, it immediately follows that

$$
\begin{equation*}
\boldsymbol{P}_{\min \mathrm{p}}=\boldsymbol{P}_{\mathrm{np}}=\boldsymbol{P}_{\operatorname{maxp}}, \quad \boldsymbol{Q}_{\min \mathrm{p}} \leq \boldsymbol{Q}_{\mathrm{np}} \leq \boldsymbol{Q}_{\max \mathrm{p}} \tag{22}
\end{equation*}
$$

Hence $\lambda_{k}\left(\boldsymbol{P}_{\operatorname{minp}} \boldsymbol{Q}_{\operatorname{minp}}\right) \leq \lambda_{k}\left(\boldsymbol{P}_{\mathrm{np}} \boldsymbol{Q}_{\mathrm{np}}\right) \leq \lambda_{k}\left(\boldsymbol{P}_{\operatorname{maxp}} \boldsymbol{Q}_{\operatorname{maxp}}\right)$ is derived for $1 \leq k \leq N$ and this shows $\sigma_{\min \mathrm{p}, k} \leq \sigma_{\mathrm{np}, k} \leq \sigma_{\operatorname{maxp}, k}$.

The proof for discrete-time systems can be derived in a similar way with the help of Lemma 3 and is omitted here.

Remark 2: In the above proof, we have used the fact that for $\boldsymbol{K}, \boldsymbol{L}, \boldsymbol{M}>0$, the relationship $\boldsymbol{L} \leq \boldsymbol{M}$ implies $\lambda_{i}(\boldsymbol{K} \boldsymbol{L}) \leq$ $\lambda_{i}(\boldsymbol{K} \boldsymbol{M}), i=1, \cdots, n$. This fact can be easily shown by deriving $\boldsymbol{K}^{1 / 2} \boldsymbol{L} \boldsymbol{K}^{1 / 2} \leq \boldsymbol{K}^{1 / 2} \boldsymbol{M} \boldsymbol{K}^{1 / 2}$ and using the facts that $\lambda_{i}(\boldsymbol{L}) \leq \lambda_{i}(\boldsymbol{M})$ and $\lambda_{i}(\boldsymbol{R S})=\lambda_{i}(\boldsymbol{S R})$ for $\boldsymbol{R}, \boldsymbol{S}>0$.

Remark 3: In the above proof, the assumption of $d \neq 0$ is required because the family of transfer functions $G_{\min \mathrm{p}}(\xi), G_{\max \mathrm{p}}(\xi)$ and $G_{\mathrm{np}}(\xi)$ are given as spectral factors of $F(\xi)$. If $d=0$, these spectral factors cannot be obtained by the bounded-real Riccati equations. In the discrete-time case, we have imposed another restriction that $G(z)$ has no zeros at $z=0$ because reflecting a zero at $z=0$ with respect to the unit circle yields a zero at $z=\infty$, which results in $d=0$.

As stated in Remark 3, Proposition 1 is applicable to only nonstrictly proper transfer functions (with no zeros at $z=0$ in the dis-crete-time case). However, for strictly proper transfer functions (and non-strictly proper transfer functions with some zeros at $z=0$ in the discrete-time case), we can derive the same pointwise inequality as in Proposition 1. This fact can be easily shown by using bilinear transformation or discrete-time frequency transformation. A detailed discussion now follows.

First, we consider the discrete-time case. From Lemma 6 it is obvious that, given a strictly proper transfer function $G(z)$, the function $H(z)$ generated by (18) becomes non-strictly proper. In addition, we can generate $H(z)$ with no zeros at $z=0$ by taking an appropriate $\alpha$. Furthermore, Lemma 6 shows that $H(z)$ has the same Hankel singular values and the same relationship with respect to reflected zeros as those of $G(z)$. Consequently, even when $G(z)$ is strictly proper or $G(z)$ has some zeros at $z=0$, the pointwise inequality (19) can be derived for $G(z)$ by applying Proposition 1 to $H(z)$.

We next discuss the continuous-time case. Let $G(s)$ be strictly proper and $H(z)$ be obtained by the bilinear transformation (17). Then, as is well-known, $H(z)$ becomes non-strictly proper in most cases. From this fact and Lemma 5, it immediately follows that (19) holds for most of the strictly proper continuous-time transfer functions. Even if $H(z)$ becomes strictly proper or $H(z)$ has some
zeros at $z=0$, we can easily arrive at (19) by applying an appropriate frequency transformation to such $H(z)$.

As a result of the above discussion, we finally present the following theorem.

Theorem 1: Let $G_{\min \mathrm{p}}(\xi), G_{\operatorname{maxp}}(\xi)$ and $G_{\mathrm{np}}(\xi)$ be the linear dynamical systems that are respectively defined in Section III. Also, let $\sigma_{\min \mathrm{p}, k}, \sigma_{\max \mathrm{p}, k}$ and $\sigma_{\mathrm{np}, k}$ for $1 \leq k \leq N$ be the Hankel singular values of $G_{\min \mathrm{p}}(\xi), G_{\operatorname{maxp}}(\xi)$ and $G_{\mathrm{np}}(\xi)$, respectively. Then, the following pointwise inequality holds for all $k$ :

$$
\begin{equation*}
\sigma_{\min \mathrm{p}, k} \leq \sigma_{\mathrm{np}, k} \leq \sigma_{\max \mathrm{p}, k} \tag{23}
\end{equation*}
$$

Remark 4: In [11], it is stated that the minimum phase factors in spectral factorization have the smallest Hankel singular values. Although [11] does not give the proof of this fact, it is mentioned in [11] that the use of Nehari's theorem [18] will provide the proof of this fact. Taking this into account, it seems that our result is considered as an alternative proof of the fact mentioned in [11]. However, our result provides another significant insight into the linear system theory in that the relationship between reflected zeros and the Gramians of systems has been described in simple and explicit form. Also, in [11] only the strictly proper spectral factors are discussed, whereas our result given by Theorem 1 clearly applies to both strictly proper and non-strictly proper transfer functions. In particular, it should be stressed that Theorem 1 includes the case of reflected zeros at $z=0$ and $z=\infty$ for discrete-time systems, which is not discussed in [11]. Furthermore, the discussion to be presented in the next section will give further insights into the topic of this note, in that it explicitly describes a direct relationship of reflected zeros to the Hankel singular values.

## V. Hankel Singular Values and Reflected Zeros: Detailed Analysis for Strictly Proper Continuous-Time Systems

In this section, we restrict ourselves to strictly proper continuoustime transfer functions with simple poles, and derive the pointwise inequality on the Hankel singular values and reflected zeros by a different approach. Although the conclusion is the same as in the previous section, the analysis to be presented here gives further insights into the topic of this note, in that the analysis provides explicit formulation of the Gramians of systems in terms of reflected zeros.

## A. Preliminaries

Given a strictly proper transfer function $G(s)=\boldsymbol{c}(s \boldsymbol{I}-\boldsymbol{A})^{-1} \boldsymbol{b}$, let one of its zeros be denoted by $\zeta$. Our main result will show that if this zero is reflected with respect to the imaginary axis, i.e. becomes $-\zeta^{*}$, depending on whether $\operatorname{Re}(\zeta)<0$ or $\operatorname{Re}(\zeta)>0$, the $k$-th Hankel singular value of the resulting system is bigger or smaller than or equal, respectively, to the $k$-th singular value of the original system, for all $k$.

Towards this goal we will make use of the partial fraction expansion

$$
\begin{align*}
& \text { of the transfer function } \\
& \qquad G(s)=\boldsymbol{c}(s \boldsymbol{I}-\boldsymbol{A})^{-1} \boldsymbol{b}=\sum_{k=1}^{N} \frac{\beta_{k}}{s+\alpha_{k}}, \quad \operatorname{Re}\left(\zeta_{k}\right)>0 \tag{24}
\end{align*}
$$

where we assume for simplicity that all poles are simple.
A state-space representation of this system is given by ${ }^{2}$

$$
\begin{align*}
\boldsymbol{A} & =\operatorname{diag}\left(-\alpha_{1}, \cdots,-\alpha_{N}\right), \quad \boldsymbol{b}=[1, \cdots, 1]^{T} \\
\boldsymbol{c} & =\left[\beta_{1}, \cdots, \beta_{N}\right] . \tag{25}
\end{align*}
$$

${ }^{2}$ For analysis purpose, in this section we assume that state-space coefficients may be complex, i.e. $\boldsymbol{A} \in \mathbb{C}^{N \times N}, \boldsymbol{b} \in \mathbb{C}^{N \times 1}$ and $\boldsymbol{c} \in \mathbb{C}^{1 \times N}$. Accordingly, the Gramians $P$ and $Q$ are assumed to be complex, and the associated Lyapunov equations are respectively described as $\boldsymbol{A P}+\boldsymbol{P} \boldsymbol{A}^{*}=-\boldsymbol{b} \boldsymbol{b}^{*}$ and $\boldsymbol{A}^{*} \boldsymbol{Q}+\boldsymbol{Q A}=$ $-c^{*} c$.

From (25), it follows that the controllability and observability Gramians of this system are

$$
\boldsymbol{P}=\left[\begin{array}{ccc}
\frac{1}{\alpha_{1}+\alpha_{1}^{*}} & \cdots & \frac{1}{\alpha_{1}+\alpha_{N}^{*}}  \tag{26}\\
\vdots & \ddots & \vdots \\
\frac{1}{\alpha_{N}+\alpha_{1}^{*}} & \cdots & \frac{1}{\alpha_{N}+\alpha_{N}^{*}}
\end{array}\right], \quad \boldsymbol{Q}=\mathcal{B}^{*} \boldsymbol{S B}
$$

where
$\boldsymbol{B}=\operatorname{diag}\left(\beta_{1}, \cdots, \beta_{N}\right), \quad \mathcal{S}=\left[\begin{array}{ccc}\frac{1}{\alpha_{1}^{*}+\alpha_{1}} & \cdots & \frac{1}{\alpha_{1}^{*}+\alpha_{N}} \\ \vdots & \ddots & \vdots \\ \frac{1}{\alpha_{N}^{*}+\alpha_{1}} & \cdots & \frac{1}{\alpha_{N}^{*}+\alpha_{N}}\end{array}\right]$.

## B. Main Result

Here we discuss the relationship between the Hankel singular values and reflected zeros. We first consider the case where a reflected zero is real, and present the following proposition.

Proposition 2: Let $G(s)$ be a strictly proper transfer function with simple poles, and let one of its real zeros be denoted by $\zeta_{r}$. Also, consider the new transfer function $\widehat{G}(s)$ that is obtained from $G(s)$ by reflecting $\zeta_{r}$, i.e. by moving $\zeta_{r}$ to $-\zeta_{r}$. Now, let the Hankel singular values of $G(s)$ and $\widehat{G}(s)$ be respectively denoted by $\sigma_{k}$ and $\widehat{\sigma}_{k}$ for $1 \leq k \leq N$. Then, $\widehat{\sigma}_{k} \geq \sigma_{k}$ holds for $\zeta_{\mathrm{r}}<0$, and $\widehat{\sigma}_{k} \leq \sigma_{k}$ holds for $\zeta_{r}>0$.

Proof: We first consider state-space formulation of $\widehat{G}(s)$. From (25), it is easy to see that $\widehat{G}(s)$ has a realization $(\widehat{\boldsymbol{A}}, \widehat{\boldsymbol{b}}, \widehat{\boldsymbol{c}})$ such that

$$
\begin{equation*}
\widehat{\boldsymbol{A}}=\boldsymbol{A}, \quad \widehat{\boldsymbol{b}}=\boldsymbol{b}, \quad \widehat{\boldsymbol{c}}=\left[\widehat{\beta}_{1}, \cdots, \widehat{\beta}_{N}\right] \tag{28}
\end{equation*}
$$

where

$$
\begin{equation*}
\widehat{\beta}_{k}=\underbrace{\frac{-\alpha_{k}+\zeta_{\mathrm{r}}}{-\alpha_{k}-\zeta_{\mathrm{r}}}}_{=: \gamma_{k}} \beta_{k}=\gamma_{k} \beta_{k}, \quad 1 \leq k \leq N . \tag{29}
\end{equation*}
$$

The controllability and observability Gramians $(\widehat{P}, \widehat{Q})$ of this system are related to $(P, Q)$ as follows:

$$
\begin{equation*}
\widehat{\boldsymbol{P}}=P, \quad \widehat{\boldsymbol{Q}}=\Gamma^{*} Q \Gamma \tag{30}
\end{equation*}
$$

where we let $\boldsymbol{\Gamma}=\operatorname{diag}\left(\gamma_{1}, \cdots, \gamma_{N}\right)$.
Now, consider $\widehat{\boldsymbol{Q}}-\boldsymbol{Q}$. This matrix is simplified by the above realtionships as follows:

$$
\begin{align*}
\widehat{\boldsymbol{Q}}-\boldsymbol{Q} & =\Gamma^{*}\left(\mathcal{B}^{*} \mathcal{S B}\right) \boldsymbol{\Gamma}-\mathcal{B}^{*} \mathcal{S} \mathcal{B} \\
& =\mathcal{B}^{*}\left(\boldsymbol{\Gamma}^{*} \mathcal{S} \boldsymbol{\Gamma}-\mathcal{S}\right) \mathcal{B} \\
& =-2 \zeta_{\mathrm{r}} \mathcal{B}^{*} \boldsymbol{v}^{*} \boldsymbol{v \mathcal { B }} \tag{31}
\end{align*}
$$

where $\boldsymbol{v}=\left[1 /\left(\alpha_{1}+\zeta_{\mathrm{r}}\right), \cdots, 1 /\left(\alpha_{N}+\zeta_{\mathrm{r}}\right)\right]$. Eq. (31) shows that $\widehat{\boldsymbol{Q}}-\boldsymbol{Q}$ is positive (negative) semidefinite (of rank one) depending on whether $\zeta_{\mathrm{r}}<0\left(\zeta_{\mathrm{r}}>0\right)$. Hence $\lambda_{k}(\widehat{\boldsymbol{P}} \widehat{\boldsymbol{Q}}) \geq \lambda_{k}(\boldsymbol{P Q})$ holds for $\zeta_{\mathrm{r}}<0$, and $\lambda_{k}(\widehat{\boldsymbol{P}} \widehat{\boldsymbol{Q}}) \leq \lambda_{k}(\boldsymbol{P} \boldsymbol{Q})$ holds for $\zeta_{\mathrm{r}}>0$. This result shows the desired inequality for the Hankel singular values.

Next we turn our attention to the case of reflecting a pair of complex conjugate zeros. The result is given as the following proposition.

Proposition 3: Let $G(s)$ be a strictly proper transfer function with simple poles, and let a pair of its complex conjugate zeros be denoted by $\zeta_{c}$ and $\zeta_{c}^{*}$, respectively. Also, let $\widehat{G}(s)$ be the transfer fucntion that is obtained from $G(s)$ by reflecting these zeros, i.e. by moving $\zeta_{c}$ and $\zeta_{c}^{*}$ to $-\zeta_{c}^{*}$ and $-\zeta_{c}$, respectively. Now, let the Hankel singular values of $G(s)$ and $\widehat{G}(s)$ be respectively $\sigma_{k}$ and $\widehat{\sigma}_{k}$. Then, $\widehat{\sigma}_{k} \geq \sigma_{k}$ holds if $\operatorname{Re}\left(\zeta_{c}\right)<0$, and $\widehat{\sigma}_{k} \leq \sigma_{k}$ holds if $\operatorname{Re}\left(\zeta_{c}\right)>0$.

Proof: In this case, $\gamma_{k}$ in (29) becomes

$$
\begin{equation*}
\gamma_{k}=\frac{\alpha_{k}-\zeta_{c}}{\alpha_{k}+\zeta_{c}} \cdot \frac{\alpha_{k}-\zeta_{c}^{*}}{\alpha_{k}+\zeta_{c}^{*}} \tag{32}
\end{equation*}
$$

Consequently, the $(i, j)$-th entry of $\Gamma^{*} \mathcal{S} \boldsymbol{\Gamma}-\mathcal{S}$ becomes

$$
\begin{align*}
& {\left[\boldsymbol{\Gamma}^{*} \mathcal{S} \boldsymbol{\Gamma}-\mathcal{S}\right]_{i, j} } \\
&= \frac{\gamma_{i}^{*} \gamma_{j}-1}{\alpha_{i}^{*}+\alpha_{j}} \\
&=-2\left(\zeta_{c}+\zeta_{c}^{*}\right) \\
& \times \frac{\zeta_{c}^{*} \zeta_{c}+\alpha_{i}^{*} \alpha_{j}}{\left(\alpha_{i}^{*}+\zeta_{c}\right)\left(\alpha_{i}^{*}+\zeta_{c}^{*}\right)\left(\alpha_{j}+\zeta_{c}\right)\left(\alpha_{j}+\zeta_{c}^{*}\right)} \tag{33}
\end{align*}
$$

which leads to

$$
\begin{equation*}
\widehat{\boldsymbol{Q}}-\boldsymbol{Q}=-2\left(\zeta_{c}+\zeta_{c}^{*}\right) \boldsymbol{B}^{*} \boldsymbol{\Delta}^{*}\left[\boldsymbol{Z}^{*} \boldsymbol{Z}+\boldsymbol{\alpha}^{*} \boldsymbol{\alpha}\right] \boldsymbol{\Delta} \boldsymbol{\mathcal { B }} \tag{34}
\end{equation*}
$$

where

$$
\begin{align*}
\boldsymbol{\Delta} & =\operatorname{diag}\left[\frac{1}{\left(\alpha_{1}+\zeta_{c}\right)\left(\alpha_{1}+\zeta_{c}^{*}\right)}, \cdots, \frac{1}{\left(\alpha_{N}+\zeta_{c}\right)\left(\alpha_{N}+\zeta_{c}^{*}\right)}\right] \\
\boldsymbol{Z} & =\left[\zeta_{c}, \cdots, \zeta_{c}\right], \quad \alpha=\left[\alpha_{1}, \cdots, \alpha_{N}\right] \tag{35}
\end{align*}
$$

Thus, since $\Delta^{*}\left[\boldsymbol{Z}^{*} \boldsymbol{Z}+\boldsymbol{\alpha}^{*} \boldsymbol{\alpha}\right] \boldsymbol{\Delta} \geq 0$, it follows that $\widehat{\boldsymbol{Q}}-\boldsymbol{Q}$ is positive (negative) semidefinite provided that $\operatorname{Re}\left(\zeta_{c}\right)<0\left(\operatorname{Re}\left(\zeta_{c}\right)>0\right)$. This shows $\lambda_{k}(\widehat{\boldsymbol{P}} \widehat{\boldsymbol{Q}}) \geq \lambda_{k}(\boldsymbol{P} \boldsymbol{Q})$ for $\operatorname{Re}\left(\zeta_{c}\right)<0$ and $\lambda_{k}(\widehat{\boldsymbol{P}} \widehat{\boldsymbol{Q}}) \leq \lambda_{k}(\boldsymbol{P Q})$ for $\operatorname{Re}\left(\zeta_{c}\right)>0$, which completes the proof.

Propositions 2 and 3 show that if one (real or complex) zero is moved to a location which is symmertic with respect to the imaginary axis, the Hankel singular increase (decrease) pointwise. Clearly this will be even more the case if a greater number of zeros is moved (all in the same direction). We conclude that if a minimum phase system becomes maximum phase (i.e. all stable zeros are reflected with respect to the imaginary axis), the Hankel singular values will increase pointwise. Hence the pointwise inequality (23) is derived by this approach.

The significance of the above analysis is that description of the Gramians are provided in terms of reflected zeros of the transfer functions. Therefore, this description clearly tells us the influence of reflecting zeros upon the Hankel singular values. It appears that this analysis leads to characterization of the values of the shift of the Hankel singular values in terms of the values of reflected zeros, although this topic is currently an open question.

## VI. Numerical Example

This section gives a numerical example to demonstrate our main result. Consider the following family of 6th-order continuous-time transfer functions:

$$
\begin{align*}
G_{\min \mathrm{p}}(s) & =\frac{\left(s-z_{1}\right)\left(s-z_{2}\right)\left(s-z_{3}\right)\left(s-z_{4}\right)\left(s-z_{5}\right)}{\left(s-p_{1}\right)^{2}\left(s-p_{2}\right)\left(s-p_{3}\right)\left(s-p_{4}\right)\left(s-p_{5}\right)}  \tag{36}\\
G_{\mathrm{np} 1}(s) & =\frac{\left(s+z_{1}^{*}\right)\left(s-z_{2}\right)\left(s-z_{3}\right)\left(s-z_{4}\right)\left(s-z_{5}\right)}{\left(s-p_{1}\right)^{2}\left(s-p_{2}\right)\left(s-p_{3}\right)\left(s-p_{4}\right)\left(s-p_{5}\right)}  \tag{37}\\
G_{\mathrm{np} 2}(s) & =\frac{\left(s+z_{1}^{*}\right)\left(s+z_{2}^{*}\right)\left(s+z_{3}^{*}\right)\left(s-z_{4}\right)\left(s-z_{5}\right)}{\left(s-p_{1}\right)^{2}\left(s-p_{2}\right)\left(s-p_{3}\right)\left(s-p_{4}\right)\left(s-p_{5}\right)}  \tag{38}\\
G_{\max \mathrm{p}}(s) & =\frac{\left(s+z_{1}^{*}\right)\left(s+z_{2}^{*}\right)\left(s+z_{3}^{*}\right)\left(s+z_{4}^{*}\right)\left(s+z_{5}^{*}\right)}{\left(s-p_{1}\right)^{2}\left(s-p_{2}\right)\left(s-p_{3}\right)\left(s-p_{4}\right)\left(s-p_{5}\right)} \tag{39}
\end{align*}
$$

where $\left(z_{1}, z_{2}, z_{3}, z_{4}, z_{5}\right)=(-1,-0.5+j 0.5,-0.5-j 0.5,-0.8+$ $j 1.2,-0.8-j 1.2)$ and $\left(p_{1}, p_{2}, p_{3}, p_{4}, p_{5}\right)=(-1.5,-0.2+$ $j 0.6,-0.2-j 0.6,-2+j,-2-j)$. Note that $G_{\min \mathrm{p}}(s)$ is the minimum phase system, and the other systems $G_{\mathrm{np} 1}(s), G_{\mathrm{np} 2}(s)$ and $G_{\max }(s)$ are obtained from $G_{\min \mathrm{p}}(s)$ by reflecting $\left\{z_{1}\right\}$, $\left\{z_{1}, z_{2}, z_{3}\right\}$ and $\left\{z_{1}, z_{2}, z_{3}, z_{4}, z_{5}\right\}$, respectively. The Hankel singular

TABLE I
Relationship Between Hankel Singular Values and Reflected Zeros

| Transfer function | Hankel singular values |
| :--- | :---: |
| $G_{\operatorname{minp}}(s)$ | $(0.1662,0.1041,0.0700,0.0191,0.0026,0.0001)$ |
| $G_{\mathrm{np} 1}(s)$ | $(0.2874,0.1305,0.0789,0.0369,0.0030,0.0023)$ |
| $G_{\mathrm{np} 2}(s)$ | $(0.3325,0.3189,0.2059,0.0927,0.0220,0.0062)$ |
| $G_{\operatorname{maxp}}(s)$ | $(0.3540,0.3289,0.2467,0.1979,0.1729,0.0811)$ |

values of these systems are given in Table I, which shows that these sets of Hankel singular values satisfy the pointwise inequality.

## VII. Conclusion

This note has derived a pointwise inequality that is concerned with the Hankel singular values and reflected zeros of the transfer function. It has been shown that the Hankel singular values increase (decrease) pointwise when a zero is reflected with respect to the imaginary axis or the unit circle. This leads to the fact that the minimum phase system has the smallest Hankel singular values while the maximum phase system has the largest ones, and that the Hankel singular values of the other non-minimum phase systems lie in between. Our numerical example has demonstrated this property.

Practical implications of our main result can be derived in the field of signal processing theory. As stated in Section I, the Hankel singular values characterize optimal values with respect to the dynamic range of analog filters and the quantization effects of digital filters. Therefore, from this fact and our main result, we immediately know that analog or digital filters of minimum phase attain higher performance with respect to the dynamic range and quantization effects than any other non-minimum phase filter. This property also holds in the field of balanced model reduction: it follows that the minimum phase transfer function has the smallest value of the upper bound of the approximation error. ${ }^{3}$
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# Likelihood Gradient Evaluation Using Square-Root Covariance Filters 

M. V. Kulikova


#### Abstract

Using the array form of numerically stable square-root implementation methods for Kalman filtering formulas, we construct a new square-root algorithm for the log-likelihood gradient (score) evaluation. This avoids the use of the conventional Kalman filter with its inherent numerical instabilities and improves the robustness of computations against roundoff errors. The new algorithm is developed in terms of covariance quantities and based on the "condensed form" of the array square-root filter.


Index Terms-Gradient methods, identification, Kalman filtering, maximum likelihood estimation, numerical stability.

## I. INTRODUCTION

Consider the discrete-time linear stochastic system

$$
\begin{align*}
x_{k} & =F_{k} x_{k-1}+G_{k} w_{k}  \tag{1}\\
z_{k} & =H_{k} x_{k}+v_{k}, \quad k=1, \ldots, N \tag{2}
\end{align*}
$$

where $x_{k} \in \mathbb{R}^{n}$ and $z_{k} \in \mathbb{R}^{m}$ are, respectively, the state and the measurement vectors; $k$ is a discrete time, i.e. $x_{k}$ means $x\left(t_{k}\right)$. The noises $w_{k} \in \mathbb{R}^{q}, v_{k} \in \mathbb{R}^{m}$ and the initial state $x_{0} \sim \mathcal{N}\left(\bar{x}_{0}, \Pi_{0}\right)$ are taken from mutually independent Gaussian distributions with zero mean and covariance matrices $Q_{k}$ and $R_{k}$, respectively, i.e. $w_{k} \sim \mathcal{N}\left(0, Q_{k}\right)$, $v_{k} \sim \mathcal{N}\left(0, R_{k}\right)$. Additionally, system (1), (2) is parameterized by a vector of unknown system parameters $\theta \in \mathbb{R}^{p}$, which needs to be estimated. This means that the entries of the matrices $F_{k}, G_{k}, H_{k}, Q_{k}, R_{k}$

[^3]and $\Pi_{0}$ are functions of $\theta \in \mathbb{R}^{p}$. However, for the sake of simplicity we will suppress the corresponding notations below, i.e instead of $F_{k}(\theta)$, $G_{k}(\theta), H_{k}(\theta), Q_{k}(\theta), R_{k}(\theta)$ and $\Pi_{0}(\theta)$ we will write $F_{k}, G_{k}, H_{k}$, $Q_{k}, R_{k}$ and $\Pi_{0}$.
Solving the parameter estimation problem by the method of maximum likelihood requires the maximization of the likelihood function (LF) with respect to unknown system parameters. It is often done by using a gradient approach where the computation of the likelihood gradient (LG) is necessary. For the state-space system (1), (2) the negative Log LF is given as [1]
$$
L_{\theta}\left(Z_{1}^{N}\right)=\frac{1}{2} \sum_{k=1}^{N}\left\{\frac{m}{2} \ln (2 \pi)+\ln \left(\operatorname{det} R_{e, k}\right)+e_{k}^{T} R_{e, k}^{-1} e_{k}\right\}
$$
where $Z_{1}^{N}=\left[z_{1}, \ldots, z_{N}\right]$ is $N$-step measurement history and $e_{k}$ are the innovations, generated by the discrete-time Kalman filter (KF), with zero mean and covariance matrix $R_{e, k}$. They are $e_{k}=z_{k}-H_{k} \hat{x}_{k \mid k-1}$ and $R_{e, k}=H_{k} P_{k \mid k-1} H_{k}^{T}+R_{k}$, respectively. The KF defines the onestep ahead predicted state estimate $\hat{x}_{k \mid k-1}$ and the one-step predicted error covariance matrix $P_{k \mid k-1}$.

Straight forward differentiation of the KF equations is a direct approach to the Log LG evaluation, known as a "score". This leads to a set of $p$ vector equations, known as the filter sensitivity equations, for computing $\partial \hat{x}_{k \mid k-1} / \partial \theta$, and a set of $p$ matrix equations, known as the Riccati-type sensitivity equations, for computing $\partial P_{k \mid k-1} / \partial \theta$.

Consequently, the main disadvantage of the standard approach is the problem of numerical instability of the conventional KF, i.e divergence due to the lack of reliability of the numerical algorithm. Solution of the matrix Riccati equation is a major cause of numerical difficulties in the conventional KF implementation, from the standpoint of computational load as well as from the standpoint of computational errors [2].

The alternative approach can be found in, so-called, square-root filtering algorithms. It is well known that numerical solution of the Riccati equation tends to be more robust against roundoff errors if Cholesky factors or modified Cholesky factors (such as the $U^{T} D U$-algorithms [3]) of the covariance matrix are used as the dependent variables. The resulting KF implementation methods are called square-root filters (SRF). They are now generally preferred for practical use [2], [4], [5]. For more insights about numerical properties of different KF implementation methods we refer to the celebrated paper of Verhaegen and Van Dooren [6].

Increasingly, the preferred form for algorithms in many fields is now the array form [7]. Several useful SRF algorithms for KF formulas formulated in the array form have been recently proposed by Park and Kailath [8]. For this implementations the reliability of the filter estimates is expected to be better because of the use of numerically stable orthogonal transformations for each recursion step. Apart from numerical advantages, array SRF algorithms appear to be better suited to parallel and to very large scale integration (VLSI) implementations [8], [9].

The development of numerically stable implementation methods for KF formulas has led to the hope that the Log LG (with respect to unknown system parameters) might be computed more accurately. For this problem, a number of questions arise:

- Is it possible to extend reliable array SRF algorithms to the case of the Log LG evaluation?
- If such methods exist, will they inherit the advantages from the source filtering implementations? In particular, will they improve the robustness of the computations against roundoff errors compared to the conventional KF technique? The question about suitability for parallel implementation is beyond the scope of this technical note.
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[^1]:    ${ }^{1}$ Letting $z_{l}=r_{l} e^{j \omega_{l}}$ with $0<r_{l}<1$, we know that the roots of $1-z_{l}^{*} z$ are given as $e^{j \omega_{l}} / r_{l}$, i.e. the reciprocal conjugate of $z_{l}$. Hence the roots of $1-z_{l}^{*} z$ can be interpreted as the zeros that are reflected from $z_{l}$ with respect to the unit circle.

[^2]:    ${ }^{3}$ This fact is originally proved in [19] by describing the decay rates of the Hankel singular values.

[^3]:    Manuscript received August 24, 2006; revised September 13, 2007. Current version published March 11, 2009. Recommended by Associate Editor H. Hjalmarsson.
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