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The recent experiment with a new array detector aiming the investigation of halo neutron pair pre-emission
in Si(*'Li, fusion) is described. A new approach for testing the trua coincidences against cross-talk has
been worked out. An experimental evidence for residual correlation of the pre-emitted halo neutrons is pre-
sented. The results obtained in building the correlation functions by using the available denominators are
discussed. A recent iterative method for calculation of the intrinsic correlation function was also applied. An
experiment for precise measurement of the intrimsicorrelation function is proposed.
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The neutron halo nuclei were discovered by Tanihata anMUSIC chambel{7], containing inside a 50@m thick strip
co-workers[1]. These nuclei are characterized by very largesilicon detector targetSiS) and a V2Veto2) Si detector,
matter radii, small separation energies, and small interng200 um thick. MUSIC was used for the identification of the
momenta of valence neutrons. Recently it was predif2¢d inclusive evaporation residues spectra produced in the detec-
that, due to the very large dimension'dki, one may expect tor target, and for suppression of the energy degraded beam
that in a fusion process on a light target the valence neutrongarticles. The third part is the neutron array dete¢&t4.
may not be absorbed together with the core, but may be |t consists of 81 detectors, made ok4x 12 cn? BC-400
emitted in the early stage of the reaction. Indeed, the eXperErystals, mounted on XP2972 phototubes. This detector,
mental investigations of neutron pre-emission in the fusionyaced in the forward direction at 138 cm from the target,
of HLi halo nuclei with Si target§3,4] have shown that a \yas ysed for the neutron energy determination by time of
fair amount of fusion$40+12% are preceded by one or tWo fight and for neutron position determination. The distance
halo neutron pre-emission. It was also found that in the popetween adjacent detectors was 0.8 cm. The array compo-
sition distribution of the pre-emitted neutrons, a very narrowpents were aligned to a threshold of 0.3 Me\(deV elec-
neutron peak, leading to transverse momentum distributiogqp, equivalent by using the cosmic ray peak at
much narrower than that predicted by.cluster orbit shelh2 \mev (8 MeVea. The numbering of the detectors was
model approximatiofCOSMA) model[5], is present. performed in the following way: The central detector was

Some indication based on preliminanyn coincidence |apeled 1. The eight detectors surrounding detector 1, were
measurements, concerning the presence of neutron paifgheled counterclock wise 2-9. The second circle of 16 de-
within the narrow neutron peak, has been mentioned in Ref§eciors were labeled 10-25 and so on. In the present paper
[3,4]. In the light of this indication, the narrow neutron dis- e coincidences between adjacent detectors are denoted as
tribution could be caused by the final state interacf®20  «first order coincidences.” Coincidences between two detec-
betwee_n two pre-emltted neutrons. Therefore, on the basis _‘i’(f)rs separated by one detector are denoted as “second order
these first results, it was decided to perform a new experizgincidences” and so on. With the trigger specified in Fig. 1

ment aiming to investigate the neutron pair pre-emission ianiion, one could investigate inclusively tAélLi+Si fu-
conditions of much higher statistics, by means of a neutron

array detector. This experiment has been performed at the

RIKEN-RIPS facility. The experimental setup is shown in F2 Q-L P1
Fig. 1. In this setup, three main parts are present: The first D

part contains the detectors used for the beam control: a thin 9,11y 5

scintillator at the F2 focus of the RIPS, two parallel plate - m
avalanche countel®1,P3 and a V1Vetol) scintillator, pro-

vided with a 2< 2 cn? hole. The second part consists of a

*Permanent address: University of Bucharest, Bucharest, Roma- F|G. 1. (Color onling The general setup of the experiment.
nia. Detectors F2, P2, (Yetol), SiS, VAVeto2) were used in the trig-
"Permanent address: Technical University, Bucharest, Romania.ger: F2x P2x Vetdl X SiSx Vet®. MUSIC was used for suppres-
*Present address: CENPA, Washington University, Washingtorsion of the energy degraded beasee text The neutron array
USA. detector consisting of 81 modules was placed in forward direction
SPermanent address: Tohoku University, Tohoku, Japan. at 138 cm from the target.
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oapd T T T T TTTTO the distance between the adjacent detector centers is close
] to the detector dimension. By takind,,=1.8 cm, the
220 - number of first order true coincidences is reduced from
i 118 to 46. We took this distance from a simple geometri-
200 cal consideration showing that less than 1.5% of the c.t.
180 - could pass as true coincidenc¢$8]. The author of
; MENATE, Desesquelles, has adapted the progfagn for c.t.
5 160 rejection by usingd,,. Applying this program, to first order
e 140_‘ coincidences, it appears that only one c.t. in 3000 can pass as
“ ] a true coincidencgl8]. Thus the upper qualitative estimation
S 1204 is confirmed. As a result of rejection lal,;,, @ sample of 204
8 1 true coincidences, including also the higher order ones, was
100 obtained.
80 The significance of the obtained data was additionally
1 tested through a complete simulation of the array detector
60 - performances by usingeNATE. We have investigated in this
i way the c.t. distribution as a function tft,-t; for different
40 coincidencgfirst to fourth orders. The simulation was per-

20 15 -10 5 0 5 10 15 20 formed by firing the central detector 1 by neutrons of given
energy and by extracting the cross-talk events corresponding
to 2-9 detectorsfirst ordep, to 10-25 detector&econd or-
FIG. 2. (Color onling The position spectrum measured along d€0, and so on. For each event, the space and time coordi-
the horizontal line connecting detectors 5874 is shown. The neudates and also the light output were available. In these simu-
tron energy was selected between 6 and 16 MeV. The FWHM ofations was found the notable fact that, in the case of a cross-
this spectrum is-13 cm and corresponds to a solid anglé msr.  talk, ~87% of the events are concentrated in the first half of
detector 1, and only~13% of the events are distributed
sion. The large 5 5 cn? silicon Veto2 detector, placed be- within the second half of this detector. O_n the other hand, the
hind the Si-strip target detector, eliminated the elastic, inelasEVeNts in detector Zhere by detector 2 is understood what-
tic, and breakup processes at forward angles. ThEVEr c.L. partner of detectoy are d_|st_r|buted_~87% W'th'r.]
measurements were performed withALBleV i and °Li the second half and only-13% within the first half. This

beams. The energy range corresponding to the neutron prEfféct is interpreted as being due to wefpredorylggncg of the
emission process was established betweer and  Neutron scattering cross section in the forward direction. In

~15.5 MeV[9]. the case of a §ir]gle—negtron detection, about 63%'0f the
In Fig. 2, the position spectrum measured along the hori€vents occur within the first half qnd about 37% within the

zontal line connecting detectors 58—74 is shown. The nesecond h_alf. The observed behgwor _of c.t. causes a notable

tron energy was selected between 6 and 16 MeV. The fuffUPPression of short neutron trajectories between detectors 1

width at half maximum (FWHM) of this spectrum is anq 2. For example, in 1000 c.t. events there are no traj_ec—
~13 cm and corresponds to a solid angle~c§ msr. Within tories shorter _than 1.8 cm. The number of _1.8 cm trajectories
this narrow peak, a large number ofn coincidences were S less than 5 in 1000 c.t. events. Due to this concentration of
observed fortlLi [10] by comparing the data obtained with events caused by c.t, appears a remarkable improvement of
13 i and with °Li beams. oy, time resolution of detector 1. This resolution has to be
In this paper, the criteriofil1,19 for selecting the true understood as being related to the finite detector thickness.

coincidences against cross-tatkt.) was adopted. Cross-talk Welobtained thatr, =0.53 nj, 0.59 ns, 0.63 ns for, respic—
is a spurious effect in which the same neutron is registere{ey: 15 MeV, 11 MeV, and 8 MeV neutron energy. In the
by two or more detectors. A coincidence between two detec@Psence of c.t., that is, for single-neutron detection, the cor-

tors is rejected whenever the following condition is fulfilled: r€SPonding resolutions are 0.7 ns, 0.8 ns, and 0.9 ns, respec-
tively. Thus the resolution in the presence of first order c.t. is

d2. improved~1.4 times.

Emm- ey In Fig. 3, the experimental-n coincidencgtrue and c.).

are denoted by open up-triangles with uncapped error bars.
Here E,,t; are the energy and the arrival time of the first The distribution of simulated first order c.t. as a function of
neutron.E,,, is the minimum energy required by the neu- t,—t; is indicated by solid squares with capped error bars.
tron scattered from the first detector to travel the mini-The simulations were performed by taking three different
mum distanced,,;, to the second detectdarrival timet,),  neutron energies: 8, 11, and 15 MeV, representing, respec-
in the time intervalt,-t;. For the first rejection we took tively, the lower limit, peak, and upper limit of the neutron
dmin €qual to the distance between the detector centers. F@re-emission spectrum. A total of 1000 c.t. were calculated in
example, by applying this criterion to the first order coin- each case. The calculated c.t. spectra were normalized to the
cidences, a total of 118 true coincidences were found. Fomean of experimental points in the peak range of the calcu-
further rejection we consider that it is more appropriate tolated spectra. One may see that in all three figuees(c)
use thed,,, parameter instead of time of flight, becausethere is a window, denoted by TQ@rue coincidences in

Distance from the center (cm)

El > Emin =
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FIG. 3. (Color onling Monte Carlo simulation of the first order ~ FIG. 4. (Color onling Monte Carlo simulation of the second
c.t. The open up-triangles with uncapped error bars represent tHfder c.t. The open up-triangles with uncapped error bars represent
experimentally measured coincidences. The solid squares witHe experimentally measured coincidences. The solid squares with
capped error bars represent the simulated c.t. For details see tex¢aPped error bars represent the simulated c.t. For details see text.

xmﬁ? ct?ih)ge':'dco\rvi(r:]éb \'; ivse%elos\i\gr]r?g)r 60.nls) ﬁ‘glrmlbi T’;\?\% is shown. One may see that the number of true coincidences
15 MeV and is | (0.8 ng for 8 M V ¢ TC | (71) remaining afted,,;, rejection is also well inside the TC

se afategnb 'z egﬂialldor:tedolr'ne frgm ?ﬁ: ror;sgs al IS" window. In this figure the entire c.t. peak is shown. It is
wirl?dow in w?:ic:hvctI ield is muclh larger The(Jf[i::E,t c.t lt)int remarkable th?MENATE prograrm is_ able to describe fgirly_

in the c.t. wind " yh' her b P gt ‘10 th th’ ' pt well the experimental c.t. distribution. The two Gaussian fit
n | te ¢ '_I_chm .0\3’ IS TI% er by a %C?F h an i etﬁ' : tIeads in the case of the left branch teravalue close to the
pomhs in 1t V\émk_ow. | IS kr)neans . af ac tﬁnget",: tr? (EI' orresponding one for first order coincidences. In the case of
mecnhanism IS taking place by passing from the c.L 10 the 1y, right branchgy is by ~20% higher than the correspond-

wr:ndovvt.hAt t.w?;]paramet_?l(tn?e-trajfctt(r)]rytlengt{] an’TlIyS|tsh . ing first coincidence value. We have found for second order
shows that in the majority of events the trajectory length in. thata, is improved~1.7 times.

Tc W'?#Ové.'? Iarggr thar;lvG C;n' tSt!nce f[\fnﬁutror;hc?nntot_ In the case of third and fourth order coincidences there is
cover this distance in such a short ime, it follows that c.1. IScorrespondingly an increase by 1 ns and by 2 ns of the TC
realized in the TC window predominantly by rays. This

. o : - window in comparison with the second order coincidences
expl_alns also W.hy c.t yle[d IS SO low in the TC ".V'F‘dOW- The [14]. In both these cases the true coincidences resiskifg
vertical arrows in Fig. 3, indicate that the remaining 46 true !

incid fted acti Il inside the TC wi rejection are also well inside the TC window. In conclusion,
gg'\;‘/c' ences aftetiyin rejection are well inside the WIN the performed simulation confirms the validity of the data

. . L obtained byd,,;, rejection[14].

Trying to analyze the simulated c.t. distribution we found g ; ; PR
that it is not possible to use a single Gaussian, due to the The two-neutron correfation functioft5] is given by
presence of a queue at large-t; values. Therefore an N.(0)
analysis by means of two Gaussians was used. The resulted C(q) = kC—q_ (2)
total fit corresponds t@~ 0.6 ns on the left branch shown Nnc(a)
in Fig. 3 (beginning from the peak towards lower-t; val- ) o
ues. The right hand branclinot shown in Fig. 3 corre- N Ed. (2), Nc(q) represents the yield of coincidence events
sponds too;~1 ns. In order to make a comparison with and N,(q) represents the yield of uncorrelated events. The
experimental data one has to add to the simulation data theormalization constark is obtained from the condition that
scintillator and electronic resolution which is estimated to beC(q)=1 at large relative momenta. The relative momentum
~0.4 ns(for two detectors This will increases; by ~0.1 ns s given byq=1/2p;-p,|, p; and p, being the momenta of
and therefore the correction in the TC window should bethe two coincident neutrons.
negligible. A more detailed discussion about a relative inde- A crucial problem for getting the correlation function is
pendence omr; resolution of the TC window and about the the construction of the denominator in formy). A thor-
applicability of corrections in this window will be done else- ough analysis of this problem is presented in R§f2,164.
where[14]. Two approaches are commonly used: one is the event mixing

In Fig. 4, the c.t. simulation for second order coincidencegechnique, the other is the single-neutron product technique.
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In the event mixing approach the denominator is generated
by randomly mixing the neutrons from the coincidence
sample. This method has the advantage that the uncorrelated
distribution corresponds to the same class of collisions and
kinematic conditions as in the case of the numerator, but has
the disadvantage that it may distort the correlation one wants
to measure, because the event mixing technique may not
succeed to decorrelate completely the events. In the single
product technique the denominator is constructed by the
product of single-neutron distributions. This method is pre-
ferred in Refs.[12,16, considering that the background in
this case is truly uncorrelated; but this is not valid for the
halo neutrong17], because of residual correlation. In Ref.
[17] it was assumed that residual correlation in the case of
halo neutrons should exist due to the large valueCtd)

~ 10, and therefore an iterative calculation was applied in
order to get a reasonable value fo(q).

Here we will present an experimental evidence for re-
sidual correlation of the halo neutrons pre-emitted in the fu-
sion of 11Li+ Si. Essentially we have proven the existence of
residual correlation by applying the single product technique
in the following situations(a) By coupling randomly single
neutrons and by applying the rejection procedure afterwards FIG. 5. (Color onling (c): The denominatoré\ (solid squares
[12,16; (b) by replacing the neutrons in the CoincidenceWit_h error bary andB (open circleyare repregented as a function of
sample with neutrons with closest energies from the singled in 0.5 MeVk steps(b): The same denominators are represented
neutron sample, corresponding to the same detectors as &3 @ function ofg, in 2 MeV/c steps. By open down-triangles is
the coincidence sample. The condition of closest energies ingO\\,Ieri]tl’:hBe gﬁgolg]ellr(;?rfgrtgb;ayoel’?e?gtig?]r?lzlr\:sti((:)anlC:(l)?fgz),osrfgir;g o
equivalent to the rejection procedure used in conditian ) ) .

This is because the true coincidence sample was obtained By~ 3-3£0-8 fm- (8): The denominator (open circles and the.

. . - ent mixing denominatofcrossey are represented together, in
a rejection procedure using thg,;,, parameter. The replacing

. I . Ssteps of 0.5 MeW.

of the neutrons in the coincidence sample by neutrons with
closest energies from the single-neutron sample will keep thges visible inB are the effect of same interaction more fa-
initial rejection. This may be seen in Fig(eh, in which  vored by condition@) than by conditionb). The difference
denominatoB (open circley and the event mixing denomi- betweenA andB is due to the fact that in the caseAfmore
nator (crosseyare represented. These two denominators areorrelated backgroundresidual correlation than in B is
equal to each other within 1.5%. In this way, both types ofpresent, because the detectors corresponding éoe in a
denominatorsA and B will consist of single-neutron prod- more central position of the neutron peak, than the detectors
ucts, to which a rejection procedure has been applied. Oneorresponding t@ [18]. In Fig. 5b) the denominatoré and
has also to point out that in both cases, exactly the samB are represented as a functiongah steps of 2 MeW¢. One
number of single products are used. We will show in themay see, that while the fluctuations seen in Figg) £om-
following [18] that denominatoA presents large fluctuations pletely disappear, the large values Afq) in comparison
and is significantly higher than denominatBr when ex-  with B(q) still remain. The ratiog\(q)/B(q) for the first five
pressed as a function ofin steps of 0.5 MeW. In the case points, are the following: 1.54, 1.66, 1.54, 1.31, 1.12.
when larger steps af are used2 MeV/c), denominatorA Concerning the nature of the peak in Fig. 2, in R&) it
remains significantly higher thaB, but displays no more was shown that it is due mainly to the pre-emission of neu-
fluctuations. In Fig. &), the solid squares with error bars tron pairs. The mechanism determining the appearance of
represent denominat@k and the open circles represent de-this peak is assumed to be the final state interaction
nominatorB. These denominators are expressed as function,19,2Q, producing a strong focusing of the pre-emitted
of g in 0.5 MeV/c steps. One may see that denominator neutrons. In the absence of this interaction, the halo neutrons
displays fluctuations marked by the vertical lines 1-5, thewould be distributed according to their internal momentum
largest being that marked by vertical line 3. One may alsanside the!'Li nucleus[5], in a 15 times larger forward cone.
see that denominat@¥(q) is significantly higher thaB(q) at It follows that the final stat@-n interaction changes the ini-
least up tog~11, which is the most interesting range for tial directions ofp momenta. The experimental observation
C(q). The ratiosA(q)/B(q) corresponding to lines 1-5 have of residual correlation presented above confirms this view. In
the following values: 1.78, 1.68, 2.0, 1.47, 1.22. One couldshort, one may define the peak of Fig. 2, asnam correla-
see that also denominat8r presents small fluctuations just tion peak. By using denominatéy, we obtained a correlation
as the one marked by line 2, or anomalies as maximum vafunction corresponding tg,=5 fm close to that5.3 fm) ob-
ues or turning points for the other lines. This indicates thatained in Ref.[21]. Herer, represents the variance of the
either the large fluctuations presentAror the small anoma- Gaussian source assumed in the model of R2®]. The
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n-n separatior ,, is a Gaussian distribution of variane@r,  one. We have applied this method starting with the correla-
and rirS=\6r. It follows thatro~5 leads torpn®~13 fm.  tion function defined by,=4.2 fm. We have found a stable
This is an inflated value due to residual correlation that prosolution corresponding ta,=3.3+0.8 fm [22], in good
duces an increase of denominafarBy using denominator agreement with the value obtained in Réf7] (2.7+0.6 fm).

B, we obtained a correlation function correspondingr§o In Fig. 5b) is represented by down-triangles the shape of the

=4.2 fm, leading tor(1°=10.2 fm, which is not far from denominator obtained by this calculation.

ron =8.3 fm predicted by COSMAmodel [5]. One has to We consider that at present a challenging task is to try to
point out that the initial denominator obtam'ed in REE7]  distinguish between the, predicted by COSMAand by
corresponds to the samig=4.2 fm value as in the case of cosma, models[5]. An answer to this question will be an
our denominatoB (see the inset in Fig. 5 fdrLi, Ref. [17D)-  experiment aiming to determine the intrinsic correlation
We have tried to understand why in REE7] the same initial  f,nction by usingLi and 'Be halo nuclei. Thel'Be
denominator as in Ref21] or in our casgdenominatorA)  nycleus will be an ideal uncorrelated background source,
was not obtained. We have found that in Réfl] and inour  gince it contains only one halo neutron. This experiment
case the geometrical conditions of measurements were sughould be done by using BC instead a Si target. A sharp
that the angles subtended by one detector were nearly thgtoff estimation[23] has indicated that the-n correlation
same~1.6°. In the case of Ref17] this angle was about 1.7 neak will be about two times higher in the casé4 than in
times larger, and therefore a smoothing of residual correlage case of the Si target.

tion could take place, so that the correlation function corre- e experimentally observed signatures of residual corre-

sponded not to,=5 fm, but tory=4.2 fm. A similar smooth-  |ation could be of use in the identification of new halo nuclei
ing took place in our case for denominatBrby taking a [24].

distribution of detectors not a random one, but a particular

distribution corresponding to the measured sampler-of M.P. and A.l. acknowledge IFA and IFIN-HH authorities
coincidences. In Ref17] an elegant iteration procedure was for CERES projects 51 and 80 supporting this research. M.P
worked out for getting the intrinsic correlation function from is grateful to Professor P. DesesquellesSM@NATE program,

the measured one. In this iterative procedure are implied atnd to Dr. F. M. Marques for sending him part of a manu-
the measuredz(q;) values with their experimental errors. script prior to publication. M.P., H.P., A.l,, I.C., acknowledge
Finally the reconstructed correlation function appears withProfessor S. Kobayashi, President of RIKEN, for support
substantially increased errors in comparison with the initialduring preparation and performing of this experiment.
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