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#### Abstract

A nonrelativistic bound state formalism used in contemporary calculations is investigated. It is known that the effective Hamiltonian of the bound state system depends on the choice of gauge. We obtain the transformation charge $Q$ of the Hamiltonian for an arbitrary infinitesimal change of gauge, by which gauge independence of the mass spectrum and gauge dependences of the bound state wave functions are dictated. We give formal arguments based on the BRST symmetry supplemented by power countings of Coulomb singularities of diagrams. For illustration, (1) we calculate $Q$ up to $\mathcal{O}(1 / c)$ and (2) we examine the gauge dependences of diagrams for a decay of a $q \bar{q}$ bound state up to $\mathcal{O}(1 / c)$ and show that cumbersome gauge cancellations can be circumvented by directly calculating $Q$. As an application we point out that the present calculations of the top quark momentum distribution in the $t \bar{t}$ threshold region are gauge dependent. We also show the possibilities for incorrect calculations of physical quantities of bound states when the on-shell matching procedure is employed. We give a proof of a justification for the use of the equation of motion to simplify the form of a local NRQCD Lagrangian. The formalism developed in this work will provide useful cross-checks in computations involving NRQED or NRQCD bound states.


PACS number(s): 11.10.St, 12.20.Ds, 12.38.Aw

## I. INTRODUCTION

Recently there has been much progress in our theoretical understanding of nonrelativistic QED and QCD (NRQED and NRQCD) bound states such as positronium, $\Upsilon$, and remnant of toponium bound states. Following the idea of nonrelativistic effective field theory proposed by Caswell and Lepage [1], the formalisms necessary for precise descriptions of these bound states have been developed significantly [2-11]. At the same time there appeared many new calculations of higher order corrections to physical quantities of both the NRQED [12-14] and NRQCD bound states [15-24] (bound state mass, decay width, production and decay cross sections, etc.). Despite these developments, a completely systematic formulation necessary for computations of these physical quantities in perturbative expansions has not been established yet. Among the current technologies, the asymptotic expansion of Feynman diagrams [8] seems to be the most suited for calculations of the physical quantities, in particular for fixed-order calculations. In addition, effective field theories are powerful tools in order to sum up various large logarithms originating from the widely separated scales inherent in the problems. Efficiencies and correctness of various effective theories are, however, still under debate. (See Refs. [ 8,10 ] for discussions on the current status of the formalisms.)

A notable characteristic in these new developments is that the conventional Bethe-Salpeter equation is no longer being used to calculate the spectrum and wave functions of boundstates. Instead, one starts from the nonrelativistic Schrödinger equation (of quantum mechanics) with the Coulomb potential. Then one adds to the nonrelativistic Hamiltonian relativistic corrections and radiative corrections as perturbations to obtain an effective Hamiltonian (quantum mechanical operator) valid up to a necessary order of perturbative expansion. Effective Hamiltonians used in these new formal-
isms are known to be dependent on the choice of gauge.
The purpose of this paper is to investigate gauge dependence of a nonrelativistic bound state formalism used in contemporary calculations $[3,14,16-20,23]$, which is also closely tied to the potential-NRQCD formalism [7]. Our motivations for the study are as follows. (I) In the present frontier calculations of higher order corrections to physical quantities of bound states, often the Feynman gauge is used to calculate typically ultraviolet radiative corrections whereas the Coulomb gauge is used to calculate corrections originating typically from infrared regions. Although much care has been taken to calculate consistently in each gauge separately gauge independent subsets of the corrections, it is desirable to clarify gauge dependences of the formalisms actually used in these calculations. (II) We would like to find transformations of bound state wave functions when we change the gauge-fixing condition. We may apply these transformations to study various amplitudes involving bound states. Since a physical amplitude is gauge independent, once we know how the wave function transforms, we know how other parts of the amplitude should transform to cancel gauge dependence as a whole. This would provide a useful cross check for identifying all the contributions that have to be taken into account at a given order of perturbative expansion.

Already some time ago, gauge independence of the mass spectrum of the NRQED bound states was shown and studied in detail based on the Bethe-Salpeter formalism [25-27]: Ref. [25] gave a brief discussion; Ref. [26] examined a Feynman gauge calculation of the bound state spectrum at next-to-leading order very closely and showed that an infinite number of two-particle irreducible diagrams contribute in this gauge, which in the end all cancel due to fairly complicated gauge cancellations (This feature is much more complicated in comparison to the calculation in Coulomb gauge.); Refs. [27] gave formal arguments as well as pertur-
bative analyses which apply to all orders of perturbation series.

In comparison to these earlier works, new achievements of the present work are the following.

We use the Becchi-Rouet-Stora-Tyutin (BRST) symmetry to formulate our arguments, which allows us to treat both the NRQED and NRQCD bound states on an equal footing. In particular we are able to discuss gauge dependence of the NRQCD bound state formalism rigorously using this symmetry.

Presently, there exist several different definitions of an effective Hamiltonian beyond leading order. We introduce an effective Hamiltonian defined naturally in the context of time-ordered (or 'old-fashioned'') perturbation theory of QED-QCD. Then we obtain a transformation charge $Q$ (quantum mechanical operator) such that the effective Hamiltonian and the bound state wave function change as

$$
\begin{aligned}
\delta H_{\mathrm{eff}}\left(P^{0}\right)= & {\left[H_{\mathrm{eff}}\left(P^{0}\right)-P^{0}\right] i Q\left(P^{0}\right)-i Q^{\dagger}\left(P^{0}\right) } \\
& \times\left[H_{\mathrm{eff}}\left(P^{0}\right)-P^{0}\right], \\
\delta \varphi= & -i Q \cdot \varphi
\end{aligned}
$$

when the gauge-fixing condition is varied infinitesimally. ${ }^{1}$ Also, gauge independence of the spectrum is shown using the transformation. We define the charge $Q$ of the effective Hamiltonian directly in terms of the BRST charge and the field operators in the QED-QCD Lagrangian.

For illustration: (1) we calculate the transformation charge $Q$ at next-to-leading order; (2) we demonstrate gauge cancellations among diagrams by examining an infinitesimal gauge transformation of the amplitude for a $q \bar{q}$ bound state decaying into $q^{\prime} \bar{q}^{\prime \prime} W^{+} W^{-}$. From the latter example, one can deduce that the present calculations of the top momentum distribution in the $t \bar{t}$ threshold region at next-to-next-toleading order are gauge dependent.

Another subject of this paper is to study the problems in a determination of the effective Hamiltonian from the on-shell scattering amplitude of a fermion and an antifermion. Generally a fermion and an antifermion inside a bound state are off-shell so that use of a Hamiltonian determined in the onshell matching procedure may lead to incorrect calculations of the physical quantities of the bound state. We clarify this point.

The same problems do not occur if we use a local NRQED-NRQCD Lagrangian and determine (Wilson) coefficients in the Lagrangian by matching onto the full theory, i.e. by matching on-shell amplitudes of all relevant physical processes to those of perturbative QED-QCD in nonrelativ-

[^0]istic regions. In this case one should calculate amplitudes for a number of processes to determine all the coefficients. The problems are also related to the use of the equation of motion to simplify the Lagrangian since the on-shell condition is the equation of motion for an asymptotic field. For comprehensiveness we prove in an appendix that it is justified to use the equation of motion to simplify the local NRQED-NRQCD Lagrangian and also to simplify local current operators; to the best of our knowledge such a proof has never been provided explicitly, although similar proofs for other effective field theories have been given $[28,29]$ and the claim itself is widely accepted already.

Below we will use the language of QCD consistently; nevertheless all of our arguments hold also for the QED boundstates. Throughout the paper we neglect nonperturbative effects (those effects which are typically parametrized by $\left.\Lambda_{\mathrm{QCD}}\right)$ and restrict ourselves to arguments which can be understood from a summation of perturbation series in $\alpha_{S}$ to all orders.

The organization of this paper is as follow. After reviewing general aspects of gauge dependence of the conventional relativistic $q \bar{q}$ bound state formalism (Sec. II), we summarize characteristic properties of the nonrelativistic bound states from the viewpoint of the leading Coulomb singularities: their gauge independence and some nontrivial features are explained (Sec. III). Then we define the effective Hamiltonian $H_{\text {eff }}$ for a $q \bar{q}$ system and investigate its gauge dependence as well as gauge dependences of the spectrum and wave functions of the bound states using the BRST symmetry, within the framework of perturbative expansions in $1 / c$; in particular we define the transformation charge $Q$ of the effective Hamiltonian (Sec. IV, App. C). We clarify possible problems in the determination of $H_{\text {eff }}$ if one uses the on-shell matching procedure (Sec. V). For illustration, we present a calculation of the charge $Q$ at $\mathcal{O}(1 / c)$, corresponding to an infinitesimal gauge transformation from the Coulomb gauge; we also examine gauge cancellations in the decay amplitude of a $q \bar{q}$ bound state into $q^{\prime} \bar{q}^{\prime \prime} W^{+} W^{-}$at the same order (Sec. VI). Conclusion and discussion are given in Sec. VII. In Appendix A we give a proof to justify the use of the equation of motion to simplify a local NRQCD Lagrangian. Some detailed discussions are given in Appendixes B and C.

## II. GAUGE DEPENDENCE OF THE RELATIVISTIC BOUND STATE FORMALISM: GENERAL ASPECTS

We consider the BRST invariant QCD Lagrangian

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{2} \operatorname{tr}\left[G^{\mu \nu} G_{\mu \nu}\right]+\sum_{f} \bar{\psi}_{f}\left[i \mathbb{D}(A)-m_{f}\right] \psi_{f}+\mathcal{L}_{\mathrm{GF}+\mathrm{FP}}, \tag{1}
\end{equation*}
$$

where generally the sum of gauge-fixing and ghost terms can be written in a BRST exact form as

$$
\begin{equation*}
\mathcal{L}_{\mathrm{GF}+\mathrm{FP}}=\left\{i Q_{B}, \operatorname{tr}[\bar{c} F]\right\} \tag{2}
\end{equation*}
$$



FIG. 1. The four-point function $G(p q P) . P / 2 \pm q$ denotes the four-momentum of incoming quark-antiquark; $P / 2 \pm p$ denotes the four-momentum of outgoing quark-antiquark.
with the BRST charge $Q_{B}$ and an arbitrary gauge-fixing function $F=F(A, \psi, \bar{\psi}, c, \bar{c}, B)[30] .{ }^{2}$

Define a four-point function (Fig. 1) as

$$
\begin{align*}
G\left(x_{1}, x_{2}, x_{3}, x_{4}\right)= & \langle 0| T \psi\left(x_{1}\right) \bar{\psi}\left(x_{2}\right) \bar{\psi}\left(x_{3}\right) \psi\left(x_{4}\right)|0\rangle  \tag{3}\\
= & \int \frac{d^{4} p}{(2 \pi)^{4}} \frac{d^{4} q}{(2 \pi)^{4}} \frac{d^{4} P}{(2 \pi)^{4}} G(p q P) \\
& \times \exp \left[-i \frac{P}{2} \cdot\left(x_{1}+x_{2}-x_{3}-x_{4}\right)\right. \\
& \left.-i p \cdot\left(x_{1}-x_{2}\right)+i q \cdot\left(x_{3}-x_{4}\right)\right] \tag{4}
\end{align*}
$$

Here and hereafter we restrict our discussions to a quarkantiquark of some specific flavor and omit the flavor index $f$. The field operators and states are those of the Heisenberg picture. A quark-antiquark boundstate contributes a pole to the Green function $G(p q P)$. In the vicinity of a pole corresponding to a bound state $|\nu ; \vec{P}\rangle$ (with quantum number $\nu$, mass $M_{\nu}$ and momentum $\vec{P}$ ), the Green function takes a form [31]
$G(p q P)=\frac{i}{2 \omega_{\nu, \vec{P}}} \frac{\chi_{\nu, \vec{P}}(p) \bar{\chi}_{\nu, \vec{P}}(q)}{P^{0}-\omega_{\nu, \vec{P}}+i \epsilon}+\left(\right.$ regular as $\left.P^{0} \rightarrow \omega_{\nu, \vec{P}}\right)$,
where

$$
\begin{align*}
& \langle 0| T \psi\left(x_{1}\right) \bar{\psi}\left(x_{2}\right)|\nu ; \vec{P}\rangle \\
& \quad=e^{-i\left(\omega_{\nu, \vec{P}} \vec{P}^{0}-\vec{P} \cdot \vec{X}\right)} \int \frac{d^{4} p}{(2 \pi)^{4}} e^{-i p \cdot x} \chi_{\nu, \vec{P}}(p), \tag{6}
\end{align*}
$$

$$
\begin{equation*}
\bar{\chi}_{\nu, \vec{P}}(p)=\chi_{\nu, \vec{P}}(p)^{\dagger}\left(\gamma^{0} \otimes \gamma^{0}\right) \tag{7}
\end{equation*}
$$

[^1]\[

$$
\begin{align*}
X & =\frac{1}{2}\left(x_{1}+x_{2}\right), \quad x=x_{1}-x_{2}, \\
\omega_{\nu, \vec{P}} & =\sqrt{\vec{P}^{2}+M_{\nu}^{2}} . \tag{8}
\end{align*}
$$
\]

In this paper we assume that the decay width of a bound state is infinitesimally small except where it is stated otherwise.

An infinitesimal deformation of the gauge-fixing function, $F \rightarrow F+\delta F$, induces a change of the Lagrangian

$$
\int d^{4} x \delta \mathcal{L}=\left\{i Q_{B}, \delta \mathcal{O}\right\}, \quad \delta \mathcal{O} \equiv \int d^{4} x \operatorname{tr}\left[\begin{array}{l}
\bar{c} \delta F] . . . ~ \tag{9}
\end{array}\right.
$$

Accordingly the Green function changes as

$$
\begin{align*}
\delta G & \left(x_{1}, x_{2}, x_{3}, x_{4}\right) \\
& =-\langle 0| T\left\{Q_{B}, \delta \mathcal{O}\right\} \psi\left(x_{1}\right) \bar{\psi}\left(x_{2}\right) \bar{\psi}\left(x_{3}\right) \psi\left(x_{4}\right)|0\rangle  \tag{10}\\
& =-\langle 0| T \delta \mathcal{O}\left[Q_{B}, \psi\left(x_{1}\right) \bar{\psi}\left(x_{2}\right) \bar{\psi}\left(x_{3}\right) \psi\left(x_{4}\right)\right]|0\rangle . \tag{11}
\end{align*}
$$

Suppose we are interested in the bound states which can be created from the vacuum via gauge invariant operators, e.g. $\bar{\psi}(x) \psi(x), \bar{\psi}(x) \mathbb{D} \psi(x), \bar{\psi}(x) \gamma^{\mu} \psi(x)$, etc. For example, in the above Green function we may set $x_{1}=x_{2} \equiv x, x_{3}=x_{4}$ $\equiv y$ and contract color indices to make color singlet operators $\bar{\psi}(x) \psi(x), \bar{\psi}(y) \psi(y)$. It then follows from [ $\left.Q_{B}, \bar{\psi} \psi\right]$ $=0$ that

$$
\begin{equation*}
\left.\delta G(x, x, y, y)\right|_{\text {color singlet }}=0 \tag{12}
\end{equation*}
$$

Comparing this with Eq. (5), one sees that both the mass and the residue of any bound state which couples to the operator $\bar{\psi} \psi$ are invariant:

$$
\begin{equation*}
\delta M_{\nu}=0 \tag{13}
\end{equation*}
$$

and

$$
\delta\langle 0| \bar{\psi}(x) \psi(x)|\nu ; \vec{P}\rangle=0
$$

i.e.

$$
\begin{equation*}
\left.\delta \int \frac{d^{4} p}{(2 \pi)^{4}} \chi_{\nu, \vec{P}}(p)\right|_{\text {color singlet }}=0 \tag{14}
\end{equation*}
$$

Since both $|0\rangle$ and $\bar{\psi}(x) \psi(x)$ are BRST invariant, it implies that the bound state satisfies the physical state condition

$$
\begin{equation*}
Q_{B}|\nu ; \vec{P}\rangle=0 . \tag{15}
\end{equation*}
$$

Note, however, that generally the bound state wave function $\chi_{\nu, \vec{P}}(p)$ depends on the gauge-fixing condition:


FIG. 2. The ladder diagrams for the process $\gamma^{*} \rightarrow q \bar{q}$. The diagram where $n$ uncrossed gluons are exchanged has a behavior $\sim\left(\alpha_{S} / \beta\right)^{n}$ near threshold.

$$
\begin{align*}
\delta \chi_{\nu, \vec{P}}(p)= & - \text { F.T. }\langle 0| T \delta \mathcal{O}\left[Q_{B}, \psi(x) \bar{\psi}(y)\right]|\nu ; \vec{P}\rangle \\
= & - \text { F.T. }\langle 0| T g \delta \mathcal{O}[c(x) \psi(x) \bar{\psi}(y) \\
& +\psi(x) \bar{\psi}(y) c(y)]|\nu ; \vec{P}\rangle, \tag{16}
\end{align*}
$$

where F.T. stands for an appropriate Fourier transform.
Any physical amplitude $\langle f$;out $i$;in $\rangle$ which involves the quark-antiquark bound state contributions includes the above Green function $G(p q P)$ as a part of it. Since the initial and final states satisfy the physical state conditions $Q_{B} \mid i ;$ in $\rangle$ $=Q_{B} \mid f ;$ in $\rangle=0$ and the theory is BRST invariant, the amplitude is gauge independent. Hence, the bound state poles included in the amplitude are also gauge independent. An interesting question is whether the Green function $G(p q P)$ includes any unphysical pole, which does not contribute to the physical amplitude, close to or degenerate with one of the physical bound state poles. ${ }^{3}$ As for nonrelativistic quarkantiquark bound states the answer is no, as will be shown in Sec. IV and in Appendix C.

## III. NONRELATIVISTIC BOUND STATES: LEADING COULOMB SINGULARITIES

It is well known that, in describing a system of a nonrelativistic color-singlet quark-antiquark $(q \bar{q})$ pair, naive perturbation theory breaks down due to formation of bound states $[32,33]$. Intuitively, this is because the slow $q$ and $\bar{q}$ are trapped by the attractive force mediated by exchange of gluons and multiple exchange of gluons between the pair becomes significant. We review this property in a production process of a $q \bar{q}$ pair.

Consider the amplitude of a virtual photon decaying into $q$ and $\bar{q}, \gamma^{*} \rightarrow q \bar{q}$, just above the threshold. As we will see below, the ladder diagram for this process with $n$ gluon exchanges has a behavior $\sim\left(\alpha_{S} / \beta\right)^{n}$, see Fig. 2. Here, $\beta$ is the velocity of $q$ or $\bar{q}$ in the c.m. frame,

$$
\begin{equation*}
\beta=\sqrt{1-\frac{4 m^{2}}{s}} \tag{17}
\end{equation*}
$$

[^2]

FIG. 3. The Cutkosky rule for evaluating the imaginary part of the 1-loop diagram. The factors in $\alpha_{S}$ and $\beta$ are shown explicitly.

Hence, the contribution of the $n$th ladder diagram will not be small even for a large $n$ if $\beta \leqq \alpha_{S}$. That is, higher order terms in $\alpha_{S}$ remain unsuppressed in the threshold region. These singularities in $\beta$ which appear in this specific kinematical configuration is known as the "Coulomb singularities" or 'threshold singularities." The singularities arise because, for a particular assignment of the loop momenta, all the internal particles can simultaneously become almost on-shell as $\beta$ $\rightarrow 0$.

The appearance of the factor $\left(\alpha_{S} / \beta\right)^{n}$ may be seen as follows. First, consider the one-loop diagram. Its imaginary part can be estimated using the Cutkosky rule (cut-diagram method), see Fig. 3. Namely, the imaginary part is given by the phase space integration of the product of tree diagrams. The intermediate $q \bar{q}$ phase space is proportional to $\beta$ as

$$
\begin{equation*}
d \Phi_{2}(q \bar{q})=\frac{\beta}{16 \pi} d \cos \theta \tag{18}
\end{equation*}
$$

where $\theta$ is the angle between the momenta of the intermediate and final quarks in the c.m. frame. The $q \bar{q}$ scattering diagram with a $t$-channel gluon exchange contributes a factor $\sim \alpha_{S} / \beta^{2}$ since the gluon propagator is proportional to $1 / \beta^{2}$; the propagator denominator is given by

$$
\begin{equation*}
k^{2}=-|\vec{k}|^{2}=-\frac{s \beta^{2}}{2}(1-\cos \theta), \tag{19}
\end{equation*}
$$

where $k$ denotes the gluon momentum. Thus, we see that the imaginary part of the one-loop diagram has the behavior $\sim \beta \cdot \alpha_{S} / \beta^{2}=\alpha_{S} / \beta$. Analyticity implies that the real part of the one-loop diagram has the same structure $\sim \alpha_{S} / \beta$. By repeatedly using the cut-diagram method, one can show by induction that the imaginary part of the ladder diagram with $n$ uncrossed gluons behaves as $\sim\left(\alpha_{S} / \beta\right)^{n}$, see Fig. 4.

Alternatively this fact can be shown by a power counting method [8]. The relevant loop momenta in the loop integrals are in the nonrelativistic regime:

$$
\begin{equation*}
p^{0}-m, \bar{p}^{0}-m \sim \mathcal{O}\left(\beta^{2}\right), \quad \vec{p}=-\overrightarrow{\vec{p}} \sim \mathcal{O}(\beta) \tag{20}
\end{equation*}
$$


etc.

FIG. 4. The cut-diagram method for evaluating the singularities of the higher order ladder diagrams. The factors in $\alpha_{S}$ and $\beta$ are shown explicitly.

$$
k^{0} \sim \mathcal{O}\left(\beta^{2}\right), \quad \vec{k} \sim \mathcal{O}(\beta)
$$

Here, $p, \bar{p}$ and $k$ represent the internal momenta of $q, \bar{q}$ and the gluon, respectively, in the c.m. frame. For such configurations, $q(\bar{q})$ and gluon propagators are counted as $\sim 1 / \beta^{2}$, and the measure for each loop integration ${ }^{4} d^{4} k /(2 \pi)^{4}$ as $\sim \beta^{5}$.

Thus, the ladder diagrams contain the leading singularities $\sim\left(\alpha_{S} / \beta\right)^{n}$. Other diagrams (in particular crossed gluon diagrams) do not possess the leading singularities but only nonleading singularities $\sim \alpha_{S}^{n+l} / \beta^{n}(l \geqslant 1)$.

As the higher order terms in $\alpha_{S}$ cannot be neglected near threshold, we are led to sum up the leading Coulomb singularities. Let us first discuss gauge dependence of the amplitude when this summation is performed, in particular because only the ladder diagrams are included. The exact amplitude for the process $e^{+} e^{-} \rightarrow q \bar{q}$ near threshold can be expanded in terms of $\alpha_{S}$ and $\beta$ as

$$
\begin{equation*}
\mathcal{M}^{(f u l l)}\left(\alpha_{S}, \beta\right)=\sum_{n=0}^{\infty} c_{n}\left(\alpha_{S} / \beta\right)^{n}+(\text { nonleading terms }) \tag{21}
\end{equation*}
$$

The full amplitude $\mathcal{M}^{(f u l l)}$ is gauge independent, so must be the each coefficient $c_{n}$. Because only the ladder diagrams possess this type of singularities, the most singular part of the ladder diagrams has to be gauge independent.

To see this explicitly, we examine gauge dependence of the gluon propagator. In a general covariant gauge, the $q \bar{q}$ $\rightarrow q \bar{q}$ scattering amplitude in the threshold region is given by

$$
\begin{align*}
& \bar{u}_{f} \gamma^{\mu} u_{i} \frac{-i}{k^{2}+i \epsilon}\left[g_{\mu \nu}-(1-\xi) \frac{k_{\mu} k_{\nu}}{k^{2}}\right] \bar{v}_{i} \gamma^{\nu} v_{f} \\
& \quad=\bar{u}_{f} \gamma^{0} u_{i} \frac{-i}{-\vec{k}^{2}+i \epsilon} \bar{v}_{i} \gamma^{0} v_{f} \times[1+\mathcal{O}(\beta)], \tag{22}
\end{align*}
$$

where the subscripts $i$ and $f$ stand for the initial and final state, respectively. We have used the fact that the space components of the currents, $\bar{u}_{f} \gamma^{\mu} u_{i}$ and $\bar{v}_{i} \gamma^{\nu} v_{f}$, are order $\beta$ in the c.m. frame. ${ }^{5}$ Note that the leading part of the gluon propagator is identical with the Coulomb propagator in the

[^3]

FIG. 5. The self-consistent equation satisfied by the leading singularities of the $q \bar{q} \gamma$ vertex $\Gamma^{\mu}$. One should take only the leading part $\sim\left(\alpha_{S} / \beta\right)^{n}$ on both sides of the equation.

Coulomb gauge. Equation (22) also holds for the momenta (20) if we note that the off-shell $q$ and $\bar{q}$ wave functions are given by

$$
\begin{align*}
& p+m=m\left(1+\gamma^{0}\right)+\mathcal{O}(\beta)  \tag{23}\\
& -\bar{p}+m=m\left(1-\gamma^{0}\right)+\mathcal{O}(\beta) \tag{24}
\end{align*}
$$

Thus, gauge independence of $c_{n}$ 's is ensured by gauge independence of the leading part $\sim 1 / \beta^{2}$ of the gluon propagator in Eq. (22).

Let us denote by $\Gamma^{\mu}$ the sum of the leading singularities of the vertex $\gamma^{*} \rightarrow q \bar{q}$. It satisfies a self-consistent equation as depicted in Fig. 5. Retaining only the leading part $\sim\left(\alpha_{S} / \beta\right)^{n}$ on both sides of the equation, one obtains the vertex $\Gamma^{\mu}$ as

$$
\begin{equation*}
\Gamma^{\mu}=-\left(\frac{1+\gamma^{0}}{2} \gamma^{\mu} \frac{1-\gamma^{0}}{2}\right)\left(E-\vec{p}^{2} / m\right) \widetilde{G}(\vec{p} ; E) \tag{25}
\end{equation*}
$$

where $E=\sqrt{s}-2 m$ is the energy measured from the threshold. $\widetilde{G}(\vec{p} ; E)$ is the Green function of the nonrelativistic Schrödinger equation with the Coulomb potential:

$$
\begin{gather*}
{\left[\left(-\frac{\nabla^{2}}{m}-C_{F} \frac{\alpha_{S}}{r}\right)-(E+i \epsilon)\right] G(\vec{r} ; E)=\delta^{3}(\vec{r})}  \tag{26}\\
\widetilde{G}(\vec{p} ; E)=\int d^{3} \vec{r} e^{-i \vec{p} \cdot \vec{r}} G(\vec{r} ; E) \tag{27}
\end{gather*}
$$

where $C_{F}=4 / 3$ is the color factor. The analytic expression of $G(\vec{r} ; E)$ is given in terms of the hypergeometric function and includes the boundstate spectrum below threshold, $E<0$. Alternatively, we may write

$$
\begin{equation*}
\widetilde{G}(\vec{p} ; E)=-\sum \frac{\phi_{n}(\vec{p}) \psi_{n}^{*}(\overrightarrow{0})}{E-E_{n}+i \epsilon} \tag{28}
\end{equation*}
$$

where $\phi_{n}(\vec{p})$ and $\psi_{n}(\vec{r})$ are the Coulomb wave functions in momentum space and coordinate space, respectively. Here, $n$ includes the bound states with $E_{n}=-\left(C_{F} \alpha_{S}\right)^{2} m / 4 n^{2}$ and the continuum states with $E_{n}>0 .{ }^{6}$

At this stage, we see a nontrivial consequence of the summation to all orders in $\alpha_{S}$. At any order of the perturbative expansion in $\alpha_{S}$, the amplitude for $\gamma^{*} \rightarrow q \bar{q}$ is zero below

[^4]threshold, $E<0$. For example, the absorptive part of a quark loop contribution to the vacuum polarization function
\[

$$
\begin{align*}
& \left(P^{2} g^{\mu \nu}-P^{\mu} P^{\nu}\right) \operatorname{Im} \Pi_{q}\left(P^{2}\right) \\
& \quad=\int d^{4} x e^{i P \cdot(x-y)} \operatorname{Im}\langle 0| T \bar{\psi}(x) \gamma^{\mu} \psi(x) \bar{\psi}(y) \gamma^{\nu} \psi(y)|0\rangle \tag{29}
\end{align*}
$$
\]

vanishes below threshold. After summation of the leading singularities, however, it is given in terms of the Green function at the origin [32]

$$
\begin{align*}
\operatorname{Im} \Pi_{q}(s) & =\frac{N_{c}}{2 m^{2}} \operatorname{Im} G(\vec{r}=0 ; \quad E=\sqrt{s}-2 m) \\
& \left.=\frac{\pi N_{c}}{2 m^{2}}\right\}_{n}\left|\psi_{n}(\overrightarrow{0})\right|^{2} \delta\left(E-E_{n}\right), \tag{30}
\end{align*}
$$

which in fact diverges at the positions of bound states, $E$ $=E_{n}<0$. This discrepancy before and after the summation can be traced back to the fact that the limit $\epsilon \rightarrow 0$ in the propagator denominators does not commute with the summation to infinite orders in $\alpha_{S}$. Namely, if we pursue the perturbative calculations with a finite $\epsilon>0$, the absorptive part $\operatorname{Im} \Pi_{q}(s)$ remains nonzero below threshold at each order. After the summation, constructive interference effects result in a drastic magnification of the amplitude $\sim 1 / \epsilon$ at $E=E_{n}$.

In order to reach below the threshold for the process $e^{+} e^{-} \rightarrow q \bar{q}$, we need to include a subsequent decay process, e.g. $q$ and $\bar{q}$ decaying into lighter quarks, or $q \bar{q}$ annihilating into multiple gluons, etc. Then the corresponding amplitude is nonzero and gauge independent both above and below the threshold. Summation of the leading singularities can be performed in the same way as above and leads to the same vertex $\Gamma^{\mu}$, except that in this case the quark momentum $|\vec{p}|$ needs not equal $\sqrt{s / 4-m^{2}}$ (as required for an on-shell quark) as long as it is in the nonrelativistic region. ${ }^{7}$

Below we discuss gauge dependences of the spectrum and the wave functions of the nonrelativistic $q \bar{q}$ bound states within the framework of their calculations in perturbative expansions. An appropriate expansion parameter of this problem is $1 / c$, inverse of the speed of light, when $c$ is restored as a dimensionful parameter [5]. In this case both $\alpha_{S}=g^{2} / 4 \pi \hbar c$ and $\beta=v / c$ are $\mathcal{O}(1 / c)$ quantities. ${ }^{8}$ Therefore the sum of the leading singularities $\left(\alpha_{S} / \beta\right)^{n}$ is counted as $\mathcal{O}(1)$. Perturbative corrections to the bound state wave function are given as a double expansion in $\alpha_{S}$ and $\beta$, e.g.

[^5]$\mathcal{O}(1 / c) \quad$ corrections include $\quad \alpha_{S}^{n+1} / \beta^{n}=\alpha_{S}\left(\alpha_{S} / \beta\right)^{n}$ $=\beta\left(\alpha_{S} / \beta\right)^{n+1}$. Note that the parameter $\beta$ is guaranteed to be small if $\alpha_{S}$ is small, since we are interested in the summation of the leading singularities only in the kinematical region where naive perturbation theory breaks down ( $\beta$ $\lesssim \alpha_{S}$ ). The bound state mass is given as a power series in $\alpha_{S}$ since they are independent of $\beta .^{9}$ Throughout this paper we set $c=1$ in our formulas in order to maintain simplicity of expressions; one may easily count the power of $1 / c$ by counting the powers of $\alpha_{S}$ and $\beta$.

## IV. THE EFFECTIVE HAMILTONIAN FOR A $q \bar{q}$ SYSTEM

In this section we discuss gauge dependences of the spectrum and the wave functions of the nonrelativistic bound states in a general framework.

Let us introduce an effective Hamiltonian for a colorsinglet $q \bar{q}$ system as follows. First we define a Green function for a $q \bar{q}$ pair in the c.m. frame as

$$
\begin{align*}
& \mathcal{G}\left(\vec{p}, \vec{q} ; \lambda, \bar{\lambda}, \lambda^{\prime}, \bar{\lambda}^{\prime} ; P^{0}\right) \\
& \quad=\langle\vec{p},-\vec{p}, \lambda, \bar{\lambda}| \frac{1}{P^{0}-H+i \epsilon}\left|\vec{q},-\vec{q}, \lambda^{\prime}, \bar{\lambda}^{\prime}\right\rangle \tag{31}
\end{align*}
$$

where $H$ denotes the full QCD Hamiltonian (including the gauge-fixing and ghost terms); $|\vec{p},-\vec{p}, \lambda, \bar{\lambda}\rangle$ is an eigenstate of the free Hamiltonian $H_{0}=\left.H\right|_{\alpha_{S} \rightarrow 0}$ and represents a colorsinglet two-body state composed of a free quark-antiquark pair:

$$
\begin{equation*}
|\vec{p},-\vec{p}, \lambda, \bar{\lambda}\rangle=\left.a_{\vec{p}, \lambda}^{\dagger} b_{-\vec{p}, \bar{\lambda}}^{\dagger}|0\rangle_{\text {free }}\right|_{\text {color singlet }}, \quad H_{0}|0\rangle_{\text {free }}=0 \tag{32}
\end{equation*}
$$

Here, $a^{\dagger}\left(b^{\dagger}\right)$ denotes the creation operator of a free quark (antiquark); $\vec{p}(-\vec{p})$ and $\lambda(\bar{\lambda})$ denote the three momentum and the spin index of $q(\bar{q})$ in the c.m. frame, respectively. $P^{0}$ represents symbolically the c.m. energy of the $q \bar{q}$ system, but we take the three energies, $P^{0}, 2 \sqrt{\overrightarrow{\vec{p}^{2}+m^{2}}}$ and $2 \sqrt{\vec{q}^{2}+m^{2}}$, not necessarily equal to one another. Note that the above two-body state is not a physical state, $Q_{B} \mid \vec{p}$, $-\vec{p}, \lambda, \bar{\lambda}\rangle \neq 0$, which stems from the fact that $H_{0}$ is not BRST invariant. Then we define an effective Hamiltonian which operates only on the subspace spanned by the twobody states such that it generates the same Green function:
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FIG. 6. A time-ordered diagram which contributes to $\mathcal{G}$. The dashed line represents the instantaneous Coulomb gluon; the wavy line represents the transverse gluon.

$$
\begin{align*}
& \mathcal{G}\left(\vec{p}, \vec{q} ; \lambda, \bar{\lambda}, \lambda^{\prime}, \bar{\lambda}^{\prime} ; P^{0}\right) \\
& \quad=\langle\vec{p},-\vec{p}, \lambda, \bar{\lambda}| \frac{1}{P^{0}-H_{\mathrm{eff}}\left(P^{0}\right)+i \epsilon}\left|\vec{q},-\vec{q}, \lambda^{\prime}, \bar{\lambda}^{\prime}\right\rangle . \tag{33}
\end{align*}
$$

Namely, the effective Hamiltonian (a quantum mechanical operator) is defined by

$$
\begin{equation*}
H_{\mathrm{eff}}\left(P^{0}\right)=P^{0}-\mathcal{G}^{-1}\left(P^{0}\right), \tag{34}
\end{equation*}
$$

where $\mathcal{G}^{-1}\left(\vec{p}, \vec{q} ; \lambda, \bar{\lambda}, \lambda^{\prime}, \bar{\lambda}^{\prime} ; P^{0}\right)=\langle\vec{p},-\vec{p}, \lambda, \bar{\lambda}| \mathcal{G}^{-1}\left(P^{0}\right) \mid \vec{q}$, $\left.-\vec{q}, \lambda^{\prime}, \bar{\lambda}^{\prime}\right\rangle$ is the inverse of the Green function restricted to the two-body subspace [take the inverse of $\mathcal{G}\left(\vec{p}, \vec{q} ; \lambda, \bar{\lambda}, \lambda^{\prime}, \bar{\lambda}^{\prime} ; P^{0}\right)$ considering it to be a matrix with indices $(\vec{p}, \lambda, \bar{\lambda})$ and $\left.\left(\vec{q}, \lambda^{\prime}, \bar{\lambda}^{\prime}\right)\right]$. For analyzing the nonrelativistic $q \bar{q}$ bound states, one first calculates the effective Hamiltonian in a series expansion in $1 / c$, then uses ordinary perturbation theory in quantum mechanics for calculating the spectrum and the wave functions of the bound states in per-
turbative expansions in $1 / c$. As we have seen in the previous section, the leading order Hamiltonian is given by ${ }^{10}$

$$
\begin{equation*}
H_{\mathrm{eff}}^{(\mathrm{LO})}=2 m+\frac{\vec{p}^{2}}{m}-C_{F} \frac{\alpha_{S}}{r} \tag{35}
\end{equation*}
$$

Let us briefly explain the background for why we introduced the Green function, Eq. (31). Suppose we consider contributions from a $q \bar{q}$ boundstate to some physical process. In a calculation of the corresponding amplitude using time-ordered (or 'old-fashioned') perturbation theory, the above Green function always appears as a part of that calculation. This is parallel to the fact that the four-point function Eq. (4) appears as a part of the calculation of the same amplitude using the (Lorentz covariant) Feynman rules. Timeordered perturbation theory is often more suited for calculations of nonrelativistic processes because additional quarkantiquark pair productions are suppressed by powers of $1 / c$.

The rules for time-ordered perturbation theory are [34]: draw time-ordered diagrams (e.g. time flows from right to left), assign a matrix element $\langle i| V_{\alpha}|j\rangle$ at the time of each vertex, and assign a propagator $1 /\left(P^{0}-E_{i}+i \boldsymbol{\epsilon}\right)$ to an interval between two adjacent vertices. Here, $V_{\alpha}$ is an interaction term, $H=H_{0}+\Sigma_{\alpha} V_{\alpha} ; P^{0}$ is the total energy of the system; $|i\rangle$ and $E_{i}$ denote the eigenstate and the eigenvalue of the free Hamiltonian, respectively, $H_{0}|i\rangle=E_{i}|i\rangle$. Then we sum over all the intermediate states, where in general the energy is not conserved, $E_{i} \neq P^{0}$.

Although there are many ways to derive the rules (see Appendix B), simple correspondences to the ordinary Feynman rules may be seen by integrating over the time components of loop momenta and over the time components of external particles' momenta of a Feynman diagram for an unamputated Green function. In Coulomb gauge, decomposing the quark and transverse gluon propagators as

$$
\begin{gather*}
\frac{i(p+m)}{p^{2}-m^{2}+i \epsilon}=\frac{i}{p^{0}-\omega_{p}+i \epsilon} \Lambda_{+}(\vec{p}) \gamma^{0}+\frac{i}{p^{0}+\omega_{p}-i \epsilon} \Lambda_{-}(\vec{p}) \gamma^{0},  \tag{36}\\
\omega_{\vec{p}}=\sqrt{\vec{p}^{2}+m^{2}}, \quad \Lambda_{ \pm}(\vec{p})=\frac{\omega_{\vec{p}} \pm(m-\vec{p} \cdot \vec{\gamma}) \gamma^{0}}{2 \omega_{\vec{p}}},  \tag{37}\\
\frac{i}{k^{2}+i \epsilon}\left(\delta_{i j}-\frac{k_{i} k_{j}}{|\vec{k}|^{2}}\right)=\frac{i}{2|\vec{k}|}\left(\delta_{i j}-\frac{k_{i} k_{j}}{|\vec{k}|^{2}}\right)\left(\frac{1}{k^{0}-|\vec{k}|+i \epsilon}-\frac{1}{k^{0}+|\vec{k}|-i \epsilon}\right), \tag{38}
\end{gather*}
$$

and using the Cauchy theorem, every wave function becomes on-shell [e.g. $\Sigma_{\lambda} u(\vec{p}, \lambda) u^{\dagger}(\vec{p}, \lambda)=\Lambda_{+}(\vec{p})$ ] whereas the energy conservation is violated. The ghost propagator can be handled similarly to the transverse gluon propagator. Integrating the Coulomb propagator is trivial because it is independent of the energy of the gluon. By way of example, the diagram in Fig. 6, which contributes to the Green function $\mathcal{G}$, is given by
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$$
\begin{gather*}
\frac{\left(C_{F} \cdot 4 \pi \alpha_{S}\right)^{2}}{\left(P^{0}-2 \omega_{\vec{p}}+i \epsilon\right)\left(P^{0}-2 \omega_{q}^{\vec{q}}+i \epsilon\right)} \int \frac{d^{3} \vec{k}}{(2 \pi)^{3}} \bar{u}(\vec{p}, \lambda) \gamma^{i} \Lambda_{+}(\vec{k}-\vec{p}) \gamma^{0} u\left(\vec{q}, \lambda^{\prime}\right) \\
\times \bar{v}\left(-\vec{q}, \bar{\lambda}^{\prime}\right) \gamma^{j} \Lambda_{-}(\vec{q}+\vec{k}) \gamma^{0} v(-\vec{p}, \bar{\lambda}) \frac{1}{2|\vec{k}|}\left(\delta^{i j}-\frac{k^{i} k^{j}}{|\vec{k}|^{2}}\right) \frac{-1}{|\vec{q}+\vec{k}-\vec{p}|^{2}} \\
\times \frac{1}{\left(P^{0}-\omega_{\vec{q}}-\omega_{\vec{k}-\vec{p}}-\omega_{\vec{p}}-\omega_{\vec{q}+\vec{k}}+i \epsilon\right)\left(P^{0}-\omega_{\vec{q}}-\omega_{\vec{q}+\vec{k}}-|\vec{k}|+i \epsilon\right)} \tag{39}
\end{gather*}
$$
\]

We return to the discussion of the Green function $\mathcal{G}$ and the effective Hamiltonian $H_{\text {eff }}$. If we vary the gauge-fixing function, the QCD Hamiltonian changes as ${ }^{11}$

$$
\begin{equation*}
H \rightarrow H-\left\{i Q_{B}, \delta O\right\}, \quad \delta O=\int d^{3} \vec{x} \operatorname{tr}[\bar{c} \delta F] \tag{40}
\end{equation*}
$$

and the corresponding change of the Green function is given by

$$
\begin{align*}
\delta \mathcal{G}\left(\vec{p}, \vec{q} ; \lambda, \bar{\lambda}, \lambda^{\prime}, \bar{\lambda}^{\prime} ; P^{0}\right)= & -\langle\vec{p},-\vec{p}, \lambda, \bar{\lambda}| \frac{1}{P^{0}-H+i \epsilon}\left\{i Q_{B}, \delta O\right\} \frac{1}{P^{0}-H+i \epsilon}\left|\vec{q},-\vec{q}, \lambda^{\prime}, \bar{\lambda}^{\prime}\right\rangle  \tag{41}\\
= & -\langle\vec{p},-\vec{p}, \lambda, \bar{\lambda}| i Q_{B} \frac{1}{P^{0}-H+i \epsilon} \delta O \frac{1}{P^{0}-H+i \epsilon}\left|\vec{q},-\vec{q}, \lambda^{\prime}, \bar{\lambda}^{\prime}\right\rangle \\
& -\langle\vec{p},-\vec{p}, \lambda, \bar{\lambda}| \frac{1}{P^{0}-H+i \epsilon} \delta O \frac{1}{P^{0}-H+i \epsilon} i Q_{B}\left|\vec{q},-\vec{q}, \lambda^{\prime}, \bar{\lambda}^{\prime}\right\rangle \tag{42}
\end{align*}
$$

Since $Q_{B}|\vec{p},-\vec{p}, \lambda, \bar{\lambda}\rangle \neq 0$, generally $\delta \mathcal{G} \neq 0$, so the corresponding effective Hamiltonian also changes, $\delta H_{\text {eff }} \neq 0$. As we use the effective Hamiltonian to calculate systematically the bound state spectrum and the wave functions in perturbative expansions in $1 / c$, we would like to see how they depend on our choice of gauge.

The mass $M_{\nu}$ of a bound state is given as the position of a pole of the Green function $\mathcal{G}$. Equivalently, it is calculated from $H_{\text {eff }}\left(P^{0}\right)$ by solving

$$
\begin{equation*}
\left[M_{\nu}-H_{\mathrm{eff}}\left(M_{\nu}\right)\right]|\nu ; \mathrm{eff}\rangle=0 \tag{43}
\end{equation*}
$$

In the discussion to follow, we consider only those bound states which appear already at leading order for $\mid \nu$;eff $\rangle.{ }^{12}$ From the definition of $M_{\nu}$ above, one may evaluate its deviation when the effective Hamiltonian is varied infinitesimally:

[^8]\[

$$
\begin{equation*}
\delta M_{\nu}=\frac{\left.\langle\nu ; \text { eff }| \delta H_{\mathrm{eff}}\left(M_{\nu}\right) \mid \nu ; \text { eff }\right\rangle}{\left.\langle\nu ; \text { eff }| 1-H_{\mathrm{eff}}^{\prime}\left(M_{\nu}\right) \mid \nu ; \text { eff }\right\rangle} \tag{44}
\end{equation*}
$$

\]

In the numerator, the variation of the Hamiltonian can be written as

$$
\begin{align*}
\delta H_{\mathrm{eff}}\left(P^{0}\right) & =-\delta \mathcal{G}^{-1}\left(P^{0}\right) \\
& =\left[P^{0}-H_{\mathrm{eff}}\left(P^{0}\right)\right] \delta \mathcal{G}\left(P^{0}\right)\left[P^{0}-H_{\mathrm{eff}}\left(P^{0}\right)\right] \tag{45}
\end{align*}
$$

according to Eq. (34). Equations (44) and (45) imply that $\delta \mathcal{G}$ should contain a double pole $\left(P^{0}-M_{\nu}+i \boldsymbol{\epsilon}\right)^{-2}$ in order to generate a nonzero shift of the mass $\delta M_{\nu} \neq 0$ [27]. $\delta \mathcal{G}$ contains, however, only a single pole $\left(P^{0}-M_{\nu}+i \epsilon\right)^{-1}$, since the state

$$
\begin{equation*}
\delta O \frac{1}{P^{0}-H+i \epsilon} i Q_{B}|\vec{p},-\vec{p}, \lambda, \bar{\lambda}\rangle \tag{46}
\end{equation*}
$$

in Eq. (42) does not include the bound state pole. This follows from the physical state condition Eq. (15). Also one can see explicitly by power countings of diagrams that at any order of $1 / c$ expansion the above state does not contain this bound state pole; a proof is given in Appendix C. Thus, the bound state mass is gauge independent in spite of the fact that the effective Hamiltonian is gauge dependent.

In addition, the proof in Appendix C also shows that there is no unphysical state which contributes a pole to the Green
function $\mathcal{G}$ that is degenerate with or close to one of the poles of the physical bound states of our interest. Stated more explicitly, there is no unphysical bound state with a binding energy $\sim \alpha_{S}^{2} m$.

Now let us define a quantum mechanical operator $Q\left(P^{0}\right)$ (which operates only on the subspace of two-body states) by

$$
\begin{align*}
&\langle\vec{p},-\left.\vec{p}, \lambda, \bar{\lambda}\left|Q\left(P^{0}\right)\right| \vec{q},-\vec{q}, \lambda^{\prime}, \bar{\lambda}^{\prime}\right\rangle \\
&= \int \frac{d^{3} \vec{q}^{\prime}}{(2 \pi)^{3}} \sum_{\lambda^{\prime \prime}, \lambda^{\prime \prime}}\langle\vec{p},-\vec{p}, \lambda, \bar{\lambda}| Q_{B} \frac{1}{P^{0}-H+i \epsilon} \\
& \quad \times \delta O \frac{1}{P^{0}-H+i \epsilon}\left|\vec{q}^{\prime},-\vec{q}^{\prime}, \lambda^{\prime \prime}, \bar{\lambda}^{\prime \prime}\right\rangle \\
& \times \mathcal{G}^{-1}\left(\vec{q}^{\prime}, \vec{q} ; \lambda^{\prime \prime}, \bar{\lambda}^{\prime \prime}, \lambda^{\prime}, \bar{\lambda}^{\prime} ; P^{0}\right) . \tag{47}
\end{align*}
$$

Then $Q\left(P^{0}\right)$ does not include the bound state poles $\left(P^{0}\right.$ $\left.-M_{\nu}+i \boldsymbol{\epsilon}\right)^{-1} . Q$ can be interpreted as the generator of the transformation of gauge-fixing condition as seen from the relations

$$
\begin{equation*}
\delta \mathcal{G}=-i Q \mathcal{G}+i \mathcal{G} Q^{\dagger}, \tag{48}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta H_{\mathrm{eff}}=\left[H_{\mathrm{eff}}\left(P^{0}\right)-P^{0}\right] i Q\left(P^{0}\right)-i Q^{\dagger}\left(P^{0}\right)\left[H_{\mathrm{eff}}\left(P^{0}\right)-P^{0}\right] . \tag{49}
\end{equation*}
$$

The last equation concisely represents the transformation of the effective Hamiltonian in a form which clearly shows the spectral invariance; cf. Eq. (44). One may easily see that the charge $Q$ has following properties: in general $Q$ is not Hermite, thus the transformation is nonunitary; $Q$ vanishes at leading order of the $1 / c$ expansion; beyond leading order, even at some specific order of $1 / c$ the charge $Q$ contains all orders of $\alpha_{S}$ due to the form of Eq. (47). We will confirm these properties by explicit calculations in Sec. VI.

Another method to verify gauge independence of the bound state spectrum is as follows. The on-shell $q \bar{q}$ scattering amplitude can be calculated using the reduction formula of time-ordered perturbation theory,

$$
\begin{align*}
\mathcal{M}_{q \bar{q} \rightarrow q \bar{q}}= & \lim _{\omega_{p}^{*}, \omega_{q}^{\vec{q}} \rightarrow P^{0} / 2}\left(P^{0}-2 \omega_{\vec{p}}^{\vec{p}}\right) \\
& \times\left(P^{0}-2 \omega_{\vec{q}}^{\vec{q}}\right) \mathcal{G}\left(\vec{p}, \vec{q} ; \lambda, \bar{\lambda}, \lambda^{\prime}, \bar{\lambda}^{\prime} ; P^{0}\right) . \tag{50}
\end{align*}
$$

(See Appendix B.) If this amplitude is analytically continued to an unphysical region, it exhibits a pole at the position of the boundstate, $P^{0}=2 \omega_{p}=2 \omega_{\vec{q}} \rightarrow M_{\nu}$. If we expand the amplitude as a Laurent series at the pole

$$
\begin{equation*}
\mathcal{M}_{q \bar{q} \rightarrow q \bar{q}}=\frac{R_{\nu}}{P^{0}-M_{\nu}+i \epsilon}+\left(\text { regular as } P^{0} \rightarrow M_{\nu}\right) \tag{51}
\end{equation*}
$$

and calculate the mass $M_{\nu}$ in a perturbative series in $1 / c, M_{\nu}$ should be gauge independent at each order of $1 / c$, since $\mathcal{M}_{q \bar{q} \rightarrow q \bar{q}}$ is gauge independent at any order of perturbation series in $\alpha_{S}$.

Next we turn to the bound state wave function, which is defined from a Laurent expansion of the Green function at $P^{0}=M_{\nu}$ as ${ }^{13}$

$$
\begin{align*}
\mathcal{G}\left(\vec{p}, \vec{q} ; \lambda, \bar{\lambda}, \lambda^{\prime}, \bar{\lambda}^{\prime} ; P^{0}\right)= & \frac{\varphi_{\nu}(\vec{p}, \lambda, \bar{\lambda}) \varphi_{\nu}^{*}\left(\vec{q}, \lambda^{\prime}, \bar{\lambda}^{\prime}\right)}{P^{0}-M_{\nu}+i \epsilon} \\
& +\left(\text { regular as } P^{0} \rightarrow M_{\nu}\right) \tag{52}
\end{align*}
$$

or equivalently,

$$
\begin{equation*}
\left.\varphi_{\nu}(\vec{p}, \lambda, \bar{\lambda})=\langle\vec{p},-\vec{p}, \lambda, \bar{\lambda}| \nu ; \text { eff }\right\rangle \tag{53}
\end{equation*}
$$

with a normalization condition

$$
\begin{equation*}
\left.\langle\nu ; \text { eff }| 1-H_{\mathrm{eff}}^{\prime}\left(M_{\nu}\right) \mid \nu ; \text { eff }\right\rangle=1 \tag{54}
\end{equation*}
$$

Alternatively, from the original definition of $\mathcal{G}$, Eq. (31), one may express

$$
\begin{equation*}
\varphi_{\nu}(\vec{p}, \lambda, \bar{\lambda})=\langle\vec{p},-\vec{p}, \lambda, \bar{\lambda} \mid \nu ; \vec{P}=0\rangle \tag{55}
\end{equation*}
$$

where $|\nu ; \vec{P}=0\rangle$ is the eigenstate of the full QCD Hamiltonian $H$; see Sec. II. Then from Eqs. (42) and (48) the variation of the wave function is given by

$$
\begin{equation*}
\delta \varphi_{\nu}(\vec{p}, \lambda, \bar{\lambda})=-\langle\vec{p},-\vec{p}, \lambda, \bar{\lambda}| i Q_{B} \frac{1}{M_{\nu}-H+i \epsilon} \delta O|\nu ; \vec{P}=0\rangle \tag{56}
\end{equation*}
$$

and

$$
\begin{align*}
\delta \varphi_{\nu}(\vec{p}, \lambda, \bar{\lambda})= & -i\left[Q\left(M_{\nu}\right) \cdot \varphi_{\nu}\right](\vec{p}, \lambda, \bar{\lambda}) \\
\equiv & -i \int \frac{d^{3} \vec{q}}{(2 \pi)^{3}} \\
& \times \sum_{\lambda^{\prime}, \bar{\lambda}^{\prime}}\langle\vec{p},-\vec{p}, \lambda, \bar{\lambda}| Q\left(M_{\nu}\right)\left|\vec{q},-\vec{q}, \lambda^{\prime}, \bar{\lambda}^{\prime}\right\rangle \\
& \times \varphi_{\nu}\left(\vec{q}, \lambda^{\prime}, \bar{\lambda}^{\prime}\right) \tag{57}
\end{align*}
$$

when the gauge-fixing condition is varied. The last equation shows once again that $Q$ can be interpreted as the transformation charge.

Looking at Eq. (56) one might think that it is possible to mix different gauges in calculations of decay amplitudes of the bound state. Namely, one might take the wave function $\varphi_{\nu}(\vec{p}, \lambda, \bar{\lambda})$ calculated in one gauge (e.g., Coulomb gauge) as the initial state wave function and calculate the rest of the decay amplitude in another gauge (e.g., Feynman gauge).

$$
\begin{aligned}
& { }^{13} \text { At leading order of } 1 / c \text { expansion, } \nu=(n, s, \bar{s}) \text { and } \\
& \varphi_{\nu}^{(\mathrm{LO})}(\vec{p}, \lambda, \bar{\lambda})=\phi_{n}(\vec{p}) \xi_{s}(\lambda) \xi_{s}^{-}(\bar{\lambda}), \quad M_{\nu}^{(\mathrm{LO})}=2 m-\frac{\left(C_{F} \alpha_{S}\right)^{2} m}{4 n^{2}},
\end{aligned}
$$

where $\xi_{s}(\lambda)=\langle\lambda s\rangle$ is a two-component spin wave function. Expressions of $\varphi_{\nu}$ and $M_{\nu}$ up to $\mathcal{O}\left(1 / c^{2}\right)$ for the bound states can be found in $[16,19]$.

Generally final states satisfy the physical state condition $Q_{B}|f\rangle=0$, so the above equation may suggest that such a calculation gives the correct result (the result of a consistent calculation in one specific gauge). This expectation, however, is wrong since the two-body states $|\vec{p},-\vec{p}, \lambda, \bar{\lambda}\rangle$ do not span the complete Fock space. This fact will be verified explicitly in the second example in Sec. VI.

## V. PROBLEMS WITH THE ON-SHELL MATCHING PROCEDURE

In the definition of the effective Hamiltonian in terms of the full QCD Hamiltonian [Eqs. (31) and (34)] we kept the energies of the initial and final $q \bar{q}$ states different from $P^{0}$. (It corresponds to off-shell initial and final states in the language of a Lorentz covariant formulation.) Accordingly the form of $H_{\text {eff }}$ depends on our choice of gauge. In some literatures, however, the on-shell scattering amplitude Eq. (50) is used instead of the off-shell Green function $\mathcal{G}$ in order to determine a similar effective Hamiltonian. This leaves, in general, more freedom to the form of the effective Hamiltonian than what is due to gauge dependences. The difference is irrelevant when the Hamiltonian is applied to describe an on-shell $q \bar{q}$ system, whereas the quark and antiquark inside a bound state are generally off-shell. In this section we examine how the spectrum and the wave functions of the bound states are affected when we employ the on-shell matching procedure to determine the effective Hamiltonian.

First we consider a variation of the bound state mass as we vary the effective Hamiltonian under the constraint that it gives the same on-shell scattering amplitude. As we have seen in Eq. (45), $\delta \mathcal{G}$ should include a double pole $\left(P^{0}\right.$ $\left.-M_{\nu}+i \epsilon\right)^{-2}$ in order to generate a nonzero mass shift. We may try a simplest example:

$$
\begin{align*}
\delta \mathcal{G}\left(\vec{p}, \vec{q} ; \lambda, \bar{\lambda}, \lambda^{\prime}, \bar{\lambda}^{\prime} ; P^{0}\right)= & \frac{\Delta M_{\nu}}{\left(P^{0}-M_{\nu}+i \epsilon\right)^{2}}(2 \pi)^{3} \\
& \times \delta^{(3)}(\vec{p}-\vec{q}) \delta_{\lambda \lambda^{\prime}} \delta_{\bar{\lambda} \bar{\lambda}^{\prime}} \tag{58}
\end{align*}
$$

i.e.

$$
\begin{equation*}
\delta H_{\mathrm{eff}}\left(P^{0}\right)=\frac{\Delta M_{\nu}}{\left(P^{0}-M_{\nu}+i \boldsymbol{\epsilon}\right)^{2}}\left[P^{0}-H_{\mathrm{eff}}\left(P^{0}\right)\right]^{2} \tag{59}
\end{equation*}
$$

Evidently it does not modify the on-shell amplitude (50), while it does generate a mass shift $M_{\nu} \rightarrow M_{\nu}+\Delta M_{\nu}$. In the calculation of the bound state mass in a perturbative expansion in $1 / c$, if we add the above $\delta H_{\text {eff }}$ to the effective Hamiltonian retaining terms up to some chosen order in $1 / c$, the mass is shifted up to the corresponding order. In fact one may find a variety of examples which can affect the bound state mass while keeping the on-shell amplitude unchanged. Nevertheless we consider that it will not create a serious problem in practice, since we do not see any good reason why $\delta H_{\text {eff }}$ which has explicit pole structure(s) should mix in the determination of $H_{\text {eff }}$.

Next we consider the bound state wave functions. Generally the wave function $\varphi_{\nu}$ changes when $\delta \mathcal{G}$ includes a single pole $\left(P^{0}-M_{\nu}+i \epsilon\right)^{-1}$. For example, if we take

$$
\begin{equation*}
\delta \mathcal{G}=X \mathcal{G}+\mathcal{G} X, \tag{60}
\end{equation*}
$$

i.e.

$$
\begin{equation*}
\delta H_{\mathrm{eff}}=\left[P^{0}-H_{\mathrm{eff}}\left(P^{0}\right)\right] X+X\left[P^{0}-H_{\mathrm{eff}}\left(P^{0}\right)\right] \tag{61}
\end{equation*}
$$

the on-shell amplitude is not affected, where $X$ is nondiagonal in momentum space and does not include the free particle poles $\left(P^{0}-2 \omega_{\vec{p}}\right)^{-1},\left(P^{0}-2 \omega_{\vec{q}}\right)^{-1}$. On the other hand, the wave function varies as

$$
\begin{equation*}
\delta \varphi_{\nu}=X \cdot \varphi_{\nu} \tag{62}
\end{equation*}
$$

In this case the variation is serious, since different calculations of a decay amplitude of a bound state do not lead to a unique result if one uses different $\varphi_{\nu}$ 's connected by the above transformation as the intial state wave functions.

One may think that the ambiguity related to the on-shell matching procedure to determine $H_{\text {eff }}$ can be eliminated by directly matching all the relevant on-shell amplitudes to the perturbative expansion of the same amplitudes in $\alpha_{S}$. This works at lower orders of $1 / c$ expansions (in Coulomb gauge), but from the order $1 / c^{3}$ there appear contributions from the "ultrasoft gluons'" which include all orders of $\alpha_{S}$ [24] such that one should really consider the off-shell matching procedure seriously.

We conclude, therefore, that the determination of the effective Hamiltonian $H_{\text {eff }}$ from the off-shell Green function $\mathcal{G}$ is favorable, and that the on-shell matching procedure can in general lead to incorrect calculations of the bound state masses and the physical amplitudes involving bound states.

## VI. EXAMPLES

In this section we apply our formalism to two examples, where we study an infinitesimal gauge transformation from the Coulomb gauge. First example is a calculation of the transformation charge $Q$; in the second example we study gauge dependences of diagrams for a decay amplitude of a bound state.

Let us consider a class of gauge-fixing functions which interpolates the Coulomb gauge and the Feynman gauge. The gauge-fixing function is chosen as

$$
\begin{equation*}
F=-2 i\left(\frac{1}{2} B+\partial_{\mu} A^{\mu}+\frac{1}{\xi m^{2}} \square \vec{\nabla} \cdot \vec{A}\right), \tag{63}
\end{equation*}
$$

from which one obtains

$$
\begin{align*}
\mathcal{L}_{\mathrm{GF}+\mathrm{FP}}= & -\operatorname{tr}\left[\left(\partial_{\mu} A^{\mu}+\frac{1}{\xi m^{2}} \square \vec{\nabla} \cdot \vec{A}\right)^{2}\right] \\
& +2 i \operatorname{tr}\left[\bar{c}\left(\partial_{\mu} D^{\mu}+\frac{1}{\xi m^{2}} \square \vec{\nabla} \cdot \vec{D}\right) c\right] \tag{64}
\end{align*}
$$

after integrating out the auxiliary field $B$. Here, $\xi>0$ is the gauge parameter: $\xi \rightarrow 0$ and $\xi \rightarrow \infty$ correspond to the Coulomb gauge and the Feynman gauge, respectively. The gluon propagator $i D_{\mu \nu}(k)$ is given by

$$
\begin{align*}
& i D_{00}=\frac{-i}{k^{2}+i \epsilon}\left(1-\frac{1}{a^{2}}\right)+\frac{i}{|\vec{k}|^{2} a^{2}},  \tag{65}\\
& i D_{i 0}=\frac{i}{k^{2}+i \epsilon} \frac{k^{i} k^{0}}{|\vec{k}|^{2} a^{2}} \frac{\xi m^{2}}{|\vec{k}|^{2}},  \tag{66}\\
& i D_{i j}=\frac{i}{k^{2}+i \epsilon}\left(\delta^{i j}-\frac{k^{i} k^{j}}{|\vec{k}|^{2} a^{2}}\left[1+2 \xi m^{2} /|\vec{k}|^{2}\right]\right), \tag{67}
\end{align*}
$$

where $a=1+\xi m^{2} /|\vec{k}|^{2}$. Our formal arguments in the previous sections do not apply directly to this gauge-fixing condition since $\delta F$ includes $\partial_{0} \vec{A}$. Nevertheless we may obtain necessary rules for time-ordered perturbation theory easily via relations similar to Eqs. (36)-(38). ${ }^{14}$ For an infinitesimal change of the parameter $\xi \rightarrow \xi+\delta \xi$,

$$
\begin{equation*}
\delta O=\int d^{3} \vec{x} \frac{2 i \delta \xi}{\xi^{2} m^{2}} \operatorname{tr}[\bar{c} \square \vec{\nabla} \cdot \vec{A}] . \tag{68}
\end{equation*}
$$

## A. The charge $Q$ at $\mathcal{O}(\mathbf{1 / c})$

First we calculate the transformation charge $Q$ which generates an infinitesimal gauge transformation from the Coulomb gauge $(\xi=0)$ at $\mathcal{O}(1 / c)$. For perturbative calculations it is convenient to rewrite Eq. (47) as

$$
\begin{equation*}
Q\left(P^{0}\right)=P Q_{B} \frac{1}{P^{0}-H+i \epsilon} \delta O \frac{1}{1-\bar{P} \frac{1}{P^{0}-H_{0}+i \epsilon} V} P \tag{69}
\end{equation*}
$$



FIG. 7. The tree diagrams which contribute to the charge $Q$ for an infinitesimal transformation from the Coulomb gauge. The dotted line represents the ghost. The wavy line represents the gluon propagator $i D_{i 0}$; it is reduced effectively to an instantaneous propagator since the pole $\left(k^{2}+i \epsilon\right)^{-1}$ is cancelled by $k^{2}$ included in $\delta O$.
where $H=H_{0}+V . P$ denotes the projection operator to the subspace spanned by the two-body states $|\vec{p},-\vec{p}, \lambda, \bar{\lambda}\rangle$, and $\bar{P}=1-P$. Time-ordered diagrams are obtained by expanding the above equation in terms of $V$ and inserting the completeness relation in terms of the eigenstates of $H_{0}$. We may discard diagrams without cross talks between $q \bar{q}$ and ghost sectors, i.e. those diagrams which contain vacuum bubbles. ${ }^{15}$ The on-shell renormalization scheme is assumed for any value of $\xi$, so we may neglect quark self-energy diagrams at $\mathcal{O}(1 / c)$. The BRST charge reads

$$
\begin{equation*}
Q_{B}=\int d^{3} \vec{x} g \psi^{\dagger}(x) c(x) \psi(x)+\cdots, \tag{70}
\end{equation*}
$$

where only the term which contributes up to $\mathcal{O}(1 / c)$ is shown.

Simplest diagrams generated by Eq. (69) are the tree diagrams shown in Fig. 7. The two diagrams give equal contributions, the sum of which is given by

$$
\begin{equation*}
\left.\langle\vec{p},-\vec{p}, \lambda, \bar{\lambda}| Q\left(P^{0}\right)\left|\vec{q},-\vec{q}, \lambda^{\prime}, \bar{\lambda}^{\prime}\right\rangle\right|_{\mathcal{O}\left(\alpha_{S}\right)}=i C_{F} 4 \pi \alpha_{S} \frac{\delta \xi m^{2}}{|\vec{p}-\vec{q}|^{4}} \frac{1}{P^{0}-|\vec{p}-\vec{q}|-\omega_{p}-\omega_{q}+i \epsilon} \tag{71}
\end{equation*}
$$

Examining variations of the bound state wave functions generated by this charge [Eq. (57)], we see that two regions of the gluon-ghost momentum,

$$
\text { soft: } \quad|\vec{p}-\vec{q}| \sim \mathcal{O}(\beta)
$$

[^9]ultra-soft: $\quad|\vec{p}-\vec{q}| \sim \mathcal{O}\left(\beta^{2}\right)$,
are relevant at $\mathcal{O}(1 / c) .{ }^{16}$ Existence of the ultrasoft region indicates that the diagrams with multiple Coulomb-gluon exchange in ladder contribute also at $\mathcal{O}(1 / c)$. Indeed one may check that all the diagrams shown in Fig. 8 contribute to $\delta \varphi_{\nu}$ at this order; the contributions come from the ultrasoft region of the gluon-ghost momentum, $|\vec{k}| \sim \mathcal{O}\left(\beta^{2}\right)$. This is also consistent with the result of Love [26]. Hence, we find
\[

$$
\begin{equation*}
\left.\langle\vec{p},-\vec{p}, \lambda, \bar{\lambda}| Q\left(P^{0}\right)\left|\vec{q},-\vec{q}, \lambda^{\prime}, \bar{\lambda}^{\prime}\right\rangle\right|_{\mathcal{O}(1 / c)}=i C_{F} 4 \pi \alpha_{S} \int \frac{d^{3} \vec{k}}{(2 \pi)^{3}} \frac{\delta \xi m^{2}}{|\vec{k}|^{4}} \mathcal{G}^{(\mathrm{LO})}\left(\vec{p}-\frac{\vec{k}}{2}, \vec{q}+\frac{\vec{k}}{2} ; \lambda, \bar{\lambda}, \lambda^{\prime}, \bar{\lambda}^{\prime} ; P^{0}-|\vec{k}|-\frac{|\vec{k}|^{2}}{4 m}\right) \tag{73}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
\mathcal{G}^{(\mathrm{LO})}\left(\vec{p}, \vec{q} ; \lambda, \bar{\lambda}, \lambda^{\prime}, \bar{\lambda}^{\prime} ; P^{0}\right)=\langle\vec{p},-\vec{p}, \lambda, \bar{\lambda}| \frac{1}{P^{0}-H_{\mathrm{eff}}^{(\mathrm{LO})}+i \epsilon}\left|\vec{q},-\vec{q}, \lambda^{\prime}, \bar{\lambda}^{\prime}\right\rangle \tag{74}
\end{equation*}
$$

includes summation of the Coulomb ladders to all orders of $\alpha_{S}$. The charge $Q\left(P^{0}\right)$ turns out to be anti-hermite at $\mathcal{O}(1 / c)$. We note that the above charge does not include any bound state pole because of the integration over $\vec{k}$.

Alternatively it is possible to calculate the charge $\left.Q\right|_{\mathcal{O}(1 / c)}$ by first evaluating $\delta H_{\text {eff }}$ and then extracting $Q$ via the relation Eq. (49). This procedure becomes cumbersome at higher orders of $\alpha_{S}$ because the number of gauge cancellations among diagrams increases. These gauge cancellations are automatically incorporated in the direct calculation of $Q$ above by the BRST invariance of the full QCD Hamiltonian, $\left[Q_{B}, H\right]=0$.

## B. A decay amplitude of a $q \bar{q}$ bound state at $\mathcal{O}(1 / c)$

Next we analyze infinitesimal gauge transformations of the diagrams for the decay process of the bound state where $q$ and $\bar{q}$ decay into lighter quarks via electroweak interaction. We analyze the infinitesimal transformation from the Coulomb gauge up to $\mathcal{O}(1 / c)$ as in the above example and see how the variation of the initial-state wave function Eq. (57) gets cancelled in the total amplitude. The diagrams which contribute to this process up to $\mathcal{O}(1 / c)$ in Coulomb gauge are shown in Fig. 9 [36]. ${ }^{17}$ When we vary the gauge-fixing function, additional diagrams which contribute to the $\mathcal{O}(1 / c)$ decay amplitude are shown in Fig. 10. Here, the double-wavy lines represent $i \delta D_{\mu \nu}$, where

$$
\begin{equation*}
i \delta D_{00}=-i\left(\frac{1}{k^{2}+i \epsilon}+\frac{1}{|\vec{k}|^{2}}\right) \frac{2 \delta \xi m^{2}}{|\vec{k}|^{2}} \tag{75}
\end{equation*}
$$

etc. Diagrams (a) and (b) can be regarded as transformations of the initial-state wave function of the leading-order diagram (i). Conversely, the diagrams (c)-(e) cannot be regarded as such, since they do not contain a $q \bar{q}$ two-body state as an intermediate state.

Using diagrammatic analysis, one may verify that the sum of all diagrams (a)-(e) vanishes so that the total amplitude is indeed gauge independent. In fact, from diagrammatic manipulations as shown in Fig. 11 and also from similar manipulations corresponding to the diagram (b), one can show that the sum of diagrams in (a) and (b) can be regarded as the leading order diagram Fig. 9(i) with the initial state bound state wave function $\varphi_{\nu}$ replaced by its infinitesimal transformation Eq. (57). Rearrangement of diagrams may be performed, for instance, using the relation

$$
\begin{align*}
& \frac{1}{P^{0}-} 2 \omega_{\vec{p}}+i \epsilon
\end{align*}\left(\frac{1}{|\vec{k}|} \frac{1}{P^{0}-|\vec{k}|-\omega_{\vec{p}}-\omega_{\vec{p}+\vec{k}}+i \epsilon}+\frac{1}{|\vec{k}|^{2}}\right) \frac{2 \delta \xi m^{2}}{|\vec{k}|^{2}} \frac{1}{P^{0}-2 \omega_{\vec{p}+\vec{k}}+i \epsilon}
$$

[^10]

FIG. 8. The diagrams which contribute to the charge $Q$ at $\mathcal{O}(1 / c)$ for an infinitesimal transformation from the Coulomb gauge. The dashed line represents the Coulomb gluon of the Coulomb gauge. Other notations are same as in Fig. 7.
for manipulating the propagator Eq. (75). On the other hand, from Fig. 12 we see that the sum of the diagrams in (c)-(e) exactly cancels the sum of (a) and (b). For details of the diagrammatic analyses, see Refs. [26,27].

According to the formal arguments in Sec. IV we know how the initial-state wave function transforms and therefore we know the sum of the other diagrams (c)-(e) in order to ensure gauge independence of the total amplitude. This example demonstrates that the diagrammatic analyses are rather cumbersome since infinitely many diagrams contribute even at the lowest nontrivial order of the $1 / c$ expansion.

## LO:


(i)

## $O(1 / c):$


(ii)

(iv)

(ii)

(v)


FIG. 9. The diagrams which contribute to the amplitude for a nonrelativistic bound state decaying into $q^{\prime} \bar{q}^{\prime \prime} W^{+} W^{-}$up to $\mathcal{O}(1 / c)$. We suppressed diagrams for $\mathcal{O}\left(\alpha_{S}\right)$ corrections to the $q q^{\prime} W$ and $\bar{q} \bar{q}^{\prime \prime} W$ vertices.


FIG. 10. The diagrams which are generated by the infinitesimal variation of the gauge-fixing condition from the Coulomb gauge. The double-wavy line represents the variation of the gluon propagator $i \delta D_{\mu \nu}$.

## VII. CONCLUSION AND DISCUSSION

In this paper we analyzed gauge dependence of an effective Hamiltonian formalism that describes the nonrelativistic quark-antiquark bound states and discussed problems of the on-shell matching procedure within this formalism. The significance of our present work may be put as follows.

We used the BRST symmetry, which is known to be a powerful tool to study QCD Green functions, to analyze the NRQCD bound states. The arguments were supplemented by power countings of singularities of relevant diagrams to make them more explicit and detailed. Gauge dependence of the NRQCD bound state formalism is more complex than that of usual (naive) perturbation theory since we have to deal with an infinite number of diagrams at each order of the $1 / c$ expansion. [e.g., an infinite number of diagrams contribute to $H_{\text {eff }}$ at $\mathcal{O}(1 / c)$ in gauges other than the Coulomb gauge [26].] We defined $H_{\text {eff }}$ naturally in the context of timeordered perturbation theory. Then we obtained the transformation charge $Q$ of $H_{\text {eff }}$, from which we could easily see gauge independence of the spectrum and obtain transformation of the bound state wave functions. For an infinitesimal transformation from the Coulomb gauge, we calculated $Q$ directly up to $\mathcal{O}(1 / c)$. Also we saw that, without resort to the BRST symmetry, cumbersome gauge cancellations among diagrams are necessary to show gauge independence of a decay amplitude of the bound state. At higher orders of $1 / c$, diagrammatic analyses such as what we presented in the second example or those in Refs. [26,27] become quite intricate so that the arguments based on the BRST symmetry would become more important.

Furthermore, we showed possibilities for incorrect calcu-


FIG. 11. A diagrammatic method to show that the sum of diagrams in Fig. 10(a) can be regarded as the leading order diagram Fig. 9(i) with the initial state bound state wave function $\varphi_{\nu}$ replaced by a half of its infinitesimal transformation $-i Q \cdot \varphi_{\nu} / 2$.
lations of amplitudes involving bound states if one uses only the on-shell $q \bar{q}$ scattering amplitude to determine $H_{\text {eff }}$. These problems do not occur if we determine $H_{\text {eff }}$ from the off-shell Green function $\mathcal{G}$, or, if we use a local NRQCD Lagrangian consistently and determine its coefficients via proper matching procedure, e.g. as in lattice calculations [37,38]. The latter procedure has a disadvantage that one should calculate a number of amplitudes to determine all the coefficients.

Presently we still do not have at our disposal a completely systematic way to identify all the necessary contributions in computations of physical quantities of the NRQED-NRQCD bound states at a given order of $1 / c$ expansion. We believe that the formalism developed in this paper will provide useful cross checks in these computations. Now we know how a bound state wave function or the Green function $\mathcal{G}$ contained in an amplitude transforms. The transformation charge $Q$ is process independent and depends only on the gauge-fixing condition, and it can be calculated directly in a perturbative expansion in $1 / c$.

A possible application is to use the formalism to study gauge dependences of the diagrams involved in the calculation of the top quark momentum distribution in the $t \bar{t}$ threshold region at $\mathcal{O}\left(1 / c^{2}\right)$. It is known that at leading order the top momentum distribution is proportional to the absolute square of the wave functions of (would-be) toponium bound states in momentum space [39]. As we saw in this paper, wave functions of bound states are gauge dependent beyond leading order. In the second example of Sec. VI, we verified that this gauge dependence is cancelled by that of the finalstate interaction diagrams (ii)-(v) at $\mathcal{O}(1 / c)$. In other words, a bound state wave function mixes with the final-state interaction diagrams by gauge transformation. This shows that the present calculations of the top momentum distribution

etc.


FIG. 12. Examples of the diagrammatic method to show that the sum of diagrams in Fig. 10(c)-10(e) exactly cancels the sum of (a) and (b).
[23] are gauge dependent, i.e. they vary if we transform the gauge infinitesimally from the Coulomb gauge, since they do not include the final-state interaction diagrams. Also the example suggests how gauge cancellations should take place in the complete amplitude at $\mathcal{O}\left(1 / c^{2}\right)$ which has not been obtained yet.
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## APPENDIX A: USE OF THE EQUATION OF MOTION IN A LOCAL NRQCD LAGRANGIAN

In writing down a local NRQCD Lagrangian in terms of the nonrelativistic quark $\left(\psi_{q}\right)$, nonrelativistic antiquark $\left(\psi_{q}^{-}\right)$, gluon $\left(A_{\mu}\right)$, ghost $(c)$ and antighost $(\bar{c})$ fields, in principle one writes down all possible local interactions consistent with the rotational and BRST symmetries. In addition, one may simplify the Lagrangian using the equation of motion, and it is often convenient to eliminate all terms including $D_{0}^{n}$ ( $n \geqslant 2$ ), where $D_{\mu}=\partial_{\mu}-i g A_{\mu}(x)$ is the covariant derivative. After such a simplification, the Lagrangian takes a standard form

$$
\begin{align*}
\mathcal{L}= & \psi_{q}^{\dagger}(x)\left[i D_{0}+c_{2} \frac{\vec{D}^{2}}{2 m}+c_{4} \frac{\vec{D}^{4}}{8 m^{3}}+c_{F} \frac{g}{2 m} \vec{B} \cdot \vec{\sigma}+c_{D} \frac{g}{8 m^{2}}(\vec{D} \cdot \vec{E}-\vec{E} \cdot \vec{D})+c_{S} \frac{g}{8 m^{2}} i \vec{\sigma} \cdot(\vec{D} \times \vec{E}-\vec{E} \times \vec{D})+\cdots\right] \psi_{q}(x) \\
& +\left(\psi_{q} \rightarrow \psi_{q}^{-}\right)+c_{4-\text { Fermi }} \frac{g^{2}}{m^{2}} \psi_{q}^{\dagger}(x) \psi_{q}^{\dagger}(x) \psi_{q}(x) \psi_{q}^{-}(x)+\cdots-\frac{1}{2} \operatorname{tr}\left[G^{\mu \nu} G_{\mu \nu}\right] . \tag{A1}
\end{align*}
$$



We suppressed the gauge-fixing and ghost terms. One should determine the (Wilson) coefficients of local operators $c_{2}, c_{4}$, $c_{F}$, etc. by matching various on-shell amplitudes to those of full QCD. Furthermore, in practical applications of the NRQCD formalism, we often evaluate the correlators involving the current operators composed of the nonrelativistic quark and/or antiquark fields. The equation of motion is also used to eliminate $D_{0}^{n}$ from the current operators, and the coefficients of local operators constituting the current operators are determined by matching the on-shell amplitudes to those of full QCD.

In this appendix we prove that we may use the equation of motion appropriately in order to simplify the form of the Lagrangian. We also prove that in the evaluation of on-shell amplitudes involving current operators, the change of the Lagrangian can be compensated by local redefinitions of the current operators and that one can use the equation of motion to rewrite the current operators. It is understood that we regularize ultraviolet and infrared divergences using the dimensional regularization.

Let us start from a general local Lagrangian $\mathcal{L}\left(\psi_{q}, \psi_{q}^{-}, A_{\mu}, c, \bar{c}\right)$ and add a local operator which vanishes by the equation of motion:

$$
\begin{equation*}
\mathcal{L} \rightarrow \mathcal{L}+\psi_{q}^{\dagger}\{N, M\} \psi_{q} . \tag{A2}
\end{equation*}
$$

Here, the equation of motion for $\psi_{q}$ is denoted by

$$
\begin{equation*}
\frac{\delta S}{\delta \psi_{q}^{\dagger}(x)}=\left(M \psi_{q}\right)(x), \quad S=\int d^{D} x \mathcal{L}, \tag{A3}
\end{equation*}
$$

and $N$ denotes a local operator with $N=N^{\dagger}$, e.g. $N \psi_{q}$ $=i D_{0} \psi_{q}, \vec{D}^{2} \psi_{q}, B \cdot \sigma \psi_{q}$, etc. $N$ may include the gluon field but not the quark or antiquark field. For simplicity we do not change the antiquark sector of the Lagrangian in our argument. According to Eq. (A2), the two-point and fourpoint functions change as

$$
\begin{gather*}
\delta\langle 0| T \psi_{q}(x) \psi_{q}^{\dagger}(y)|0\rangle=\langle 0| T \psi_{q}(x) \psi_{q}^{\dagger}(y)\left[i \int d^{D} z \psi_{q}^{\dagger}(z)\right. \\
\left.\times\left(\{N, M\} \psi_{q}\right)(z)\right]|0\rangle,  \tag{A4}\\
\delta\langle 0| T \psi_{q}(x) \psi_{q}^{\dagger}(y) \psi_{q}^{-}\left(x^{\prime}\right) \psi_{q}^{\dagger}\left(y^{\prime}\right)|0\rangle \\
=\langle 0| T \psi_{q}(x) \psi_{q}^{\dagger}(y) \psi_{q}^{-}\left(x^{\prime}\right) \psi_{q}^{\dagger}\left(y^{\prime}\right)\left[i \int d^{D} z \psi_{q}^{\dagger}(z)\right. \\
\left.\quad \times\left(\{N, M\} \psi_{q}\right)(z)\right]|0\rangle . \tag{A5}
\end{gather*}
$$

In order to rewrite the right-hand-side of Eq. (A4) one may use the Schwinger-Dyson equation ${ }^{18}$

$$
\begin{align*}
\langle 0| T & \left\{\frac{1}{2} \psi_{q}(x)\left[\left(N \psi_{q}\right)(y)\right]^{\dagger}+\frac{1}{2}\left(N \psi_{q}\right)(x) \psi_{q}^{\dagger}(y)\right. \\
& +\psi_{q}(x) \psi_{q}^{\dagger}(y)\left[i \int d^{D} z N(z, z)\right]+\psi_{q}(x) \psi_{q}^{\dagger}(y) \\
& \left.\times\left[i \int d^{D} z \psi_{q}^{\dagger}(z)\left(\{N, M\} \psi_{q}\right)(z)\right]\right\}|0\rangle=0 . \tag{A6}
\end{align*}
$$

The third term of this equation vanishes within the dimensional regularization, since $N(z, z)$ contains $\delta^{D}(0)$ and/or $\left[\partial_{z}^{n} \delta^{D}(z)\right]_{z \rightarrow 0}$ which give scaleless integrals (tadpoles). Hence, we have

$$
\begin{align*}
\delta\langle 0| T \psi_{q}(x) \psi_{q}^{\dagger}(y)|0\rangle= & -\langle 0| T\left\{\frac{1}{2} \psi_{q}(x)\left[\left(N \psi_{q}\right)(y)\right]^{\dagger}\right. \\
& \left.+\frac{1}{2}\left(N \psi_{q}\right)(x) \psi_{q}^{\dagger}(y)\right\}|0\rangle . \tag{A7}
\end{align*}
$$

This equation shows that the change of the Lagrangian does not affect the pole mass of the quark propagator, whereas the Z-factor (wave function renormalization constant) varies; see Fig. 13.

Following similar steps, one can show that the variation of the four-point function is given by

$$
\begin{align*}
\delta\langle 0| T & \psi_{q}(x) \psi_{q}^{\dagger}(y) \psi_{q}^{-}\left(x^{\prime}\right) \psi_{q}^{\dagger}\left(y^{\prime}\right)|0\rangle \\
= & -\langle 0| T\left\{\frac{1}{2} \psi_{q}(x)\left[\left(N \psi_{q}\right)(y)\right]^{\dagger}+\frac{1}{2}\left(N \psi_{q}\right)(x)\right. \\
& \left.\times \psi_{q}^{\dagger}(y)\right\} \psi_{q}^{-}\left(x^{\prime}\right) \psi_{q}^{\dagger}\left(y^{\prime}\right)|0\rangle \tag{A8}
\end{align*}
$$

Thus, if we redefine the Z-factor according to Eq. (A7), the on-shell amplitude of the quark-antiquark scattering remains the same; see Fig. 14. Similarly the amplitudes where multiple gluons are attached to the quark-antiquark scattering can be shown to be invariant under the variation of the Lagrangian Eq. (A2).

Equations (A7) and (A8) also show that, when evaluating correlators involving current operators, the change of the La-

[^11]and a similar term with $\psi \leftrightarrow \psi^{\dagger}$.


FIG. 14. The diagrammatic representation of Eq. (A8). The first two diagrams give rise to a wave function renormalization common to Fig. 13. The third diagram is one-particle irreducible with respect to the leg with $\otimes$, hence it does not contribute to the on-shell amplitude.
grangian can be compensated by local redefinitions of the current operators. By way of example, for a current operator which creates and annihilates a quark-antiquark pair,

$$
\begin{equation*}
J^{i}(x)=\psi_{q}^{\dagger}(x)\left[c_{1}^{v} \sigma^{i}+c_{2}^{v} \sigma^{i} \frac{\stackrel{\leftrightarrow}{D}^{2}}{12 m^{2}}+\cdots\right] \psi_{q}^{\dagger}(x)+\text { H.c. } \tag{A9}
\end{equation*}
$$

the on-shell amplitude calculated from the correlator $\langle 0| T J^{i}(x) \psi_{q}(y) \psi_{q}^{-}(z)|0\rangle$ remains unchanged if we redefine the current as

$$
\begin{equation*}
J^{i}(x) \rightarrow J^{i}(x)+\delta J^{i}(x) \tag{A10}
\end{equation*}
$$

$\delta J^{i}(x)=\left[\left(N \psi_{q}\right)(x)\right]^{\dagger}\left[c_{1}^{v} \sigma^{i}+c_{2}^{v} \sigma^{i} \frac{\stackrel{\leftrightarrow}{D}^{2}}{12 m^{2}}+\cdots\right] \psi_{q}^{\dagger}(x)+$ H.c.

Finally we show that we may use the equation of motion in order to rewrite the current operators. One may derive the Schwinger-Dyson equation ${ }^{19}$

$$
\begin{align*}
\langle 0| T & \left\{\left[\left(\Gamma^{i} M \psi_{q}\right)(x)\right]^{\dagger} \psi_{q}^{\dagger}(x) \psi_{q}(y) \psi_{q}^{-}(z)\right. \\
& \left.+i \Gamma^{i \dagger}(x, y) \psi_{q}^{\dagger}(x) \psi_{q}^{-}(z)\right\}|0\rangle=0, \tag{A12}
\end{align*}
$$

where $\Gamma^{i}$ is a local operator and may include the gluon field but not the quark or antiquark field, e.g. $\Gamma^{i}(x, y)=\sigma^{i} \delta^{D}(x$ $-y), D^{i}(x, y)$, etc. The second term does not contain the quark pole, hence it does not contribute to the on-shell amplitude. Thus, adding $\left[\left(\Gamma^{i} M \psi_{q}\right)(x)\right]^{\dagger} \psi_{q}^{\dagger}(x)+$ H.c. to the current operator $J^{i}(x)$ does not affect the on-shell amplitude.

## APPENDIX B: TIME-ORDERED PERTURBATION THEORY

Here, we derive the rules for calculations of the on-shell quark-antiquark scattering amplitude in time-ordered (oldfashioned) perturbation theory. The $S$-matrix element between the eigenstates of the free Hamiltonian defined in Eq. (32) with an infinite time separation (asymptotic states) is given by
${ }^{19}$ This follows from

$$
\int \mathcal{D} \psi_{q} \frac{\delta}{\delta \psi_{q}(z)} \Gamma^{i \dagger}(x, z) \psi_{q}^{\dagger}(x) \psi_{q}(y) \psi_{q}^{-}(z) e^{i S}=0
$$

and integrating over $z$.


FIG. 15. Typical diagrams which have power countings $\beta^{n_{0}}\left(\alpha_{S} / \beta\right)^{n}$ for $n \gg n_{0}$. The ghost is connected with the uncrossed ladders of $q \bar{q}$ with a finite number $\left[\leq \mathcal{O}\left(n_{0}\right)\right]$ of lines.

$$
\begin{align*}
S_{f i}= & \lim _{T \rightarrow \infty}\langle\vec{p},-\vec{p}, \lambda, \bar{\lambda}| e^{-i H T}\left|\vec{q},-\vec{q}, \lambda^{\prime}, \bar{\lambda}^{\prime}\right\rangle  \tag{B1}\\
= & \lim _{T \rightarrow \infty} \oint \frac{d P^{0}}{2 \pi i} e^{-i P^{0} T} \\
& \times\langle\vec{p},-\vec{p}, \lambda, \bar{\lambda}| \frac{1}{P^{0}-H+i \epsilon}\left|\vec{q},-\vec{q}, \lambda^{\prime}, \bar{\lambda}^{\prime}\right\rangle \tag{B2}
\end{align*}
$$

In the integrand, we see the Green function $\mathcal{G}\left(\vec{p}, \vec{q} ; \lambda, \bar{\lambda}, \lambda^{\prime}, \bar{\lambda}^{\prime} ; P^{0}\right)$ introduced in Eq. (31). We expand the right-hand-side in $V$, where $H=H_{0}+V$,

$$
\begin{equation*}
\frac{1}{P^{0}-H+i \epsilon}=\frac{1}{P^{0}-H_{0}+i \epsilon} \sum_{n=0}^{\infty}\left(V \frac{1}{P^{0}-H_{0}+i \epsilon}\right)^{n} \tag{B3}
\end{equation*}
$$

and insert the completeness relations in terms of the eigenstates of $H_{0}$. One readily sees that, at each order of the perturbative expansion, the free propagator poles $\left(P^{0}-2 \omega_{p}\right.$ $+i \epsilon)^{-1}$ and $\left(P^{0}-2 \omega_{\vec{q}}+i \epsilon\right)^{-1}$ are attached at the both ends. Therefore, if we write

$$
\begin{align*}
\langle\vec{p}, & \left.-\vec{p}, \lambda, \bar{\lambda}\left|\frac{1}{P^{0}-H+i \epsilon}\right| \vec{q},-\vec{q}, \lambda^{\prime}, \bar{\lambda}^{\prime}\right\rangle \\
& =\frac{\mathcal{M}_{q \bar{q} \rightarrow q \bar{q}}\left(P^{0}\right)}{\left(P^{0}-2 \omega_{p}+i \epsilon\right)\left(P^{0}-2 \omega_{q}+i \epsilon\right)} \tag{B4}
\end{align*}
$$

and set $2 \omega_{p}=2 \omega_{\vec{q}}=\sqrt{s}$, we find

$$
\begin{align*}
S_{f i} & =\lim _{T \rightarrow \infty} \oint \frac{d P^{0}}{2 \pi i} e^{-i P^{0} T}\left(\frac{1}{P^{0}-\sqrt{s}+i \epsilon}\right)^{2} \mathcal{M}_{q \bar{q} \rightarrow q \bar{q}}\left(P^{0}\right)  \tag{B5}\\
& =\left.\lim _{T \rightarrow \infty} \frac{\partial}{\partial P^{0}}\left\{e^{-i P^{0} T} \mathcal{M}_{q \bar{q} \rightarrow q \bar{q}}\left(P^{0}\right)\right\}\right|_{P^{0} \rightarrow \sqrt{s}}  \tag{B6}\\
& =\lim _{T \rightarrow \infty} e^{-i \sqrt{s} T}\left\{\mathcal{M}_{q \bar{q} \rightarrow q \bar{q}}^{\prime}(\sqrt{s})-i T \mathcal{M}_{q \bar{q} \rightarrow q \bar{q}}(\sqrt{s})\right\} . \tag{B7}
\end{align*}
$$

The second term in the last line represents the dominant term as $T \rightarrow \infty$. Thus, we obtain the reduction formula Eq. (50) as
well as the rules for calculations of the scattering amplitude in time-ordered perturbation theory. ${ }^{20}$

Following similar steps, one can show that in general the Green function $\mathcal{G}$ appears as an intermediate matrix element when one evaluates a transition amplitude involving contributions from the quark-antiquark bound states using timeordered perturbation theory.

## APPENDIX C: ABSENCE OF BOUND STATE POLES IN EQ. (46)

We show that the state given by Eq. (46) cannot accommodate a pole which is degenerate with any of the quarkantiquark bound state poles, $\left(P^{0}-M_{\nu}+i \boldsymbol{\epsilon}\right)^{-1}$. We first note that $Q_{B}$ and $\delta O$ have the ghost number +1 and -1 , respectively. Suppose this state contains some of these bound state poles. Then, the matrix element composed of this state should have a power counting in terms of $\alpha_{S}$ and $\beta$ as

$$
\begin{align*}
& \langle\vec{p},-\vec{p}, \lambda, \bar{\lambda}| \delta O \frac{1}{P^{0}-H+i \epsilon} i Q_{B}\left|\vec{q},-\vec{q}, \lambda^{\prime}, \bar{\lambda}^{\prime}\right\rangle \\
& \quad \sim \beta^{n_{0}} \sum_{n} c_{n}\left(\alpha_{S} / \beta\right)^{n} \times[1+\mathcal{O}(1 / c)] \tag{C1}
\end{align*}
$$

for some $n_{0}$, since $P^{0}-M_{\nu}=\left[1-C_{F}^{2}\left(\alpha_{S} / \beta\right)^{2} / 4 l^{2}\right] m \beta^{2}$ at leading order. It is known that the diagrams which can have the leading power counting $\left(\alpha_{S} / \beta\right)^{n}$ are only the uncrossed ladder diagrams; see Sec. III. Therefore the diagrams which can contribute to $\beta^{n_{0}}\left(\alpha_{S} / \beta\right)^{n}$ for $n \gtrdot n_{0}$ are only those diagrams where a ghost is connected to one of the uncrossed ladders of $q \bar{q}$ with a finite number $\left[\leq \mathcal{O}\left(n_{0}\right)\right]$ of lines; see Fig. 15. ${ }^{21}$ After integrating over the loop momenta, there remains no pole in the $P^{0}$-dependence of the sum of the diagrams, in the same way that a usual one-loop diagram does not exhibit a pole but rather contains branch point(s); cf. Eq. (73).

We may restate it differently. If a ghost and a nonrelativistic $q \bar{q}$ pair should constitute a boundstate, intuitively the sum of the ladder diagrams with multiple gluon exchanges between the ghost and $q \bar{q}$ pair may exhibit a bound state pole. Since the coupling of ghost and gluon is suppressed by powers of $\beta$, the binding energy of the bound state should scale differently from (have more powers of $\alpha_{S}$ than) the Coulomb binding energies (if the bound state should exist at all).
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[^0]:    ${ }^{1}$ One may conjecture that gauge dependence can be described by unitary transformation, since effective Hamiltonians are hermite (if we neglect decay widths of bound states) and the bound state spectrum is invariant under this transformation. For our effective Hamiltonians, however, the transformation is not unitary (the charge is not hermite), since the Hamiltonians are dependent on the c.m. energy $P^{0}$ of the system.

[^1]:    ${ }^{2}$ In our convention, the BRST transformation is defined as $\left\{i Q_{B}, \psi\right\}=\delta_{B} \psi=i g c \psi, \quad \delta_{B} \bar{\psi}=i g \bar{\psi} c, \quad \delta_{B} A_{\mu}=D_{\mu} c, \quad \delta_{B} c=i g c^{2}$, $\delta_{B} \bar{c}=i B$, and $\delta_{B} B=0$, where $B$ is the Nakanishi-Laudrup auxiliary field.

[^2]:    ${ }^{3} \mathrm{~A}$ typical example is the $R_{\xi}$-gauge for electroweak interaction where an unphysical pole $\left(k^{2}-\xi M_{W}^{2}+i \boldsymbol{\epsilon}\right)^{-1}$ is included in the gauge boson propagator.

[^3]:    ${ }^{4}$ In counting the powers of $\beta$ of a loop integral, the singularity of the integrand will increase if one assigns a large power of $\beta$ to the momentum in the propagators, but the integration measure is more suppressed. The optimal assignment of the order in $\beta$ to each internal momentum must be sought to identify the most singular part of the integral. This procedure leads to Eq. (20).
    ${ }^{5}$ Dirac representation of the $\gamma$-matrices is most useful in power countings, where $\gamma^{0}$ is diagonal and $\gamma^{i}$ 's are off-diagonal. The quark spinor wave function has the upper two components of $\mathcal{O}(1)$ and the lower two components suppressed by $\beta$, vice versa for the antiquark.

[^4]:    ${ }^{6}$ To see that $\left(E-\vec{p}^{2} / m\right) \widetilde{G}(\vec{p} ; E)$ is a function of $\alpha_{S} / \beta$, one should identify $E \rightarrow m \beta^{2}$ and $|\vec{p}| \rightarrow m \beta$ at leading order.

[^5]:    ${ }^{7}$ The nonzero decay width of the bound state $\Gamma_{n}$ renders the $\delta$-function in Eq. (30) to the Breit-Wigner distribution

    $$
    \pi \delta\left(E-E_{n}\right) \rightarrow \frac{\Gamma_{n} / 2}{\left(E-E_{n}\right)^{2}+\Gamma_{n}^{2} / 4} .
    $$

    ${ }^{8}$ Here, $\beta$ symbolizes both $|\vec{p}| / m c$ and $\sqrt{E / m c^{2}}$ for a nonrelativistic off-shell quark-antiquark.

[^6]:    ${ }^{9}$ In addition to powers of $\alpha_{S}$ and $\beta$, there appear also powers of $\log \alpha_{S}$ and $\log \beta$ in these perturbation series.

[^7]:    ${ }^{10}$ Presently the QCD effective Hamiltonian is known up to $\mathcal{O}\left(1 / c^{2}\right)$ in Coulomb gauge, see e.g. [16,17].

[^8]:    ${ }^{11}$ Here, we assume that $\delta F$ is independent of $\partial_{0} A_{\mu}, \partial_{0} c$, etc.; otherwise the change of the Hamiltonian takes a different form. See Sec . VI for a more general case.
    ${ }^{12}$ Note that at leading order all bound states in the spectrum are the Coulomb bound states which are physical states. (In particular, all these states can be created from the vacuum via gauge invariant operators.) It already suggests that to all orders of $1 / c$ there are no unphysical bound states in the spectrum of $H_{\text {eff }}$ which are degenerate with these physical bound states.

[^9]:    ${ }^{14} \mathrm{~A}$ more natural choice of gauge-fixing function that interpolates the Coulomb gauge and the Feynman gauge would be

    $$
    \begin{equation*}
    F=-2 i\left(\frac{1}{2} B+\partial_{\mu} A^{\mu}+\frac{1}{\xi} \vec{\nabla} \cdot \vec{A}\right) \tag{72}
    \end{equation*}
    $$

    In this case, canonical quantization can be performed straightforwardly following the standard procedure [30] and all of our formal arguments apply directly. On the other hand, practical calculations are tediously complicated in this gauge due to the existence of a double pole $\left(k^{2}+i \epsilon\right)^{-2}$ in the gluon propagator. For simplicity of practical calculations, we present the examples according to the gauge-fixing condition Eq. (63). Another class of gauge-fixing conditions which interpolates these two gauges was introduced, for QED, in [35], which corresponds to a class of nonlocal gauge-fixing functions.
    ${ }^{15}$ This corresponds to renormalizing the perturbative vacuum $|0\rangle_{\text {free }}$ appropriately in each gauge.

[^10]:    ${ }^{16}$ In power counting we consider $\delta \xi m^{2} /|\vec{p}-\vec{q}|^{2} \sim \mathcal{O}(1)$.
    ${ }^{17}$ It is understood that the bound state wave function $\varphi_{\nu}$ includes $\mathcal{O}(1 / c)$ corrections. For simplicity, we neglect $\mathcal{O}\left(\alpha_{S}\right)$ corrections to the $q q^{\prime} W$ and $\bar{q} \bar{q}^{\prime \prime} W$ vertices, which constitute gauge independent subsets by themselves and do not mix with the gauge transformation of $\varphi_{\nu}$.

[^11]:    ${ }^{18}$ In the path-integral formulation, this follows readily from

    $$
    \int \mathcal{D} \psi_{q}^{\dagger} \frac{\delta}{\delta \psi_{q}^{\dagger}(z)} \psi_{q}(x) \psi_{q}^{\dagger}(y)\left[\left(N \psi_{q}\right)(z)\right]^{\dagger} e^{i S}=0
    $$

[^12]:    ${ }^{21}$ We discard the diagrams without cross talks between $q \bar{q}$ and ghost sectors; see Sec. VI.

