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We investigate the quantal dynamics of the electronic and nuclear wave packét iof $rong
femtosecond pulses=(10*W/cn?). A highly accurate method which employs a generalized
cylindrical coordinate system is developed to solve the time-dependentdBuieo equation for a
realistic three-dimension&BD) model Hamiltonian of g The nuclear motion is restricted to the
polarization directiore of the laser electric fiel&E(t). Two electronic coordinatesandp and the
internuclear distanc® are treated quantum mechanically without using the Born-Oppenheimer
approximation. As the 3D packet pumped ontg,dnoves toward larger internuclear distances, the
response to an intense laser field switches from the adiabatic one to the diabatic one; i.e., electron
density transfers from a well associated with a nucleus to the other well every half optical cycle,
following which interwell electron transfer is suppressed. As a result, the electron density is
asymmetrically distributed between the two wells. Correlations between the electronic and nuclear
motions extracted from the dynamics starting frono,1can be clearly visualized on the
time-dependent “effective” 2D surface obtained by fixipgn the total potential. The 2D potential

has an ascending and descending valley aloag: R/2 which change places with each other every
half cycle. In the adiabatic regime, the packet starting frary &tays in the ascending valley, which
results in the slowdown of dissociative motion. In the diabatic regime, the dissociating packet
localized in a valley gains almost no extra kinetic energy because it moves on the descending and
ascending valleys alternately. Results of the 3D simulation are also analyzed by using the
phase-adiabatic staté® and|2) that are adiabatically connected with the two stateg and 1o,

asE(t) changes. The staté$) and|2) are nearly localized in the descending and the ascending
valley, respectively. In the intermediate regime, bdth and |2) are populated because of
nonadiabatic transitions. The interference between them can occur not only at adiabatic energy
crossing points but also near a local maximum or minimurk@j). The latter type of interference
results in ultrafast interwell electron transfer within a half cycle. By projecting the wave packet onto
|1) and |2), we obtain the populations di) and |2), P, and P,, which undergo losses due to
ionization. The two-state picture is validated by the fact that all the intermediates in other adiabatic
states thaiil) and|2) are eventually ionized. WhilE(t) is near a local maximun®, decreases but

P, is nearly constant. We prove from this type of reductiofjnthat ionization occurs mainly from

the upper staté2) (the ascending well lonization is enhanced irrespective of the dissociative
motion, wheneveP is large and the barriers are low enough for the electron to tunnel from the
ascending well. The effects of the packet's width and speed on ionization are discuss&899©
American Institute of Physic§S0021-960699)00822-3

I. INTRODUCTION sistatic tunneling is zero and the evolution of the ejected
Current laser technology has enabled experimentalists tglect'ron.|s described by classical mechamiqgh-order har-
concentrate radiation energy to very intense levels on timerzr_m_m.Cs is generated when the electron circles back to the
scales of electronic motion. For atoms interacting with in-Vicinity of the nucleus _ : _

tense laser fields, one of the main subjects is dynamics of For molgculgs, anot'her kind _Of internal mgtmn, namely,
electronst Special attention has been paid to new nonlineaft/cléar motion, is also involved in the dynamics of the sys-
optical processes such as above-threshold ioniZafiand tem. Recent experiments and theories in a strong laser field
high-order harmonic generation of emissitiHG).513In  case (10 W/cn¥) have underscored the combined process
the high-intensity and low-frequency range, the Coulomb poof photodissociation and photoionization. It has been experi-
tential distorted by the laser electric field forms a “quasi- mentally revealed that the kinetic energies of fragments are
static” barrier through which an electron can tunnel. The rateconsistent with Coulomb explosions at specific internuclear
of tunneling ionization can be calculated by “quasistatic” distances in the range of 7—-10 &% An explanation for
theories'*~*8Corkumt® has well explained the mechanism of this finding is as follows: ionization rates at the critical in-
HHG by assuming that the velocity of the electron after quaternuclear distances exceed those near the equilibrium inter-
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nuclear distance and those of dissociative fragments, ande generalize the method developed for the H &fotn
ionization to higher-charge states occurs when the nuclesolve the time-dependent ScHioger equation for a 3D
pass through the critical rang&-’ model of H; (only the internuclear distance is considered as
The fact that ionization is enhanced at critical internu-a nuclear coordinajeand to investigate the electronic and
clear distances suggests that strong correlation between teclear full dynamics in currently available ultraintense, ul-
electronic motion and the nuclear configuration/motion ex-rashort laser pulses. In Sec. I, the coupled equations for the
ists in intense laser fields. Although a large number of theotwo phase-adiabatic states are derived to analyze the full 3D
retical studie&"?8-3*have been made on molecular dynamicsdynamics. Adiabaticity and nonadiabatic transitions are out-
in laser fields, our knowledge is still limited, especially, as tolined. In Sec. IV, results of the 3D simulation are presented.
how an electron(or electrons and nuclei move in intense Electronic and nuclear motions caused by an intense field are
laser fields and as to how these two motions are correlategnalyzed using the time-dependent surface composed of the
with each other. In a previous papénwe have studied the Coulomb potentials and the dipole interaction, as well as
quantal dynamics of H as to how the electronic motion using the two phase-adiabatic stataad nonadiabatic tran-
induced by an intense laser pulse 10**W/cn?) affects the sitions. Finally, in Sec. V, concluding remarks are given
nuclear motion. The question to be posed next is how thavith a brief summary of the present work.
electronic motion reacts to the initiated nuclear motion. In
this paper, by accurately solving the time-dependent Schro
dinger equation for a realistic 3D model Hamiltonian of H || A NUMERICAL METHOD FOR A 3D HZ SYSTEM
we investigate effects of the nuclear motion on enhanced
ionization and on electron transfer between the two wells  In this work, we use the 3D model employed in Ref. 24.
associated with two nuclei. Although nuclear motion is, inIn the model, the following assumptions are made: the ap-
the model, restricted to the polarization directiprof the  plied laser fields are linearly polarized along thexis; the
laser electric field, the electronic coordinateand p (per-  Nnuclear motion is restricted to the polarization direction of
pendicular toz) and the internuclear distan¢e are treated the laser electric field. The electron moves in three dimen-
quantum mechanically without using the Born-Oppenheimepions. Because of the cylindrical symmetry of the model, the
(B-O) separation. The electronic and nuclear wave packet-component of the electronic angular momentum;, is
can be visualized on the time-dependent “effective” 2D sur-conserved; the electronic degrees of freedom to be consid-
face obtained by fixing in the total potential. ered are two cylindrical coordinatesand p. Here,p andz
The response of the electron to a time-dependent lasé® measured with respect to the center of mass of the two
electric field is classified into the adiabatic and diabatic reUClei, rcp. o _ _
gimes. For H, there are two electronic states-dand 1o, The time-dependent Schiimger equation of this three-
which are strongly coupled with each other by radiative in-body system is written in the following form after separation
teraction. Two “phase-adiabatic” states are defined as time®f the center-of-mass coordinate, (throughout this paper
dependent eigenfunctions that are obtained by diagonalizingtomic units are used
the electronic Hamiltoniariincluding the dipole interaction 4
with the classical electric fie)din terms of the two B-O iﬁfﬁ(P,Z, R)
electronic wave functionsdy and 1o,. The electronic and
nuclear correlation dynamics is analyzed by using the two 1 & 1(6> 10
phase-adiabatic states and nonadiabatic transitions between —| m_p IRZ ﬂ(%ﬂ' p %+ (9_22)
them. We also examine the mechanism of ionization in an

2
intense field by projecting the wave packet onto the two n m n
. . - ) . = *+V(p,z,R)+Vg(z,t Z,R), 2.1
phase-adiabatic states. The validity of the two-state picture is 2p? (P2 R)TVe(Z ) [ $(p.ZR) @D
discussed.

whereR is the internuclear distance, andm, are electron
and nuclear masses, apg=2m,m./(2m,+mg). The poten-
tial V(p,z,R) is the sum of the Coulomb interactions

When irradiated by an intense laser pulsg, photodis-
sociates as fi—H"+H or photoionizes followed by Cou-
lomb explosion as fl—H*+H"+e". Fundamental patterns
of electronic and nuclear correlation dynamics can be ex- 1 1
tracted by. starting from the excit.ed electrgnic state, lThg V(p,z,R)= R o2+ (z=R2)2 p?+(z+RI2)2
molecule is assumed to be vertically excited from the vibra-
tional ground state of &,. In this case, without an intense and the dipole interactioWg(z,t) between the molecule and
field, the molecule just dissociates. In this paper, on condithe electric fieldE(t) of a laser pulsé®

2.2

tion that the packet is initially pumped tar},, the dissocia- m
tion and photoionization processes in an intense field and VE(Z,t)=Z(1+ M)E(t). (2.3
p e

their interplay are discussed. The initial condition of starting

from 1o, makes the discussion simpler than the other cas@he dipole moment is given byz{—z.)+(z,—2z.)—(z¢

of starting from Iy, since the bound component of nuclear —z¢) = —2(z.— z¢p) —[Ze— Zen—(2c— Zcn) |, Wherez,, z,,

motion does not appear in the former cébe gained kinetic and z, represent the coordinates of the two nuclei and the

energy of dissociative motion is large electron, respectively, all measured with respect to the labo-
The rest of this paper is organized as follows. In Sec. ll,ratory system(the subscript stands for the center-of-mass
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coordinate andn stands for the center of mass of the two . m?
nucle. Using the difference,—z.,=zm./(2m,+m,), we H=Krt K+ K{+ZZ+V+VE- 29

obtain Eq.(2.3).
We spatially discretize the Hamiltonian to solve the The kinetic energy parts with respect to coordinde§, and

time-dependent Schdinger Eq.(2.1). The finite difference ¢, i.e.,Kg, K¢, andK, are expressed as

method is chosen to evaluate the differential operators con- )

tained in the Hamiltonian. It should, however, be noted that __ ia_ (2.103

the Coulomb potential is characterized by its long range and R m, dR?’ '

its singularity at the origin. The grid boundary in coordinate 5 ,

space must be chosen to be far from the origin to accommo- | _ _ 1 9= 21"(¢) g, 1

date the wave function and the grid spacings must be small ¢ 2uf'2(&) | o0& /(&) 9 21'%(¢)

to generate high momentum components near the origin. To

overcome these obstacles, we present a new method where X EfﬂZ(g)_f'(g)f"'(g)” - ;2 (2.10b
the finite difference method is effectively used. The basic 2 8uf(£)
idea for the new method is developed in a previous paper.
For the cylindrical coordinate system, the finite differ-
ence method does not give sufficient accuracy. The coordi- 1 1 5 52 1
nate system to be employed must satisfy the following two ~ K;=— —[—,2— 2tz —12—}
. . : ) 49" L= L= 9" (d)
requirements(i) the differential operators can be well evalu-
ated by the finite difference method even near the Coulomb 7 o m
singular points(the positions of nucl¢j (ii) the equal spac- + 419'%0) 29 (D=9"(H9"(D)]. (2.100

ings in the new coordinates correspond to grid spacings in

the cylindrical coordinates that are small near the nuclei and he differential operators in Eq&2.10 are evaluated using
are large at larger distances therefrom. Variable transformdive-point finite difference formulas.

tions (mapping procedurgshave been used to reduce the ~ We are now in a position to determifi@andg explicitly.
number of representa‘[ion points for electronic StructureTO avoid the numerical difficulties Concerning the Coulomb

calculations’~3*We propose the generalized cylindrical co- singularity, the transformed wave functignmust be zero at

ordinate system as the singular points. This requirement, referred to (&9,
means that the prefactofff’g’ of the transformed wave
p=1(&€); z=9(0), (2.4 function in Eq.(2.7) must be zero at the nuclei. Poor perfor-

mance of the cylindrical coordinate system originates from
the fact that the requiremefi) is not satisfied. For the cy-
lindrical coordinate system, the transformed wave function is
no:[/_analytic around the singular points becaugtf’g’”
o w m ~p.

JO deo dpj_deP|¢(P'z’R)|2:1' (2.9 To fulfill the three requirement&)—(iii), we choose in

this paper the following variable transformations:

When the finite difference method is used, it is generally
difficult to conserve the norm of the wave function. It has &

wheref(£) andg({) are functions for variable transforma-
tion to fulfill the above two requirements.
The function(p,z,R) is normalized as

been known that to conserve the norm numerically the fol- flo=¢ 4o’ (2113
lowing normalization condition should be imposed on the
transformed wave functiogr(¢,¢,R),%® 9(0)=¢, (2.11b

o % o 5 where the parameter is a width inp where the potentiaV/
fo deo dgfﬁwd§|¢(§,§,R)| =1 (2.6 is relatively deep. We choosA&=0.16, A¢=0.18, AR
=0.05, anda=28.3. The functions in Eq92.11 are not

Note that the volume element for normalizatiordiRdéd¢, unique. In Ref. 39, the representation efficiency is optimized

not like édRdédZ. such that the wasted classical phase space area is minimal
The transformed wave function that satisfies the normal{the method is applied to the ;Heigenvalue problein
ization condition Eq(2.6) is uniquely determined as Whenever more efficient transformations are found, one can
replace Egs(2.11) with them.
(&, LR =VIHOT' ()9 (De(F(),9(D.R), (2.7 Chelkowskiet al?* have solved Eq(2.1) with the help

nof the Bessel—-Fourier expansion in thevariable. This al-
lows one to eliminate the singularities in the Laplacian and
in the potential and to use a split operator propagation
method together with fast Fourier transfornziandR. Here,

where the function with a prime denotes the derivative wit
respect to its argument. Inserting Eg.7) into Eqg.(2.1), one
obtains the following equation:

COP(ELR) to evolve the wave function according to EG.8), we em-

: o HUELR), (28 ploy the alternating-direction implicit(ADI) method®
which is adaptable to variable transformations. Among vari-
where the transformed Hamiltoniat is given by ous propagation methods, the ADI method is found to be the
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most accurate for steep attractive potentials, at least for the 960 2i 96 o i %0
1D Coulomb potentifsfi.5 A summary of the ADI method is AR =—— m, R IR my IR (3.7
given in the Appendix.
Here the small nonadiabatic  coupling terms
(g|9%/9R?|g)/m, and (u|s?/dR?|u)/m, are ignored. The
term 26/t is the nonadiabatic coupling due to the change in
For H;, there are two charge resonance stateg &nd  the electric field, and the other coupling terms\ifR,t) are
1o, which are strongly coupled with each other by radiativedue to the joint effect of the electric field and the nuclear
interaction. It is justified to represent the dynamics of themotion. Thachulet al*® have developed a semiclassical for-
system in terms of the statesr] and 1o,. The two-state malism for treating time-dependent Hamiltonignsiclei are
model cannot directly take into account the ionization pro-propagated classically on the surfacaad applied it to the
cess but helps to understand the dissociation and photoiowtissociation of diatomic ions. They have derived the nona-

Ill. TWO PHASE-ADIABATIC STATES

ization processes. diabatic couplingsi6/dt andv 36/ JR, wherev is the rela-
We start with diagonalizing the electronic part including tive nuclear velocity. These two terms correspond to the first
the radiative interaction, and second terms in E¢B.7). For homonuclear ions}6/ gt
) 112 1a 2 m is much larger thaw 36/ JR,*® except whem\E, > (g|z|u)
Hoy(t)=— | —5+=—+ — |+ =5 +V(p,Z.R) X (pulse envelope).
2p\dp® pdp 9z°) 2 Using the two localized statd®R)=(|g)+|u))/v2 and
+Ve(z 1) 3.1) ILY=(]g)—|u))/v2, the populations in the right and left

. . . wells associated with two nucleRg andP, , are expressed
in terms of the two B-O electronic wave functiofisrg) and a5 follows:

|10,) (abbreviated agg) and |uy). The timet and R are

treated as adiabatic parameters. The resulting eigenfunctions 2 2
are given by Pr(R)= co¢ 9+ |X1(R)| +sin? 0+ |X2(R)|
|1)=cos6|g)—siné|u), +Re cos 20x* (R)x2(R)], (3.8a
|2) = cosf|u)+sinb|g), 3.2
where P (R)=sir? 0+ |x1(R)|?+ cog 6+ [x2(R)|?
6= %arcta+—2<§|é|u(>§)(t) , (3.3 —Recos 2x7 (R) x2(R)]. (3.8b
. "o ] The third term in both equations represents the interference
with the B-O energy separatiohE, o(R) =E (R) —E4(R). between|1) and |2).
The eigenvalues are The solution of Eq(3.6) can be classified by using the
44,45
E. R )= %[EQ(RHEU(R) following quantity:
_ AE2(R)
T VAE2, +4[(g|z|udE(t)|2]. (3.4 —|_—ugt™V
ug T 41(alz|u)E(1)] Swsmal (3.9

To emphasize the adiabaticity {ify and|2) with respect to _ _ _ _
the phase oE(t), we call them “phase-adiabatic” statés. where w is the laser frequency. The adiabatic energies,
For Hy, the transition momen{g|z|u) approache®/2 asR  Ei(R,t) andE;(R,t), come close to each other whéft)

increase4? =0, e.g., att=nn/w (n=1,2,...) for the electric field(t)
Using the two phase-adiabatic states, the total wavéhat changes as siaf). On condition that the two adia-
function is expressed as batic (or diabati¢ states do not interfere with each other,
the adiabatic and nonadiabatic transition probabilities at
[9)=x:1(R1)+ x2(R)[2), (39 each crossing point are well described by the Landau—

where y; and y, are the nuclear wave functions associatedZener formulag}=° P,=1—exp(-md4) and Ponaq
with |1) and|2). Inserting Eq.(3.5) into the time-dependent =exp(—md/4), respectively. Fors>1, P,~1, the phase-
Schralinger equation for the Hamiltonia(8.1), we obtain  adiabatic picture of electronic and nuclear dynamics works
the following coupled equations, well. For <1, the main route is the nonadiabatic channel.
As the field changes more slowly,becomes larger.

J R 1 32 RO+ o 106\
Fpxa(R)=—i m, R ore TEURD+ — R
Xx1(R) = A(RH) x2(R), (3.6a V. RESULTS AND DISCUSSION
a (Ry=—i| - 1 @ 7 LENR t)+ 1 5_0>2 In this section, correlations between the electronic and
gt X2 o IRZ 2 iR dissociative motions are extracted from the dynamics starting
from 1o0,. Analyses by the two-state model are presented
Xx2(R)+ AR x1(R), (38D {ogether with results of the 3D packet simulation. We dem-
where the laser-induced nonadiabatic coupling is onstrate how useful the two-state model is for interpreting
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both the dissociation and photoionization processes in in-
tense fields. The procedure taken in the 3D simulation is as (g) Probability

follows.

First, the molecule in the ground state-jlL(of the vibra- 25 ‘
tional quantum number=0) is excited onto &, by a weak 2 \N
ultrashort pump laser. The pump pulse duration Tis 15 M
=100(2.5fs) and the frequency isp=0.43(105nm), 1 '!\\\\
which corresponds to the energy gap betweef and 1o, , \\\ M\
at R=2.0 (~equilibrium internuclear distance ino%). The 0 ‘,\t\\\\ “
exact ground state of the 3D full system is calculated by 1 /ﬁN

7=

z22
7Z

operating an energy filter on an approximate ground state to 2
eliminate the excited componertsAt the end of the pump R
process the electronically excited component of the packet is :
normalized to unity. 5 4 3 2

Second, we apply an intense pulse to the normalized z(a.u)
packet on br, (we call this pulse the “second” pul$eThe
second pulse is turned on at the end of the pump pulse (
=0). In this paper, the electric field of the second pulse is Probability
assumed to have the form (b)

E(t)=&(t)sinwt, (4.2 0.4
wheree(t) is the slowly varying envelope function ansglis 0.3
the frequency. We use the following envelope function, 0.2

e(t)=ggsin(wt/T) for O<t<T;

otherwise (t)=0, (4.2 02 \

whereT is the pulse duration ang, is the peak strength. We

adopt the following values for the second pulse: R(a.u.)
=0.0515(884 nm), £,=0.096(3.% 10“W/cn?) and T

=400(10fs). The molecule can be ionized by the second

pulse. To eliminate the outgoing component we set absorb- -1
ing boundaries for the electronic coordinajgeand z*® The

ionization probability is calculated by Subtracting the re-FIG. 1. Characteristic features of dissociative ionization in the 3D simula-
maining norm from the initial norm tion. Snapshots of | #(p,z,R)|?pdp are taken ata) t=0 and(b) t=224.

’ The second pulse is turned ontat0 just after the pump fromdy to 1o, .
Comparing the two figures, one finds that the two peaks which are bound to
the two nuclei in the dissociation channelHi™ move alongz=+R/2. In
A. Overview of dissociative ionization Fig. 1(b), an ionizing component, which protrudes fram5 toward larger

L . z, is observed. When the field strendikt) <O, the electron is ejected from
Once ionization starts, in general, the packet spreads N@te molecule toward positive Part of the ejected component circles back

only along the polarization directiom but also along the toH;"*.

transverse directiop. For an intense field like the second

pulse, the spread alormis, however, much wider than the =(R)/2. Figure 1b) also shows the characteristic of photo-
transverse one. The key to understanding correlations bésenization; the second pulse spreads the packet aoiige
tween the electronic and nuclear motions is hence reduced tfirection of the ionization flux depends on the phgsesi-

g8 10

b 6420248
z (a.u.)

the following probability: tive or negative of the electric field at the moment.
The present ionization process falls under the category
P(Z'R)=J |¢(p,2,R)|?pdp. (4.3 of tunneling ionization or barrier suppression ionization. The

potential distorted by the laser electric field forms a “quasi-

Two shapshots of the probability &t 0 (just after the pump  static” barrier through which the electron can tunnel. Sup-
pulse has fully decaygedandt=224 are illustrated in Figs. pose thaE(t)=—0.096. Cross sections of the instantaneous
1(a) and Xb), respectively. The second pulse is appliedpotential V(p,z,R)+zE(t) at four internuclear distance®
[E(t)=—0.0805 att =224 =2, 4,7, and 14 are plotted in Fig. 2. The transverse coor-

As shown in Fig. 18), the probability at=0 is splitinto  dinatep is fixed at 0. Along the polarization axis the in-
the regions around the two nucleiat £ R./2, whereR, is  stantaneous potential has an inner and an outer barrier. Since
the equilibrium internuclear distance inr}. We have con- the barrier heights are the lowest@t 0, the potential ap
firmed that the packet prepared by the pump pulse is elec=0 illustrates the main route to ionizatiofWe fix p when
tronically 10,. Since the packet is on the dissociative,1 the 3D potential is mapped onto 2D or 1D space but never
potential, the packet moves toward larger internuclear disfix p in calculating the wave packet dynamicgvhen E(t)
tances as time passes. As shown in Fidp),lthe two peaks <0, the outer barrier is on the positizeside. The electric
which are bound to the two nuclei move alordg)= field lowers the barrigs) for ionization. Tunneling ioniza-

Downloaded 16 Oct 2008 to 130.34.135.158. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp



J. Chem. Phys., Vol. 110, No. 23, 15 June 1999 Kawata, Kono, and Fujimura 11157

1.0
(@) R=2.0 ) R=4.0 (©)R=7.0 (d)R=14.0
0.5 E
E, E

0.0+
E, Inner

Probability
0.5 E E,

EI
Outer
1.5 n (\ 0.4
-2.0

405 0 510 -10-5 0 510 -10-50 5 10 -10-5 0 5 10

Energy (a.u.)

Electronic Coordinate z (a.u.)

FIG. 2. 1D effective potentials of Hin an intense field at four internuclear p(a.u.)
distancesR=2, 4, 7, and 14. The instantaneous field strength is taken a:

E(t)=—0.096 and is fixed at 0. The total potential is the sum of E¢&2)

and (2.3). Because of its double-well structure at zero field, the distorted

potential has an inner and an outer barrier. The energy |&getndE, of

the two phase-adiabatic statd$ and |2) are given by Eq(3.4). The gap

betweerE, and the maximum of the inner and outer barriers is the largest a (b)

R~4.2.

tion occurs if the electron has enough time to penetrate th Probability

barriexs) before the phase of the field changt® process is 0.8

called “barrier suppression ionization” when the barrier is 0.6

lowered below the energy of the packefavorable to tun- 0.4 \

e
//’//:‘:“"\\\l/, )
XX

neling ionization is the condition that the electric field is b
',/,',0,0,0‘\\\\% 4

stronger and its period is longer. The case is classified by th
Keldysh parameteyy= w21 /&0, wherel , is the ion-

ization potential. The quasistatic tunneling condition is given 5
by the inequalityy<<1. The ordinary multiphoton ionization pla.u.)

process is regarded as the opposite casd.
5
45 10 8 z(g.u.)
B. Interwell electron transfer

Besides the ionization process, another type of electroniE!G. 3. Interwell electron transfer vyhen the internuclear distance is frozen at
motion is observed, namely the electron transfer between thg_*2: ds(g)agtsth:";szf’iﬁzeﬁgﬁ232'22;&0”‘; 2D hacket are takemat
two nuclei. As known from Fig. 2, each nucleus works as &tt=92. The initial state is &, . The parameters for the second pulse are
potential well for the electron. Electron density can be transthe same as used in Fig. 1.
ferred from well to well by an electric field. We present an
example of the electron transfer between the two wells. To
focus on the interwell transition, we fix the internuclear dis-distances, the energy differendé q is large and the tran-
tance atR=4. We take b, as the initial state. The applied sition moment(g|z|u) is relatively small: one can expect
pulse is the same as the second pulse used in Fig. 1. Snapat 5> 1. SinceAE 4=0.099 and(g|zju)=1.8 atR=4, §
shots of the packet at=31 and 92(a half cycle laterare  >1.6 in the first optical cycle. The case shown in Fig. 3 is
shown in Figs. 8) and 3b). The unequal electron distribu- nearly adiabatic. According to the adiabatic theof&ri, &
tion between the two wells in Fig.(& results from the mo- >1, the time development of the excited staie,lis given
tion that electron density transfers from the left wellzat by the upper phase-adiabatic stip Staying in|2) means
—R/2 to the right well. The energies of the right and left that the ascending well is more populated as in Fig. 3. If the
wells are shifted, respectively, by RE(t)/2 because of the molecule is initially in the ground states, and the case is
dipole interaction term Eq2.3). At t=31, E(t)>0 the as- adiabatic, electron density transfers from the ascending well
cending well is the right one and the descending well is theo the descending one.
left one. The ascending and descending wells change places At larger internuclear distances, the transition between
with each other every half cycle. The electron motion in Fig.the two wells is suppressed. In the diabatic regime, the tran-
3 means that a part of the electron density is transferred frorgition rate for interwell tunneling is given by the well-known
the descending well to the ascending wWalthough the force  form AE,4Jo[ 2(g|z|u)e(t)/w],***°*>?where J, is the ze-
due to the electric field is opposjte roth order Bessel function. Interwell tunneling is further sup-
Using the parameteé already defined in Sec. lll, the pressed with increasing field strength. There also exist spe-
electronic motion with respect to the change in the electriccific conditions for the Bessel function to be zero. For the
field can be classified into the adiabatic or diabatic regimezeros of the Bessel function, interwell transition is inhibited.
according to whethep>1 or 5<1. At small internuclear The coherent destruction of tunnelfg®?is due to interfer-
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FIG. 4. Probability of finding the molecule &in the 3D simulation. The

bold lines show snapshots under no electric field and the thin ones show
those under the intense second pulse. The difference between the two peak

positions att=400 indicates the slowdown of dissociative motion by the
second pulse.

ence between the two adiabafimr diabatio components at
periodic crossing points,=nm/w (n=1,2,...) %

C. Slowdown of dissociative motion as a result of
electronic and nuclear correlation dynamics

In the above subsection, the interwell transition is illus-
trated butR is fixed. To examine the effect of the interwell

Kawata, Kono, and Fujimura

-
o

Internuclear Distance R (a.u.)
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1

Internuclear Distance R (a.u.)
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Electronic Coordinate z (a.u.)

FIG. 6. Time-dependent Hpotential as a function of two variablesand
R(p=1.0) for (a) zero electric field andb) a positive electric field E(t)

transition on the dissociative dynamics, we go back to the 3D-0.0g. The potential energy is lower in the shaded area. Without the

simulation. The time-dependent probability of finding the
molecule atR,

PRO= [ [ 19(p2 R Fpdpaz @4

second pulse, the probability of E¢H.3) for the packet pumped ontood,
moves as shown by bold lines in Figah

is presented in Fig. 4. The time is measured from the end ahotion under the second pulse and the bold ones show those
the pump pulse. The thin lines show snapshots of the nucleavhen the second pulse is not applied. Because of ionization,

Internuclear Distance R (a.u.)

T T T
0 100 200 300 400

Time (a.u.)

FIG. 5. Quantum-mechanical averages of the internuclear distance in the 3

the integrated probabilityf/ P(R,t)dR is smaller in the
former case than that in the latter case. It follows from this
figure that the dissociative motion is slowed down by the
intense laser field. The average kinetic energy of the disso-
ciation products is 4.0 eV without a field and it is reduced to
3.2 eV by the second pulse. For the two cases, the quantum-
mechanical average & is plotted in Fig. 5 as a function of
time. The solid line represents the average under the second
pulse and the broken line represents the average when the
second pulse is not applied.

As mentioned in Sec. IV A, the electronic motion in the
intense field is characterized by the 1D motion along the
polarization directiore. The p-fixed model is known to re-
produce quantitative features of the dynamics of tHeitan
intense field® In Ref. 33, the value op is fixed at 1.0; the
shapes of the &, and 1o, surfaces calculated in thefixed
model are similar to those in the 3D model. The key to
illustrate the slowdown of dissociative motion can be given
by the time-dependent potential of two variabRsand z
Contour maps for the 2D potential are shown in Fig. 6
(p=1.0). When the second pulse is not appli€iy. 6(a)],
the packet pumped ontod], stays in the two valleys along
== R/2, moving toward largeR. When the field is applied,

simulation. The solid line represents the average under the second pulse aflé shown ir_‘ Fig. @), the bottoms of the ri_ght and |eft_ val-
the broken line represents the average when the second pulse is not applidelys are shifted by+- RE(t)/2. The ascendingdescending
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valley is the sequence of ascendifdescending wells at 7 :
different R. (a) Time =84.0a.u.
During the first half optical cycl€E(t)>0], the greater

part of density moves from the descending well to the as-
cending onge.g., from A to B in Fig. €b)] because at

=0 the molecule is in &,. The component of the wave
packet in the right valley starts moving along the ascending
valley as denoted by the arrow in Figib®. In consequence,
the dissociative motion is blocked by the upward slope. In
the second half cyclgE(t) <0], the packet moves to the left
(ascending well: the motion is again blocked. As a result,

Internuclear Distance R (a.u.)
S
|

during the first cycle, the dissociative motion of the packet is 1 . :
slowed down by the field. In the adiabatic regime, the packet 7
starting from 1, stays in the ascending valley, which re- (b) Time = 97.0 a.u.

sults in the slowdown of dissociative motion. In the diabatic 6 A
regime, the packet localized in a valley moves on the de-
scending and ascending valleys alternately: roughly speak-
ing, the dissociative motion is no longer accelerated nor de-
celerated on the average. The dynamics on the 2D effective
potential clearly shows that the correlation between the elec-
tronic and nuclear motions causes the slowdown of the dis-
sociative motion.

To explain the slowdown of dissociation, one may also

Internuclear Distance R (a.u.)
S
|

use the potentialg; andE, of the two phase-adiabatic states 1
|1) and [2). The diagonal correction termg@/dR)?/m, in 10 5 0 5 10
Egs.(3.6) is negligible (<3x 10 °). The molecule dissoci- Electronic Coordinate z (a.u.)

ates more slowly on the upward potenti} than on the
field-free 1o, potential. To estimate kinetic energies of the ELG 7. Contour maps of |¢(p.2 R)|*pdp at (@) t=84.0 and(b) t=97.0.

. . ; ; ) . e change in the population of the right well indicates that interwell elec-
fragments, in this paper, we just run classical trajectories Ofton transfer occurs within a half optical cycle.
E, and E; using the semiclassical formalism by Thachuk
et al**>*3They propose a criterion as to how classical trajec-
tories should be hopped between time-dependent surfaces. Ultrafast electron transfer within a half optical cycle
The conservation principle to apply during a hop depends
upon its physical origin. The nonadiabatic coupliag/Jt
mainly induces energy exchange between the electron a
the field. Wheng6/4t is dominant, nuclear momentum con- and (b) t=97. In the second half cycle (61t<122), the

servation is appropriate. On the other hand, whéd/JR is reater part of the density resides in the (eficendingwell;

domlr_1ant, energy exchange oceurs betwee_n the elecmn arg%d this overall localization is in accordance with the adia-
nuclei: total energy conservation is appropriate. The two lim-

" . . . - batic theorem. However, we note that the population in the
|F|ng cases can be smoothly bridged with a physically ]usu'right well is smaller at=384 than att=97, i.e., it changes
fied conservation schenfé. drastically within a very short time. The distribution in the

) Here we glmply apply the rule of momentum conserva-right well has a minimun{Min) in Fig. 7(a) and has a maxi-
tion to hoppings at and after=2m/w (where vd6/dR 1, (Max) in Fig. 7(b). These two types of wave function
<0.0296/3t). The initial condition at=0 is that the veloc-

, : ) alternately appear with the period 624 in the second half
ity of the nuclear motion oix, is zero aR=2.12(=R,), for

. . e optical cycle and the populations in the right and left wells
which without the second pulse the kinetic energy of theygciiate accordingly.

fragments is the same as the quantum-mechanical average 4 The interwell electron transfer within a half cycle is ex-

eV. If, under the second pulse, the trajectory staysE@n piained using the two-state model. By solving the coupled
until t=27/w and the case then switches to the diabaticEqs_ (3.6), we can estimate time-dependent populations as
regime, the kinetic energy of the fragments is reduced to 2.8hown in Fig. 8. Here, the internuclear distance is treated as
eV. [In the diabatic regime, the trajectory is assumed to hop time-dependent paramet@(t). The quantum-mechanical
betweerE; andE,(~ —0.5= R|E(t)|/2) every half cyclelt  averagdR(t)) under the second pulgsolid line in Fig. 5 is

is reduced to 2.9 eV, if the packet stays &3 until t  used asR(t). In the first half cyclet<61, the state is per-
=3m/w. The values of reduced kinetic energy are close tdectly kept in|2). In the second half cycle, overall, the adia-
the guantum-mechanical value in the 3D simulation, 3.2 eVbatic picture still holdsP, turns larger tharPr. However,
This is consistent with the fact that the line between thewe observe an oscillatory behaviorih andPg. While the
adiabatic and diabatic regimes can be drawn between electronic distribution is completely localized to the left at
=27l w and 3r/w (as will be shown in Fig. B t~84, it is delocalized to some extenttat 96 and it is once

Ultrafast interwell electron transfer results from a corre-
Aation between the electronic and nuclear motions. In Fig. 7,
we show contour maps of the probabilii#.3) at (a) t=284
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1.0 The discrepancy means that energy exchange occurs between

the electron and nuclei. The packeb|x,) prepared by the
pump pulse splits, arourtd= 7/ w, into |2)|x,) and|1)|x1).
At t=7/w, (R)=3.6; the energy gap 5E,4~0.13. Part of
this electronic energy is converted to the nuclear motion on
E, becausay96/JR is as large as 0¥/ it.

We conclude that the ultrafast electron transfer discussed
above is due to the interference betwéBnand|2) within a
half cycle (not at crossing poinjs The interference disap-
pears wherly;) and|y,) do not overlap with each other.
The difference in motion between the two nuclear packets
caused by electronic motion changes the pattern in ultrafast
0 50 100 150 200 250 300 interwell electron transfer. If the second pulse is strorgfger

Time (a.u.) instance,e;=0.3 and 0=0.07), the interference term is

FIG. 8. Time-dependent populations in the two-state model. The solid "nﬁlarger a.nd the OS(.:Illatlc.m Pk becomes more pronOl.Jr?c'ed.
represents the population of the left well stdty The dotted and broken 'N the diabatic regimeg is close torr/4 except for the vicini-
lines denote the populations of the upper and lower phase-adiabatic/8tates ties Of crossing points; consequently, the interference term in

and|1), respectively. The internuclear distance is replaced with its quantumggs. (3.8) becomes negligible.
mechanical average in the 3D calculati@olid line in Fig. 5.

0.8

Population
©
)

1

o
N
|

0.2

0.0

E. Dependence of ionization on the internuclear

distance: lonization from the ascending well
more delocalized at~108. This rapid oscillation period
~24 of the alternate appearances of localization and delocal-
ization is almost the same as the one observed in the 3I§
simulation.

During any half cycle, as demonstrated in Fig. 8, the
populations of1) and|2) are nearly constant. Combining this
fact with Eq.(3.6), we find thaty; can be expressed as the
product of the phase factor efxpifTE;(Rt’)
+(96/0R)?/m,]dt'} and the modulus. At= 96, 6 in Eqs.(3.8)
is ~—0.66, which changes slowly in comparison with the
rapid oscillation period~24. The first two terms in Egs.
(3.8) are therefore not responsible for the rapid oscillation. It
is the interference term in Eq€3.9) that is responsible for
the rapid oscillation,

It has been reported that there are some “critical” inter-
uclear distances at which ionization is enhanced. Depen-
ence of the ionization on the internuclear distaRcis at-
tributed to the double-well nature of the effective electronic
potential which leads to a different ionization mechanism
from the atomic cas&?*As shown in Fig. 2, the key quan-
tities for ionization areEq,E,, and the inner and outer bar-
rier heights. The barrier heights are determined by the sum of
Egs.(2.2) and(2.3). As Rincreases, the outer barrier is more
suppressed by the dipole interaction. The heiyft de-
creases as-2+|E(t)|—R|E(t)|/2 at largeR. On the other
hand, the height of the inner barridf,;, increases as 3/R
in the small R region (say, R<4) and increases as
—2V|E(t)| + R|E(t)|/2 at largeR. The adiabatic energids,;

cos 20x5 (R)x2(R) andE, are nearly equal t&y andE,, respectively, for the
. smallR region, and change as G-R|E(t)|/2 asRincreases.
%COS 29|XT(R)X2(R)|9XF{ —j f [Ex(R,t') In the largeR region (R>10), the energy difference between
E, andE, is nearly the same as that between the two barrier

heights: the barrier suppression is atomlike.
—El(R,t’)]dt’]- (4.5 Except in the largeR region, the relative energf,
— Vg is higher tharnE,—V,, whereVg is the maximum of
The period of the phase factor, w2 E,(R,t)—Ei(R,t)] v, andV,. The upper adiabatic staj®) is easier to ionize
(~23 att=96), corresponds to the difference between thethan |1). The relative energy,— Vg takes the maximum
points of localization at=284 andt=108. value atR=R,, whereR, is the position wher&/, andV,

As known from Eqs(3.8), if x1(R)=x2(R), PL/Pris  are equal to each otheE,— Vg is largest atR~4.2 for
independent ofR [for the above-mentioned treatment, |E(t)|=0.096[it is peaked aR~5.2 for E(t)=0.06 and at
X1(R) = x2(R)= o(R—R(t))]. This is not the case for the R~7.5 for E(t)=0.03]. lonization is thus expected to be
3D simulation. As shown in Figs. B /Pr depends orlR  enhanced whef®) is populated an® is nearR,. To em-
The shape of the section cut along the line A is nearly giverody this idea, we also solve the 2D time-dependent Schro
by |x2(R)|? and the right well populations for Figs(&f and  dinger equation obtained by fixirgin Eq.(2.1). We discuss
7(b) can be expressed as O.98(R)|*+0.016x2(R)|*>  the ionization processes Rfixed cases first, and then the

+0.25x7 (R)x2(R)|, respectively. The interference term is jonization in the 3D simulation.
relatively large wherey,(R) and y,(R) overlap with each

other. The position of maximum overlap, e.g., Max in Fig.
7(b), is larger inR than the peak position in the left wdthe We present the results of two cases. In the first case
peak of|y,(R)|?). This is a proof thaty; moves outward (called case Y the molecule is assumed to be prepared in
faster thany,. If momentum conservation is applied to the 1o, by a pump pulse. Then, the second pulse used in previ-
hop att= 7/, the trajectory runs faster da, than onk;. ous subsections, which induces ionization, is applied. Case U

1. R-fixed cases
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FIG. 9. lonization probability of Bl as a function of the internuclear dis- - 0.6
tance. The parameters for the pulse are the same as those of the second
pulse. The closed circles denote ionization probabilities in the case where 0.8
the initial state at=0 is 10, (case U, and the open circles denote those for ’
lo, (case G.
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corresponds to the situation in the present 3D simulation. In
the second casgase G, only the second pulse is applied to FIG. 10. Relation ofE, and E, with the maxima of the inner and outer

; ; ; el barriers. The applied field is the second pulse. The internuclear distance is
the r.nOIecque ”;] bg (no. pu.mp. pu'.se.ls app“?dlMOS; dis fixed: (a) R=4.0 and(b) R=7.0. The outer barrier is designated by the
cussions 0_ enhanced |on|_zat_|on_|n 'ntense_ _'? ds have beiy_solid line and the inner barrier is designated by the thin—solid line.
developed in case G. The ionization probabilities for the tworhe barrier heights are defined for the instantaneous potentiat 8t The
cases are plotted in Fig. 9 as functions Rf The closed bold-dotted line denotel, and the thin-dotted denotés .
circles denote ionization probabilities for case U and the

open circles denote those for case G. Critical internuclear

distances are observed in both cases. ~0.7) overweighs that of1)(P,~0.3). As shown in Fig.
(i) Case U. In the smaR region (R<4), the ionization 12(a), the total populatioP,+ P, is reduced from~0.91 to
probability increases with decreasii®y The smallR region  ~0.65, which corresponds to the reductionFip denoted by

is characterized by its adiabaticity. Only the doorway state tdahe open circles in Fig. 14). This reduction is a clear proof
ionization, namely2), which is adiabatically connected with of ionization from|2), because without ionization the popu-
1o, is populatedthe flow into|1) becomes less and less lation P, is nearly constant between the level crossings at

with decreasin@). Since, as shown in Fig(®, E, is much =2#/w andt=37%/w. Around t=37/w, however, com-
higher than the barriers, the probability of passing over thelete exchange dP, with P, takes places because the field
outer barrier is extremely high. envelope is coming close to the peak<1):P, is reduced

As R increases toward the intermediate region, the ionto ~0.1. In domain Il (183<t<244), althoughE, is much
ization probability decreases to the minimumR#-4; it higher than the barriers, the reductionfy+P, is only a
increases again and has a pealRat7. The mechanism of little (~0.05 because of the low population ().
ionization can be clearly revealed by using analyses based on ForR=7.0,P, is ~0.45 at the entrances to the two time
the two-state model. The maxima of the inner and outer bardomains and the enerds, is higher than the barriers in both
riers for R=4 and 7 are plotted in Fig. 10 against time, time domains. It should be noted in Fig. (bl that P, is
together withE, and E,. Shown in Fig. 11 are the time- recovered from~0.23 to ~0.44 by the nonadiabatic transi-
dependent populations (ffy and|2) obtained by mapping the tion aroundt=3/w. The total populatiorP, + P, thus de-
2D wave packetthe total population is less than unity be- creases in both time domains. The corresponding reductions
cause of the ionization For R=4, ionization occurs mainly in P, are denoted in Fig. 1h) by the open marks. As ex-
in the time domain betwedr=27/w andt=37/w (domain  pected, the ionization probability is a decreasing function of
I); for R=7, ionization occurs also in the domain betweenR in the region ofR>7, and converges to the value 0.42
37w and 4m/w (domain I). The detailed explanation is which is the same as that of the H atom.
given below. In short, the criterion for enhanced ionization is as fol-

For R=4.0, in domain | (12&t<183), E, is higher lows: whenevelP, is large and the barriers are low enough
than the barriers and the population of the stg@® P,  for the electron to tunnel from the ascending well, ionization
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FIG. 11. Populations obtained by mapping Réixed 2D packet onto the
phase-adiabatic statés) and [2): (8) R=4 and (b) R=7 (case U. The
dotted line denotes the population|af and the solid line denotes that |&f.
Because of ionization, the population |@ significantly decreases in two
time domains. The reduction in domain | is denoted by the circles and the
reduction in domain Il is denoted by the squares.

FIG. 12. Populations of the 2D packet f@ R=4 and(b) R=7. The solid
line denotes the total population of the two phase-adiabatic states and the
dotted line denotes the population remaining in the whole grid range.

ing in the 3D whole grid range is shown in Fig. 13. The
. . _ionization probability is 0.71, which is a little higher than the
is enhanced. Figure 12 also demonstrates that the populatigizak aroundR=7 in case U. The first four sharp drops in the

remaining within the whole grid range is identical with the population up tat~300 indicate that ionization is enhanced
total populationP;+ P, after a long lapse of time. All the

intermediates in the other states are eventually ionized. This

rule is valid also for all the cases discussed below. 1.0
(i) Case G. As in case U, the dependence of the ioniza-

tion probability onR is fully analyzed by mapping the wave

function onto the two adiabatic states. The above criterion

for enhanced ionization is also valid for this case. Rt 0.8

~2.0, the ionization probability is almost zero: the sti@e

is hardly populated froniil). As R approaches zero, the sys-

tem is regarded as the Heatom of large ionization potential

I,=2. AsRincreases to intermediate internuclear distances,

the ionization probability rapidly increases. In the intermedi-

ateR region, the ionization probability exceeds that of the H

atom by a factor of two, although the ionization potential

is always larger than that of H. This is due to a combined 0.4 -

effect of efficient barrier suppression and nonadiabatic tran-

sitions to|2). As Rincreases, the difference between cases U

and G becomes smaller because of nonadiabatic transitions.

Population
o
(o]
1

0.2 T T T T
2. The 3D simulation 0 100 200 300 400

The two-state model is also useful in analyzing the ion- Time (a.u.)
!Zaﬂon process of the 3D S|mU|E.‘t|0n in which nuc'?ar mOUO.nFIG. 13. Population in the whole grid range for the 3D simulation. The
is considered quantum mechanically. The population remaireircles and the squares denote domains | and II, respectively.
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0.5 - ‘ 0.71, respectively. In the present case, the packet widk in
does not affect the ionization probability severely. The
packet width inR leads to a distribution of trajectorié¥(t)
around{R(t)). The average over ionization probabilities for
different R(t) is closer to the ionization probability 0.71 for
the 3D simulation.

We also calculate the ionization probability for the
guantum-mechanical averad®(t))ys obtained when the
second pulse is not appligthroken line in Fig. 3. In this
case, the ionization probability is 0.68, which is smaller than
the value 0.72 foKR(t)) (the difference converges to 0.05
with increasing grid size The population of2) for (R(t))ns
is nearly identical with that fofR(t)) shown in Fig. 8. The
difference betweefR(t))ysand(R(t)) is ~0.3 even in do-
main Il of dominant ionization. The corresponding differ-
ence inE,—Vj is less than 0.01, which is not large enough
to reproduce the difference in ionization probability.

To fully explain the difference, we propose to consider

Energy (a.u.)

1.5 | : | ] an additional effect, namely, the finite speed of the nuclei.
0 100 200 300 400 Suppose that the electric field is positive and is strong
Time (a.u.) enough for the electron density jB) to be one-sided to the

_ , , o ascending wellin this case, right well Because of the dis-
FIG. 14. Relation oF, andE, with the inner and outer barriers in the 3D _ ¢ qiative motion, the right nucleus proceeds rightward. If the
simulation. The notations are the same as in Fig. 10. The internuclear dis- . . .
tance is replaced with its quantum-mechanical avetagd line in Fig. 5. gleqtron cannot follow the fast nuclear motion “gm‘ag"ne
in Fig. 6 a motion fromB parallel to theR-axis), the lagging
electron is pulled by the right nucleus. This force is opposite
do the direction of ionization. The slowdown of dissociative
motion onE, allows the tight following and can therefore

help the ionization probability to increase.

four times. The maxima of the inner and outer barriers ar
shown in Fig. 14, together witk, andE,. In this calcula-
tion, the internuclear distande is treated parametrically to
be replaced with the quantum-mechanical avefdf¢)) for
the 3D simulation(solid line in Fig. 5. As known from Fig.
14, E, goes beyond the barriers four times betweer85
and 295, which is consistent with the first four drops in We have performed full dynamical calculations for a re-
Fig. 13. alistic 3D model of H by solving the time-dependent Schro

Although, as shown in Fig. 14, the degree of barrierdinger equation for the system. Although the nuclear motion
suppressionE,— Vg, is a little larger in domain | than in is restricted to the polarization directiarof the laser electric
domain I, the reduction in population is more pronounced infield, the electron moves in three-dimensional space. To
domain Il. The enhancement of ionization in domain Il study electronic and nuclear correlation dynamics in intense
comes from the large population [#. Although ionization laser fields, we have coped with awkward Coulomb poten-
is ignored in Fig. 8, we presume that the incomiRg is  tials without introducing any approximations such as the
~0.3 in domain | and~0.65 in domain Il. Nearly complete B-O separation of electronic and nuclear degrees of freedom.
exchange of the populations (d) and|2) att=37/w shown  The success is attributed to the introduction of a generalized
in Fig. 8 suggests that the incomify in domain Il is close cylindrical coordinate system.

V. SUMMARY AND CONCLUSIONS

to P, in domain I. Thus, wheneve?, is large and the bar- The response to a laser electric field of i classified
riers are low enough for tunneling, ionization is enhancednto two regimes. In the adiabatic regime, electron density
irrespective of the nuclear motion. transfers from a well associated with a nucleus to the other

If Ris replaced with(R(t)), the ionization probability is well every half optical cycle; in the diabatic regime, inter-
0.72, which is nearly equal to the value 0.71 in the 3D simu-well electron transfer is suppressed. As the field intensity and
lation. As suggested by thie-dependence of the ionization the internuclear distancRB increase, interwell transition is
probability in Fig. 9, the condition of nonadiabatic transi- further suppressed. As the 3D packet pumped onig 1
tions and the aspect of barrier suppression change Rith moves toward larger internuclear distances, apart from the
Considering that the full width at half maximum of the ionized component, the electron density is locked in each
present packet is as large asl in R, the coincidence in well. The electron distribution can be asymmetric between
ionization probability is probably attributed to the fact that the two wells if the pulse length is as short as the present
the ionization occurs mainly in domain I, i.e., in the region one. One may be able to adjust the pulse shape and the
6.5<R<7.5. TheR-dependence of the ionization probability frequency so that the electron density is eventually localized
thereabouts is not as strong as in the srRaigion(cf. Fig.  in a well.

9). For instance, the ionization probabilities for two trajecto-  The correlation between the electronic and nuclear mo-
ries R(t)=(R(t))*=0.5 with the same speed are 0.69 andtions accelerates or decelerates the dissociative motion of
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H+H". The acceleration and deceleration of dissociative It is worth noting that all the intermediates in other adia-
motion in intense fields are interpreted using the time-batic states thafl) and[2) are eventually ionized irrespec-
dependent “effective” 2D potential surface obtained by fix- tive of the nuclear motion. After a long lapse of time, the
ing the transverse electronic coordinatén the total poten-  Population within the whole grid range is identical to the
tial. The “effective” 2D potential has an ascending and atotal populationP;+P,. This gives us a definite rule as to
descending valley along= + R/2 which change places with how many phase-adiabatic states should be contained in the
each other every half cycle. In the adiabatic regime, theédnalysis of the ionization process. The final population
packet pumped onto d, stays in the ascending valley, within the whole grid range must be identical to the total
which results in the slowdown of dissociative motion. In the POpulation of the chosen phase-adiabatic states. We are con-
diabatic regime, the packet localized in a valley gains almosstructing a minimum set of phase-adiabatic states for a one-
no extra kinetic energy because it moves on the descendirfmensional model of Hto investigate ionization processes
and ascending valleys alternatively. Correlation between th# the two-electron molecuf¥.
dissociative motion and the interwell electron transfer can be
cIe_ar!y visualized on the “eﬁecti_ve” 2D potential. Charac—_ ACKNOWLEDGMENTS
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In the intermediate regime, boft) and|2) are populated
because of nonadiabatic transitions. The interference be- If the time stepAt is sufficiently small, the short time
tween them occurs not only at level crossing points but alsg@ropagator eXp-iHAt] can be replaced with an approximate
within a half cycle(not at crossing poinjsThe latter type of ~propagator that is accurate up to a certain ordeAbf The
interference results in ultrafast interwell electron transfewave function at the desired time is obtained by operating
with the period 2r/(E,—E,). In intense fields, the period such an approximate propagator on the wave function itera-
can be much shorter than a half cycle. The interference patively. We have tested various approximate propagators to
tern due to ultrafast interwell electron transfer reflects thesee which one is the best for the 1D attractive Coulomb
fact that the nuclear packéy,| associated witHl) moves potential. The following approximate propagator called the
toward largerR faster than|y,). Such interference disap- Cayley form is found to be the most efficient ofte;

pears wheny;) and|y,) do not overlap with each other _ 1—iHAt/2
(e.g., if the speeds dfy,) and|y,) are extremely different e A — — (A1)
from each other 1+iHA2

Using theR-fixed 2D model of H, we have also exam- Using the Cayley form, the wave function at timg

ined how ionization is enhanced at specific internuclear dis=nAt+ty¢", can be advanced by solving the equation (1
tances. Analyses are made by mapping the 2D packet onteiHAt/2)y" 1= (1—iHAt/2)y" (this implicit scheme is

|1) and|2). While the electric field is near a local maximum called the Crank—Nicholson oe. The differential opera-

or minimum, the populatiorP, of |2) decreases buP, is  tors are usually evaluated by the finite difference method.
nearly constant. This type of reduction i, is direct evi- The resultant band diagonal system of linear algebraic equa-
dence of ionization from the upper adiabatic stg®  tions, which is pentadiagonal for the five-point finite differ-
(roughly speaking, from the ascending wellonization is  ence method, can be solved efficiently by usirg decom-
enhanced whenevelP, is large and the barriers are low position.

enough for the electron to tunnel from the ascending well.  Although the Cayley—Crank—Nicholsdi@CN) scheme
The criterion is also valid for the ionization process in thehas many advantages, such as the conservation of energy, its
present 3D simulation. The width R of the packet pumped direct application has been limited only to one- or two-
onto 1o, does not affect the ionization probability severely. dimensional problem¥ It has, however, been known that
On the other hand, the packet’'s speed affects the ionizationhe inefficiency of computation for multidimensional cases is
The lag of the electronic motion with respect to the nuclearcured by a different way of generalizing the CCN scheme,
motion can reduce the ionization probability. The slowdownnamely, the alternating-direction implicit metho4DI). For

of dissociative motion induced by the laser field has therethe ADI, the system of equations to be solved can be reduced
fore two effects on the ionization process: the longer resito band diagonal systems for one-dimensional spaces, and
dence time in the critical range of enhanced ionization andhe quality of the CCN is maintained.

the nearly perfect following of the electronic motion to the In the following, we briefly review a 3D version of the
speed of the nuclei. ADI. The ADI embodies the powerful idea of operator split-
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e I(A+B+O)AtL 1

1+iCAt/2 1+iBAt/2
CIABYZ e A2 (1 iCAL?
X IFiAAyz (LT IBAU(L1-ICAL2).

(A2)

whereA, B, andC are arbitrary operators. The operation is ®
inter-

separated into three steps by introducing “artificial”
mediate stateg"" 3 and y"* 23,

(1+iAAL2) " 1= (1—iAAt/2)(1—iBALt/2)

X (1—iCAt/2)y", (A3a)
(1+iBAt/2) " T2B= yn+13 (A3Db)
(1+iCAt/2) "+ 1=y 28, (A3c)
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