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A new stereo matching algorithm which uses improved matching cost
computation and optimisation using the semi-global method (SGM) is
proposed. The absolute difference is sensitive to low textured regions
and high noise on the stereo images with radiometric distortions. To get
over these problems, sum of gradient magnitude differences has been
introduced at the first stage. This method is strong against the radio-
metric differences on the stereo images. Hence, this approach will
reduce the error of preliminary data for stereo corresponding process.
The SGM is used at the aggregation, and optimisation stage uses
16 different directions of 2D path. Additionally, the iterative guided
filter is utilised at the refinement stage which minimises the errors
and increases the accuracy. The proposed work produces accurate
results and performs much better compared with some established
algorithms based on the standard stereo benchmarking evaluation
from the Middlebury and KITTI.
Introduction: Stereo matching algorithm process establishes the corre-
spondence between a pair of images and produces a disparity map.
This map can be used for the depth estimation based on the triangulation
principle which will be used for many applications such as robotics
automation, 3D surface reconstruction and virtual reality. An accurate
disparity map makes robotic movements to operate in actual situations
more precisely. Furthermore, the depth data is able to be applied in
3D surface interpretation for augmented reality applications. Thus, the
disparity map estimation is the most important and challenging jobs in
computer vision research area [1]. Recently, many research papers
have been published in this research area and distinguished betterment
has been succeeded. Four main steps were proposed by Scharstein
and Szeliski [2] in their taxonomy to build up a stereo corresponding
algorithm:

† Step 1: Matched cost computation (i.e. to calculate corresponding
points of stereo images)
† Step 2: Cost aggregation (i.e. to reduce the noise after step 1)
† Step 3: Disparity selection (i.e. to select the disparity value and
optimisation)
† Step 4: Post-processing and refinement (i.e. to refine final disparity
map)

There are three major optimisation methods which are known as
global method, local method and semi-global method (SGM). The cat-
egorisation is supported by the method on how the disparity is com-
puted. The global method uses energy minimisation function to
determine the disparity map. The function is based on the smoothness
confinement from nearer pixels which uses global energy function.
The Markov random field (MRF) energy minimisation technique is
one of the famous approaches in global methods. These methods were
graph cut (GC) and belief propagation (BP) which implemented based
on MRF approach. The GC technique employs the MRF approach
which uses maximum flow rule and cut the minimum energy flow
arrangement. Otherwise, the BP technique implemented MRF approach
by continuously releasing indicators from current point to the nearest
points or neighbours. Global approaches show good accuracy, but
they require high computational demand to process an image.

The local method employs a support window or region based on
predefined sizes. There are many published methods that associated to
support regions or using window-based techniques, for example mul-
tiple window, adaptive window, fixed window and convolution neural
network. Local approaches employ only local contents or features.
The advantage of local method is low computational demand and fast
running time. The results are produced by using a minimum raw data
from matching cost and the lowest disparity values will be selected.
Local methods are also known as winner takes all strategy in their
optimisation stage. However, the local methods quality is low, particu-
larly in the area of low texture regions.

In current years, several SGM [3] approaches have been formulated to
get a good corresponding map results. The SGM uses the advantages of
global energy function and local method. The energy function with
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smoothness term is used in the framework. Fundamentally, the first
term of the SGM uses sum of the matching cost over all the pixels.
This term is the most important stage of the SGM-based stereo matching
algorithm. It consists of preliminary corresponding differences between
the stereo images. Some established methods are absolute differences
(AD), sum of absolute differences (SAD), sum of squared differences
(SSD), normalised cross-correlation (NCC) and census transform
(CT). Hence, at this term the error must be at the lowest value to increase
the accuracy. This Letter proposes a new stereo matching algorithm
based on the SGM. This Letter uses newly proposed sum of gradient
magnitude differences (GMD) at matching cost. Additionally, a
process is added at the disparity refinement stage which uses the iterative
guided filter (iGF) to reduce the error of final disparity map results.

Matching cost computation: The first stage of the algorithm is to deter-
mine the corresponding values between the stereo images. A modifi-
cation of GM has been proposed at this stage. GMD has been
introduced which uses a fix window size. Therefore, the GMD matching
values of left and right images are given by

SG(x, y, d) = 1

w2

∑
(x,y,d)[wg

ml(x, y)− mr(x, y, d)
∣∣ ∣∣ (1)

where (x, y) are the pixel of interest coordinates, d represents the dis-
parity value, wg is the window size, ml and mr are the magnitude
values of left and right images, respectively.

Cost aggregation and disparity computation: The cost aggregation
process is one of the important stage for SGM which optimises the
stereo matching algorithm framework. This stage aggregates the match-
ing cost based on the path directions of SGM and selects the disparity
values. This stage demonstrates overall performance of the proposed
work. Fundamentally, the SGM is defined based on the energy function
which contains the matching cost volume and smoothness constraints as
given by

E(d) =
∑
p

SG(p, d)+
∑
q[wq

P1T [|dp − dq| = 1]

+
∑
q[wq

P2T [|dp − dq| . 1]
(2)

where p is the pixel of interest coordinates (x, y), P1 and P2 represent the
constant penalty for all neighbourhood pixels in wq which the condition
is always P2 ≥ P1. The T denotes Kronecker delta function which pro-
vides 1 when the condition in the bracket is satisfied. To minimise the
energy function in (2), the cost along the path with different directions
is formulated as

Lr(p, d) = SG(p, d)+min {Lr(p− r, d),

Lr(p− r, d − 1)+ P1,

Lr(p− r, d + 1)+ P1,

min Lr(p− r, i)+ P2)}

−minDLr(p− r, D)

(3)

where r is set to 16 directions and D is a set of disparities. The cost for
each disparity d at pixel p is calculated by sum of SG(p, d) and the
minimum path cost which also consider the penalty values. The final
disparity value is selected at the minimum cost which given by

d(p) = min
D

∑
r
Lr(p, d) (4)

Disparity refinement: The last step of the proposed algorithm is the dis-
parity map refinement stage. It comprises several continuous processes
that started with occlusion handling, managing the invalid pixels and
removing remaining noise. The occlusion regions are determined by
left-right consistency checking process. Then, these invalid pixels
will be replaced by nearby valid corresponding pixels by the fill-in
process. This replacing process creates unwanted artefacts on the dis-
parity map. Hence, in this Letter the iGF is utilised to remove the
unwanted artefacts. The filter kernel of the iGF Gp,q(In) is given by

Gp,q(In) = 1

|w|2
∑
q[wk

1+ (I p,n−1 − mk,n−1)(Iq,n−1 − mk,n−1)

s2
k,n−1 + e

( )
(5)
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where n is the iteration number, In denotes the guidance greyscale
image, wk represents the support window with the size of r × r and
w is the number of disparity values in wk . s, m and e represent
the variance, mean of the intensity values and control element for the
smoothness term, respectively. The work uses the same approach in
[4] for the guidance greyscale image during the iterations.

Experimental results: All of the analyses are implemented on the com-
puter system of Window 10, 3.2 GHz processor and 8 GB memory. The
standard database from the Middlebury at http://vision.middlebury.edu/
stereo/eval3/ benchmarking stereo evaluation has been used to measure
the accuracy. This benchmarking system provides 15 training images
and could be evaluated based on the bad pixel percentage of all pixels
(all) and non-occluded pixels (nonocc). Additionally, another standard
benchmarking system is added in this Letter from the KITTI at http://
www.cvlibs.net/datasets/kitti/eval to measure the accuracy based on
the real stereo images. The parameter values used in this work were
{wg , wk , n, e} with the values of {11× 11, 9× 9, 3, 0.0001}.

Table 1 shows that the proposed GMD method performs much better
compared with other state-of-the-art methods at matching cost compu-
tation. Fig. 1 shows the disparity map of Adirondack image for the
methods in Table 1. The GMD produces good contour of disparity
levels with lowest noise displayed on the image. Tables 2 and 3
display the results of the Middlebury and KITTI quantitative measure-
ments. Based on these tables, the proposed work is more accurate at
r = 16 which means more directions of SGM path will produce more
accurate disparity estimation. Additionally, it shows that the proposed
stereo matching algorithm in this Letter is competitive with some
recently published methods in the Middlebury and KITTI databases.

Table 1: Comparison of the matching cost computation methods
using the Middlebury training database
Average of bad pixel (%)
All
 Nonocc
Proposed work (GMD)
 9.65
 8.82
CT
 10.53
 9.78
NCC
 13.23
 12.18
SAD
 17.41
 16.25
SSD
 18.73
 17.15
AD
 24.61
 22.54
a b

c d

e f

Fig. 1 Results of Adirondack image from the Middlebury which display as
follows

a GMD
b CT
c NCC
d SAD
e SSD
f AD
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Table 2: Comparison of the results of the proposed method with
other published methods using the Middlebury training
database
12th July 20
Average of bad pixel (%)
All
18 Vol. 5
Nonocc
Proposed work (r = 16)
 9.65
 8.82
Proposed work (r = 8)
 10.11
 9.21
Proposed work (r = 4)
 12.05
 11.45
[5]
 12.30
 8.97
[6]
 12.70
 8.81
[7]
 22.30
 12.00
Table 3: Comparison of the results of the proposed method with
other published methods using the KITTI database
Bad pixel (%) based on D1-bg
All
 Nonocc
Proposed work (r = 16)
 12.20
 11.87
Proposed work (r = 8)
 15.28
 14.78
Proposed work (r = 4)
 17.02
 16.85
[8]
 19.61
 18.76
[9]
 25.01
 24.67
[10]
 45.83
 45.46
Conclusion: In this work, the SGM-based stereo matching algorithm
was proposed. The algorithm used the combination of window based
GMD algorithm and refinement stage using the iGF which is capable
of producing accurate results based on the standard benchmarking data-
sets. Furthermore, the proposed framework is competitive with some
recently established algorithms as shown in Tables 2 and 3.
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