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Abstract—  Malaysia is a developing country which is having a 

high level of energy demand. Load demand forecasting is 

essential that is also in line with increasing demand of 

electricity. The purpose of the current study is to compare 

the performance of two time series models in forecasting 

electricity load demand in Malaysia. Two methods are 

considered, which are Box-Jenkins Autoregressive 

Integrated Moving Average (ARIMA) and Double 

Exponential Smoothing (DES). Using Mean Absolute 

Percentage Error (MAPE) as the forecasting performance 

measure, the study concludes that ARIMA is more 

appropriate model. 

 
Index  Terms—  Load forecasting, time series, ARIMA, DES 

 
I.  I NTRODUCTION 

Load demand forecasting is a process of predicting the 

future electricity load demand. Load forecasting can be divided 

into three categories, which are known as Short-Term Load 

Forecasting (STLF), Medium Term Load Forecasting (MTLF) 

and Long Term Load Forecasting (LTLF). STLF focuses on 

forecasting one hour to one week load demand. It is important 

for controlling and scheduling power system. MTLF relates to a 

time frame from one week to one year duration while LTLF is 

more than one year. MTLF and LTLF are required for 

maintenance scheduling, hydro and fuel planning and expansion 

of generation and transmission activities [1]. 

Accurate load forecasting is important in power system 

planning and operation, both for regulated and deregulated 

electricity market [2]. Various methods have been developed to 

forecast the load profiling data including regression methods, 

time series approach, Artificial Intelligent and computational 

intelligent methods [3]. Time series approaches are the 

commonly used methods for forecasting in general [4]. This is 

because the behavior of load demand can be analyzed in a time 

series signal with seasonal periodicities, hourly and daily 

besides the ability to deal with non-stationary data [6].  

Delson [5] used Regression-SARIMA for forecasting the 

daily peak electricity demand in South Africa. The method was 

compared to the SARIMA models and as a result, SARIMA 

models produce more accurate short-term forecast. Intan 

Azmira [2], on the other hand, used data mining techniques for 

electricity load forecasting where the forecast was conducted 

based on five-day types. The load data has been categorized by 

analyzing the load characteristics among the days in a week. 

Then, SARIMA methods were applied to forecast the data.  

In this paper, forecasting electricity load demand will focus 

on Malaysia and it is hoped to help electricity utility companies 

in terms of their management planning and other related parties.  

II.  M ETHODOLOGY 

A.  ARIMA Modelling 

ARIMA (Auto-Regressive Integrated Moving Average) is the 

most general part of time series forecasting and can be used 

when the time series is stationary without missing data. There is 

no trend for stationary series, where the variation is around the 

mean and also has constant amplitude. This model was 

introduced by George. E. P. Box and Gwilym M. Jenkins (Box-

Jenkins, 1970), that consists of three parts. The autoregressive 

part is the lags of the stationarized series in the forecasting 

equation (AR), the integrated part which is the time series that 

needs to be differenced to be made stationary (I), and the 

moving average part is the lags of the forecast error (MA).  

A non-seasonal ARIMA model can be represented as 

ARIMA (p,d,q) where AR(p) is the Autoregressive part of order 

p, I(d) is the differencing part of order d, and MA(q) represents 

the Moving Average part of order q. 
 
 
Phase 1 : Model Identification 

In order to identify the appropriate ARIMA model for Y, first 

we need to determine the order of differencing (d) to 

stationarize the series. Let y be the d
th

 difference of order Y, 

which means: 

 

If d=0:  yt  =  Yt             (1) 

If d=1:  yt  =  Yt - Yt-1            (2) 

If d=2:  yt  =  (Yt - Yt-1) - (Yt-1 - Yt-2)  =  Yt - 2Yt-1 + Yt-2    (3) 

 

Note: 

(1) d=0 means that there are no difference on Y, so the data is 

stationary. (2) d=1 means that it is a first difference of Y to 

made the data stationary. (3) d=2 means that if the first 

difference is not achieved, then the second order differencing is 

perfomed. 

When the time series has been stationarized by differencing, 

the second step is to use the ACF and PACF plot to identify the 

potential model. Based on the autocorrelation function (ACF) 

and partial auto correlation function (PACF) plots of the 

difference series, we can determine the number of terms for 

AR(p) and MA(q) that are needed. 



                                       International Journal of Electrical & Computer Sciences IJECS-IJENS Vol:16 No:01                                7 

         
                                                                                                                     163601-494-IJECS-IJENS © February 2016 IJENS                                                                                          

I J E N S 

 

 

 

Using the combinations of AR and MA term, then we can 

detect the potential model for our forecasting. Note that the 

MA(q) model is represented by the ACF plot and the AR(p) 

model is represented by PACF plot.  
 

Phase 2 : Estimation and Validation 

From the term obtained from AR(p), I(d), and MA(q), we can 

try a different combination between the terms. Hence from the 

combination, we can check the AIC (Akaike’s Information 

Criterion) criterion which is given by: 

 

AIC = -2 ln (maximum likelihood) + 2p    (4)  

where 

p is the number of parameters involved 

 

This value will be different for every combination. The best 

model for forecasting will the one that has the lowest value of 

AIC. 

 

Phase 3 : Model Application 

The most adequate model for ARIMA forecasting can be 

chosen using the forecast accuracy criteria such as Mean 

Square Error (MSE), Root Mean Square Error (RMSE), and 

Mean Absolute Percentage Error (MAPE), which are given by 

the respective equations.  
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Where 
ty and 

tŷ  are the actual observe value and the predicted 

values, resectively. While n is the number of predicted value. 

Figure 1 shows the detailed process for ARIMA modelling. 

 

B.  Double Exponential Smoothing (DES) 

One of the basic ideas of Exponential Smoothing is to 

construct the future values as weighted averages of past 

observations with the more recent observations carrying more 

weight in determining forecasts than observations in the more 

distant past. DES method, also known as Brown Exponential 

Smoothing, is used when the time series have linear trend and 

irregular fluctuations. The general representation of DES 

method is: 

 

                              (5) 

where 

    is the forecasting model 

    is the time-varying mean term 

    is the time-varying slope term 

    is the random error 

 

 

 

 

 

The most adequate model for DES forecasting can be 

chosen using the forecasting accuracy criteria such as Mean 

Absolute Percentage Error (MAPE), Mean Absolute Deviation 

(MAD) and Mean Squared Deviation (MSD), which are given 

by the respective equations: 
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The lowest MAPE, MAD and MSD values will provide a better 

fit for DES models. 

 

 
Fig. 1.   Process in the ARIMA model 

 

 

III.  R ESULT AND DISCUSSION 

 

A.  ARIMA Modelling 

 
Fig. 2.   Linear trend analysis of the original data 
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Figure 2 shows the linear trend analysis for the original 

electricity load demand data. The plot suggests that the original 

data set is not stationary. Therefore, we analyze the first 

difference of the series, 
tt yyy ˆ  and we can conclude that 

the data is stationary.  

The graph of the plot suggests an appropriate ARIMA 

model of the data. AR (p) model is represented by the PACF 

and the MA (q) model is represented by the ACF. Based on the 

plot and the significant spike, the following nine models have 

been estimated and identified using S-Plus software. The 

potential models are shown in Table I below. 

 
TABLE I 

THE LIST OF THE POTENTIAL ARIMA 

MODELS 
 

MODEL AIC       RMSE      MAPE 

ARIMA (2,1,2) 

 

 

 

15.81060 637.9573 5.4739 

ARIMA (2,1,3) 15.76337 619.5779 5.437263 

ARIMA (2,1,4) 15.75109 612.3372 5.202139 

ARIMA (3,1,2) 15.77827 624.0926 5.268022 

ARIMA (3,1,3) 15.74956 611.7324 5.220027 

ARIMA (3,1,4) 15.68860 590.0231 5.124535 

ARIMA (4,1,2) 15.73980 608.6154 5.154816 

ARIMA (4,1,3) 15.74896 607.9474 5.127413 

ARIMA (4,1,4) 15.68240 584.7161 5.004309 

 
The estimated ARIMA model for forecasting the electrical 

load with their corresponding AIC values is given in Table 1. It 

is shown that the ARIMA (4,1,4) has the minimum AIC, MAPE 

and RMSE values. It is shown that ARIMA (4,1,4) is best 

model modelling and forecasting among the other ARIMA 

models. 

 
B.  Double Exponential Smoothing 

By using equation 5 for DES models, we need to estimate 

the values of     for level and    for trend. The accurate 

combination of these two parameters will be selected as the best 

DES models for load demand data. The accurate combination 

will give the lowest values of MAPE, MAD and MSD. Table 2 

shows the potential combination of    and    for DES methods. 

From Table 2, the lowest MAPE, MAD and MSD values are 

from Model 1, where the values of    and    are 0.1. Hence, 

Model 1 is the best forecasting model for DES methods. The 

general equation for Model 1 is given by the following 

equation, 

                  
 

 

 

 

 

 
TABLE II 

THE LIST OF THE POTENTIAL DES 

MODELS 

 

MODEL 

MODEL 

PARAMETERS 

 

MAPE 

 

MAD 

 

 

MSD 

Level, 

   

Trend, 

   

Model 1 0.1 0.1 7 648 624846 

Model 2 0.1 0.2 7 665 674849 

Model 3 0.1 0.5 8 743 863762 

Model 4 0.2 0.1 7 671 642511 

Model 5 0.2 0.2 7 695 697529 

Model 6 0.2 0.5 8 745 832174 

Model 7 0.5 0.1 7 681 661554 

Model 8 0.5 0.2 8 715 726666 

Model 9 0.5 0.5 9 831 955451 

Model 10 1 1 8 767 1206869 

 
C.  Comparative Performance for ARIMA and DES Models 

MAPE will be used as a forecast accuracy criterion in order 

to measure the performance of the best models from ARIMA 

and DES. The MAPE values are tabulated in Table III. 

 
TABLE III 

COMPARATIVE PERFORMANCE OF THE BEST 
FORECASTING MODELS FOR ARIMA AND DES 

MODELS 

BEST FORECASTING MODELS MAPE 

ARIMA(4,1,4) 5.004309 

DES (Model 1) 7 

 

From Table III, the lowest MAPE values are from ARIMA 

(4,1,4) model. Hence, ARIMA models are the best models for 

modelling and forecasting electricity load demand data in 

Malaysia as compared to DES models. 

 

IV.  C ONCLUSION 

The forecasting of electricity load demand has become one of 

the major fields of research in recent years. This paper presents 

an attempt to forecast the load demand by using two different 

time series models, namely ARIMA and DES, and finding the 

appropriate model. ARIMA has been considered as the best 

model as compared to DES model due to the lowest MAPE 

value. This model can be used in forecasting the electricity load 

demand in Malaysia for the future. 
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