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Abstract—This paper investigates theimplementation of two types
of scheduling algorithm to obtain the best performances of the
Single Cart Gantry Crane System (GCS). In this research,
Deadline Monotonic Priority Assignment (DMPA) and Earliest
Deadline First (EDF) scheduling algorithm are chosen to be
implemented. The main ideas of this approach is to find the
schedule that more compatible and provide more stable result for
the system. The Cart performances will be analyzed in term of
Settling Time (Ts) and Overshoot (OS). I n thisstudy, asimple PID
controller that acts as a basic control structure is used. The
application of TRUETIME kernel block also isimplemented to be
executed in a MATLAB environment. It has been demonstrated
that implementation of these two algorithms will help this system
to be more stabilized according to appropriate execution time.

Index Terms—Cart Gantry Crane System, Deadline Monotonic
Priority Assignment, Earliest Deadline First, Truetime.

[. INTRODUCTION

Safety issues are very important for Gantry Crapste®n
(GCS). Itis because GCS is involved in many ofvigemork
environment and need to be controlled preciselusTh has
the potential to cause the accidents and dangdooothers
[1]. The main purpose of this paper is to focugtmsingle
cart GCS where the positioning of the cart (trdlléy crucial
to be controlled. Cart should be a precious parabse of the
effectiveness of the cart will reduce time for tbading work
and effect the sways of the payload. The cart shouve as
fast as possible, but it should not make a hugeadatpn the
oscillation of the payload [2-3]. Since this systenfaced
with real time operation, implementation of thelréme
scheduling algorithm is executed to study the eéfédcthis
algorithm to the cart system. A real time systelthhéone in
which the correctness of the result that is noy delpends on
the logical correctness of the calculation, bubalgpon the
time at which the result is made available. Reaétsystem is
divided into two (2) requirements, namely contrisdtem and
temporal requirement. The control system requirgnign
covered in terms of transient response which andirige
Time (Ts) and Overshoot (OS).
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Then, the temporal requirement covered the pattietime
the correct result is produced, processor speeogckcl
selection, computing resources, and controller §ampme.

Scheduling is an algorithm or technique modellfog
ordering the use of the system resources. A medns
predicting the worst case behavior of the systeranathe
scheduling algorithm is applied. Scheduling assionpt
should be made first before the scheduling carrbeged and
it is important, even for non real time system.ohder to
develop the cart GCS, the uses of the scheduliggrighm
method such as Deadline Monotonic Priority Assignime
(DMPA) and Earliest Deadline First (EDF) are chotzie
investigated in this study.

Il.  SCHEDULING ALGORITHM

A. Deadline Monotonic Priority Assignment (DMPA)

DMPA is the one that assigns the priorities in hseeorder to
their parameters. Each job should have assignedhéy
priority instant of time and the processor allodate the
requirement priority jobs. Without the loss, thektavill be
indexed to the priority in decreasing order. The M
derivation should have effected the loss of acgyraat the
performance guarantees can be obtained by using
concepts of augmentation. Various research of DMRA
been developed in many applications. In some rebgdr
engaged the constant-time admission for DMPA tdiKlfhe
new task can be feasible scheduled together wétdhrently
running task by the decision of the admission airtst.
DMPA scheduling policies hardly depend on the deadl
shorter or longer the tasks, and the highest pyiassigned in
the system. In case the deadlines are less thamdpgethe
DMPA scheduling policies are the right and perfduice to
be implemented as the scheduling algorithm. Itevaice
because of the DMPA is supported by the real ticheduling
system. From the previous study, researchers peapthe
improvement of the priority assignment for globatetl
priority pre-emptive scheduling in multiprocessealrtime
systems [5]. Formally, DMPA is relatively poor in
performance in microprocessor case. But, for onggri
independent synchronous task with the deadlinelésat or
equal to the period, Deadline Monotonic Prioritydéxning
(DMPO) is an optimal scheduling. Normally, the siieng
test has the difficulties in their time predictioand
pseudo-polynomial complexity. It required the pitipto be
sorted decreasing order to schedule the systentalthas
complexity and larger systems. By the schedule uD&PA
scheduling algorithm load test, it always less jpgissic than
the hyperbolic bound and the load test will perfanalear
accuracy improvement, and detect more schedulasle. t
This test does the clear prove about the abilitthefDMPA
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scheduling. In [6], the issue regarding on the iapfibn of
Real-Time scheduling techniques (RT schedulingrtieghe)
is discussed. The approach has been separatedlotial
scheduling and partitioned scheduling where globa
scheduling usually can stored same number highéexitp
task and in the same global queue. As for the tjaréid
scheduling, it has the advantage in partitionedtdis& after
the uniprocessor being reduced. Some comparisohders
made between DMPA and EDF scheduling algorithm [7]
There are some advantages and disadvantages eftthes
approaches. The EDF algorithm known as the optime
schedulability on uniprocessor and the DMPA aldonit
known as the real-time system that widely used. BNEPa
simpler implementation in operating system andthasower
run-time overhead, but the disadvantage of thierélgn is
that it will reduce schedulibility.

Fig. 1: Schematic Diagram of GCS [11]

A complete differential equation of the GCS modah de
obtained as [12-13]:

B. I_Earhest Degdlmeﬁrst (EDF). _ _ v {RBrP . KEZ:|+|: Rrp }(mll)[écose—ézsineb
Earliest Deadline First (EDF) is a real time schiedu Krz 1p Krz (1)
algorithm that is used for the dynamic scheduliagk that Rrp )

required the queue of resource waiting and it aswasl {KTZ}(ml"mz)X

selected and accentuate the earliest deadline cedhpa

other deadline. EDF is normally optimal for anyesdhle and myl 26 + ml%cosd + mgl sind=0 @)

priority table. The priority assignment will redudhe
computing priority table to overcome the singldical
problem that will appear after the single mode dptimal
EDF. From the previous research of using EDF atlgios for
the formation at Dynamic Time-critical Environmerit,
proposed about the challenge in decision makingtlier
complex and dynamic multi-agent system [8]. Thecues
simulation project is for testing coordination armbperation
mechanisms being the excellent test bed. On othéat g
similar research, it applied mixed-criticality sdlséing of
sporadic task systems [9]. In this research, eask has
multiple levels of scheduled of worst-case executiione
estimations. It analyzed the processor speed upg ubie o

The first analysis is considered by using a simBl®
controller of a GCS process and intended to giveasic
introduction to the TRUETIME simulation environmesus
shown in Fig. 2. The controller task is implementada
TRUETIME kernel block that control the process. The
scheduling algorithm will be implemented into thregess by
declaration call in MATLAB and TRUETIME kernel bllc
parameter. The investigation of DMPA and EDF scliadu
algorithm and will be analyzed to observe the eéfeaf
different input-output performances of GCS.

EDF-VD (EDF-Virtual Deadlines) because it will cabute =
to the field of effectiveness. In the field of thafety-critical = e
systems, there several problems in term of scheglaind it .

increasing the trend of system towards integratmgtiple j [ SN E
function on the platform. EDF also has been implaein a st ST CRE ST ool

H H . Pemance
wireless communication system. From the resear¢hGh a TTmer

Deadline, and Distortion (CD2) Aware Scheduling ¥ideo
Streams over Wireless, it related the CD2 withE# and
Best Channel First (BCF). The main of this resedscto Fig. 2: Single GCS through Simulation

achieve the performance gain by using knowledgeagket rjg 3 is the block diagram inside the main bloekSingle

deadline, wireless channel conditions, and applinat Gcs stated in Fig. 2. This block diagram will coess into

information in systematic and unified ways in therldt of o subsystem that represented as the main bloas.
multimedia scheduling.

lll. MODEL OF THE SYSTEM
In this study, GCS will be used as a system tabestigated ' ‘ ‘
and Fig. 1 shows a schematic diagram of the syster Famt L | | =
Normally, two parameters which are desired posifigrand 2 — w |‘L| M (D

Thie) Displacement

payload oscillationd) will be considered in order to study on — egmr e

o Fom? Fen
GCS behavior. However, only is focused and will be ™" )T ] H

ignored. The GCS is modeled based on [11]. L Far g | MegEme

Fomé ook

Foms

Fig. 3: Block Diagram inside the Main Block of GCS
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Fig. 4 shows the parameter that has been implechémtine

) ) ) % Execution time % Execution time
Single GCS system while Fig. 5 represents the TRWET exectime = 0.02: exectime = 0.12;
kernel block. The function block parameter usedtlaes
input-output parameter set-up for the system tsitmelated @) (b)
by right parameter. All the input-output was set apd
declaration script for the scheduling is linkedhis function % Execution time % Execution time
block parameter. exectime = 0.40; exectime = 0.90;
= (c) (d)

Subsystem (mask) -~

Fig. 7: Execution time for each case

Paramoters

payload mass (m1)

o (a) Case 1 (b) Case 2 (c) Case 3 (d) Case 4
trollay mass (M2}

5 A. Simulation Result of DMPA

e — Fig. 8 shows the priority call for the DMPA andvitas
daenipte coetntsnk 00 declared in ttInitKernel('prioDM'). This coding fariority

12.32

DMPA called by the TRUETIME kernel block.

torqua constant (Kt)
0.007

alectric constant {Ke)
o.007 % Initialize True Time kernel
ol ttinitkernel(prioDM";
gear ratio (z) -
ok | | concei Holp Pty % Task attributes
Fig. 4: Parameter of Single GCS depzfc;;%(je::%gg(;)d'

Subsystermn (mask) (link) e

Porometors Fig. 8: DMPA Initialize True Time Kernal and Task
Name of init function (MEX or MATLAB): Attributes

SonIErAns Nt : According to the various setting on execution taseshown
Init function argument (arbitrary struct): ) ) A i i i

1 in Fig. 7, some results can be investigated. Byeiasing the
Number of analeg inputs and outputs: execution time, the stability of the single cart &iS slowly
[21] . . .

Number of external triagers. disrupted. It can be seen clearly in Fig. 9.

o

(Metwork and) Node number(s): 15 T T

8] ik :

Local clock offset and drift: 05k |
Lo o0l '

Show Schedule output port

[] Shows Energy supply input port

[] Show Power consumption output port ~

Fig. 5: Function Block Parameter for TRUETIME Kernel ‘ _;m’nfyms[u]wacementm —
B|OC|( JRRUUUTUUOS 5. WS ef Input

IV. RESULTS AND DISCUSSION

In this section, there are four cases to be sirdlat this
configuration based on different execution timee Bxample
pattern for the initial declaration codes are tHated in Fig. 6
and Fig. 7 where purposely written for the chantgephttern
example of execution time task declaration for slgstem.
The initial period condition is set as 0.06 s axeloaition time
is set at 0.02 s, 0.12 s, 0.40 s, and 0.90 s fén hwo

algorithms (DMPA and EDF). For the deadline, iset as :
equal to the period which is 0.06 s. 15 ‘

% Initialize TrueTime kernel
ttinitkernel( '‘prioXXX" );

% Task attributes
period = 0.06;
deadline = period; R 5 m ® x % 2

Fig. 6: Initialize True Time Kernel and Task Attrib utes (b)
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2k 4
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21 : b
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Wi . Trolley Displacement [y] Cantrol Signal [u)
— Ref Input [1) :

0 . ;

Fig. 9: Reference Input (r), Trolley Displacementy) and
Control Signal (u) for DMPA

(a) Case 1 (b) Case 2 (c) Case 3 (d) Case 4

A. Simulation Result of EDF

For EDF, the priority call is set as ttInitkernpl{oEDF") as
shown in Fig.10. This coding for priority DMPA cadl by the
TRUETIME kernel block.

% Initialize True Time kernel
ttinitKernel(prioEDF);

% Task attributes
period = 0.06;
deadline = period,;

Fig.10: EDF Initialize True Time Kernal and Task
Attributes
The same step and procedure has been implememtE®F
investigation and the results can be seen in Fig.10

15 . T
1k

05k O Y
0k O
FiL o [ B P

1 : 1 -

15 i i

40

Trolley Displacement (y)

A Reflputi) | [ 4.

ok

] O ST P

40 ! I L i I
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Trolly Displacement (y]
Reflnp ]

R Control Signdl (] [ ..o

. S R T TSP U SO SO RSO UO OO PO PTPSUEs SOUUUTON SOUUPUTTOTEOPOTUUOL SERSOT OOt i
A0
150 I I
- Trolly Displacement (y] Contol Signal (]

Fef Input [1]

B e .........
R o o RO B e SO = O R T
1] OSSR RO PES PR .................
am | | | i i
0 § 10 15 il b 0
Time {s)
(d)

Fig. 10: Reference Input (r), Trolley Displacementy) and
Control Signal (u) for EDF

(a) Case 1 (b) Case 2 (c) Case 3 (d) Case 4

Based on the analysis from the DMPA and EDF algorijt
the results are similar. Furthermore, it is showat tif
execution time is within the period limit, the cesponding
output is stable. Even though the execution tiniadseased
to 0.12 s (the value of execution time has increéas&%), the
system still stable (soft real time) but the petaga of
overshoot is increased. However, the performantestput
are going to be unstable (execution time has iseetat
20%). The system is totally unstable if the exenutime is
increased as 0.90 s.
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Table 1: Effect of Control Performances

Control Performances
Exe<_:ut|o Period | Overshoot | Settling
Case| nTime .
(s) (s) (%) Time (s)
1 0.02 0.006 6 3.1
0.12 0.006 23 3.3
0.40 0.006 50 >5

V. CONCLUSION

The stability and real time execution of any sysismery

important. Thus, implementation of two types schiadu
algorithm is chosen to investigate the stabilitysiofgle cart
GCS for various execution times. In this study,yoocéart

displacement is focused because the effectiverfgssytoad

oscillation depends on cart stability. It will helps system be
more effective and applicable in safe environmeBésed on
this study, the system is will be unstable if tkeaition time
is increased.
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