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ABSTRACT : This paper demonstrates the procedure to classify the age of oil palm trees using Landsat-5 

TM (thematic mapper) remote sensing data. The study was conducted in two phases: phase I focuses on the 

the land cover classification, and phase II involves the oil palm age classification. Firstly,the  region of 

interest (ROI) was identified and drawn in order to supply the training and testing pixels for the supervised 

classification. Maximum likelihood (ML) classifier was used for land cover classification. The land cover 

classification using the ML produces a good result with an overall accuracy of 85.51% and kappa 

coefficient of 0.8208. Meanwhile, three classifiers were used to  investigate the age of oil palm 

classification, which are the 1) Maximum likelihood (ML), 2) Neural Network (NN) and, 3) Support Vector 

Machine (SVM). The accuracy of the classifications was then assessed by comparing the classifications 

with a reference set using a confusion matrix technique. Among the three classifiers, SVM performs the 

best with the highest overall accuracy of 54.18% and kappa coefficient of 0.39. 
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1.0 INTRODUCTION  
Oil palm (Elaeis guineensis) occupies about 5 million 

hectares of the cultivated land in Malaysia, making it the 

single largest plantation commodity in the country. Malaysia 

produces about 45% of the world’s total palm oil production, 

and exports almost 80% of its total production [1,2]. Palm 

oil products have been developed, ranging from edible to 

industrial uses, such as cooking oil, soap, margarine, 

detergent dough fats, biodiesel and many others. [3]. Fruit 

bunches are harvested from oil palm trees to produce palm 

oil. Commonly, oil palm trees have an economical lifespan 

up to 25 years. Age is one of the important factors to 

influence fruit bunches production. Generally, the 

production starts at about two years old and reach optimum 

production at the age between six to ten years after planting 

[4]. For this reason, oil palm age is an important parameter 

that needs to be considered in oil palm industry. One could 

predict the yield that is supposed to obtain for a particular 

age, and the age of the palm tree can be monitored if there is 

any anomaly of yield [7]. This has led to the concept of 

precision farming of oil palm [8]. Besides that, studies have 

shown that age is a parameter in allometeric equation for 

estimating oil palm biomass and carbon stocks, which is a 

vital issue in carbon studies [5, 6]. The conventional 

approaches to measure oil palm age that has been carried out 

are such as land surveys; however, this approach is labor-

intensive and costly particulary for large plantation areas. 

Remote sensing technology offers a new alternative for 

determining oil palm age over the conventional approach.  

A number of studies have revealed that identifying the age 

of various vegetation can be done using spectral information 

from remote sensing data [9,10, 11,12, 13]. For example, 

neural networks and linear analysis techniques have been 

tested for mapping secondary tropical forest and forest age 

from spot HRV data [14]. The neural network results 

showed that 95.5% of the secondary forest pixels were 

correctly classified as secondary forest pixels. Another study 

that deals with the issue of mapping the age composition of 

forest stand using artificial neural network shows a 

correlation (r2 = 0.83) between the spectral characteristics of 

spruce stands and their age composition [15]. Various 

studies have been carried using different remote sensing 

approaches or techniques as the existing techniques used 

different satellite sensors that consist of different resolution 

and measurements of data. Thus, the aim of this study was to 

investigate the relationship of spectral measurements from 

Landsat-5 TM satellite data with the age of oil palm, and 

subsequently, develop a procedure / algorithm to classify the 

oil palm age.  

SVM, NN and ML classifier were compared in order to 

classify the oil palm tree’s age. ML can be considered as the 

most established method that assumes the distribution of the 

data within a class and obeys a multivariate Gaussian 

distribution. A study, by Maselli stated that ML 

classification is  one of the well-known classification 

techniques that have been widely used to classify remote 

sensing. The ML is a parametric based on statistical theory 

[17]. ML is a supervised classification method, which is 

based on the Bayes theorem. It makes use of a discriminant 

function to assign pixel to the class with the highest 

likelihood. The distance (spectral distance) method 

calculates the spectral distance between the measurement 

vector for the candidate pixel and the mean vector for each 

signature, and the equation for the classification by spectral 

distance is based on the equation for Euclidean distance. 

SVM is a supervised classification method derived from 

statistical learning theory that often yields good 

classification results from complex and noisy data. A 

decision surface is used to separate a class to maximise the 

margin between the classes. Support vectors are the data 

points that are the nearest to the hyper plane [23]. Surface is 

often called the optimal hyper plane. The important elements 

of training set are the support vectors. SVM is a binary 

classifier in its simplest form; it is a multiclass classifier  
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Table 1: Spectral range of bands and spatial resolution for the 

Landsat-5 TM sensor 

 
 

 

  Figure 1: Band 4, 3, and 2 assigned to red, green and blue 

channel 

 

2(a)  Output Land cover classification 

 
2(b). Masked Image Overall Accuracy: 85.51% Kappa 

Coefficient:0.82 

Maximum Likelihood  (ML) 

 

2(c) Overall Accuracy: 47.26%Kappa Coefficient: 0.30 

 

Neural Network (NN 

 

2(d) Overall Accuracy: 34.58%  Kappa Coefficient: 

0.15 

Support Vector Machine (SVM 

 

2(e)Overall Accuracy:  54.18%Kappa Coefficient: 0.39 
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PHASE II 

 

 

 

 

 

 

 

 

based on the combinations of several binary SVMs [18]. 

Many papers reviewed the remote sensing implementations 
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of support vector machines  as a promising machine learning 

methodology. It uses minimal training pixels, and therefore, 

needs less processing time. SVM is widely used in remote 

sensing field due to its ability to generalize well even with 

limited training samples. A study has carried out land cover 

classification by comparing the SVM with three other 

popular classifiers, maximum likelihood (ML) classifier, 

neural network (NN) classifiers and decision tree (DT) 

classifiers. This study also carried out several training data 

and proved that SVM and NN perform almost similar 

function[17]. 

 NN is a non-parametric method which does not depend on 

the multivariate Gaussian distribution assumption. 

Knowledge is stored in weight form in neural network. The 

weights are applied to node as multiplicative values to be 

applied to an input. NN allows it to learn itself as it is 

presented with repeated examples of input and 

corresponding correct output. Upon presentation of new data 

to the net, NN applies weight, and the resulting output is 

consistent with the previous experience. Through various 

studies, NN often able to perform better than the ML. Some 

of the findings suggested that neural network is easy to be 

used for classification of study data; however, the more 

difficult study data might respond better in a hierarchical 

network.  

March 1
st
 1984,  and its main function to collect imagery of 

the surface of Earth. It has a maximum transmission 

bandwidth of 85 Mbit/s. It was used at an altitude of 438.5 

mi (705.3 km). It takes 16 days to scan the entire Earth. Each 

remote sensing sensor has its own spectral resolution or the 

spectral sensitivity limitations.  Landsat-5 TM consists of 

seven bands, where bands 1-5 and 7 record information at 

visible and near infrared wavelengths; therefore, it operates 

only in daytime. Night scenes can be captured in band 6 as it 

has the capability to record thermal infrared radiation. A TM 

scene has an Instantaneous Field of View (IFOV) that is 

capable of viewing image with 30m x 30m spatial resolution 

on the ground in bands 1-5 and 7 while 120m x 120m for 

band 6 (Table 1). The state of Selangor, Malaysia was 

chosen as the focus area of study as Selangor is a well 

 

2.0 STUDY SITE AND EXPERIMENTAL DATA 

DESCRIPTION 

The data used for this study is  the Landsat-5 Thematic 

Mapper (TM) satellite data dated 22
nd

 August 2005. 

Landsat-5 TM is a low Earth orbit satellite launched on -

known area for oil palm plantation. This area covers 

approximately 840 km
2
 within longitude 101° 10’ E to 

101°30’ E and latitude 2°99’ N to 3°15’ N (Figure 1). The 

data were acquired from the Malaysian Remote Sensing 

Agency (ARSM), Ministry of Science, Technology and 

Innovations (MOSTI). Based on the topo map series 

7030/Landsat Index of peninsular Malaysia by ARSM 

Cartography Laboratory, the survey is at row 58 and path 27. 

 

3.0 MATERIALS AND METHODS 

The Image processing tasks were performed using the ENVI 

software. ENVI toolbox was used to identify spectral values 

or a signature associated with the training pixels. This study 

was divided into 2 phases: Phase I is the land cover 

classification, whereas phase II is the oil palm age 

classification. The study made use six of the Landsat TM 

bands (i.e. 1-5 and 7), where  the bands with a combination 

of 4,3,2 have been used for visual analysis purposes. This 

band combination is useful for vegetation studies, 

monitoring drainage and soil patterns, and other various 

stages of crop growth. In phase I, the visual analysis of the 

Landsat data, aided by a land cover map, was carried out, 

where 10 main classes were identified that are the coastal 

swamp forest, dry land forest, oil palm, industry, cleared 

land, urban, non-oil palm, bare land, sediment plumes and 

water. Ten regions of interest (ROIs) based on the reference 

map were determined by choosing one or more polygons for 

each class based on visual analysis of the land cover map 

and Landsat data. Then, random samples were collected by 

means of stratified random sampling technique, which 

involves dividing the pixels into homogeneous subgroups 

(the ROI for individual classes), and then taking a simple  

random sample in each subgroup.  40% of the training pixels 

and 60% of the testing pixels were formed. The image was 

classified using a supervised ML technique that utilised the 

40% training pixels, in which bands 1-5 and 7 were taken as 

the input. Accuracy assessment was then performed using a 

confusion matrix; the overall accuracy was calculated by 

summing the number of correctly classified pixels and 

dividing by the total number of ground truth pixels 

[16,22,24]. The classified image was then masked, subset 

and resized to extract only the oil palm region.  

A subset is a process of resizing an image into an image with 

a smaller cover area. The output image was used in phase II. 

Phase II used the resized image from phase I, where the 

ROIs for age classes (young, prime and old) were created 

based on the ground truth survey reference map obtained 

from Eng Soon Plantation, one of the oil palm estates in 

Selangor.  Each of the created ROIs is divided into training 

and testing pixels. Each region is divided into 40% (60 

pixels -97 pixels) training and 60% (70 pixels-146 pixels) 

testing. Next, the classification was performed by making 

use of the six bands (viz. bands 1-5 and 7) using three 

supervised classification techniques, i.e. ML, SVM and NN. 

The accuracy of each classified image was assessed by the 

confusion matrix using the 60% testing pixels. The pixels for 

each age class were converted into area (km
2
, squared 

kilometres) for the end users to discover the total area of 

each age class (i.e. 1pixel=0.03km²). 

4.0 RESULTS AND DISCUSSION 

The results from phase I show that ML successfully 

classified the land into 10 separate classes with a good 

agreement with the reference map (Figure 2). The land cover 

classification using the ML yields a good result with an 

overall accuracy of 85.51% and kappa coefficient of 0.8208.  

In phase two classification, among the three supervised 

classifiers, the SVM performed the best as it could classify 

well the oil palms into 4 desired classes (Figure 2). The 

overall accuracy was 54.18% with kappa coefficient 0.39. 

The ML performed the classification with an accuracy of 

47.26% and kappa coefficient of 0.30. The SVM accuracy is 

6.92% higher than the ML. This might be due to the 

http://en.wikipedia.org/wiki/Satellite_imagery
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insufficient number of training pixels chosen for the ML 

classifier. The ML depends very much on the sufficiency of 

the training set compared to SVM. NN produced the lowest 

accuracy, i.e. 34.58% overall accuracy and 0.15% kappa 

coefficient. The results indicate that the most important 

characteristic of SVM is its ability to generalize well from a 

limited amount and/or quality of training data [18]. The 

SVM offers additional benefits, in contrast to the alternative 

classification models, such as the neural networks. They are 

resilient to getting trapped in local minima because of the 

convexity of the cost function which enables the classifier to 

consistently identify the optimal solution. Besides,, the SVM 

also deals with quadratic problems; hence, it always gets to 

the global minimum. An added advantage is that it is 

unnecessary to repeat the classifier training using different 

random initializations or architectures. Furthermore, being 

non-parametric, the SVMs do not assume a known statistical 

distribution of the data to be classified. This is particularly 

useful because the data acquired from the remotely sensed 

imagery usually have unknown distributions. This allows the 

SVM to outperform other techniques based on maximum 

likelihood classification because the normality does not 

always give a correct assumption of the actual pixels 

distribution in each class. On the other hand, the NN 

classifier could only classify the image into two classes, 

which are the class prime and the unclassified. The NN 

records the lowest accuracy among the three classifiers due 

to the nature of the classifier. The NN needs only little 

training pixels to carry out the classification. Althought he 

NN allows to learn by itself as it is presented with repeated 

examples of input and corresponding correct output, it tends 

to get confused with the large number of training pixels; 

thus, leading to incorrect classifications of the the region. 

Based on a study by Hepner, he considered a training data 

size of a 10 by 10 pixels for each class as the minimum data 

size for training the NN [19]. The minimum number of 

samples for adequately training an algorithm may depend on 

the algorithm concerned, the number of input variables, the 

method used to select the training samples, and the size and 

spatial variability of the study area [20]. Overall, the SVM is 

the best oil palm age classifier among the compared 

classifiers as it records the highest accuracy with 188 out of 

347 pixels correctly classified. To be more specific, the 

SVM records accuracy of more than 50% of correctly 

classified pixels for class young, old and unclassified when 

compared to the ML and NN. Even though the SVM 

classification produced the highest accuracy; there are some 

limitations to SVM methodologies, for example the  

selection of the SVM’s key parameters, such as the kernel 

functions. Further studies on kernel functions of the  SVM 

should also be conducted for better performance. Table 2 

shows the number of pixels and area covered using the SVM 

classifier. 

 

5.0 CONCLUSION 
This study evaluates the potential of remote sensing 

techniques in classifying the age of oil palm tree. Three 

types of classification used in the study are the ML, NN and 

SVM. The ML can classify different land covers with the 

highest accuracy, but the SVM is found to be the most 

reliable for classifying the age of the oil palm trees as 

compared to the ML and the NN. Further studies should 

consider different number of training pixels in order to 

observe better comparisons between the SVM, ML and NN.  
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