-

P
brought to you by i CORE

View metadata, citation and similar papers at core.ac.uk

provided by Universiti Teknikal Malaysia Melaka (UTeM) Repository

International Journal of Artificial Intelligence (1J-Al)

Vol. 1, No. 2, June 2012, pp. 63~72

ISSN: 2252-8938

a 63

Adaptive Neural Subtractive Clustering Fuzzy I nference System
for the Detection of High I mpedance Fault on Distribution

Power System

Adnan H. Tawafan’, Marizan bin Sulaiman” , Zulkifilie Bin Ibrahim’
* Faculty of Electrical Engineering, Universiti Teikal Malaysia Melaka, Melaka, Malaysia.

ArticleInfo

ABSTRACT

Article history:

Received May 9, 2012
Revised May 28, 2012
Accepted Jun 9, 2012

Keyword:

High Impedance Faults
FFT

ANFIS

Subtractive Clustering
Power system

High impedance fault (HIF) is abnormal event orcele power distribution
feeder which does not draw enough fault currentbt detected by
conventional protective devices. The algorithm F detection based on
the amplitude ratio of second and odd harmonidaridamental is presented.
This paper proposes an intelligent algorithm usingdaptive neural- Takagi
Sugeno-Kang (TSK) fuzzy modeling approach based sobtractive
clustering to detect high impedance fault. It itegrating the learning
capabilities of neural network to the fuzzy logigsem robustness in the
sense that fuzzy logic concepts are embedded inetveork structure. It also
provides a natural framework for combining both euical information in
the form of input/output pairs and linguistic infeation in the form of IF—
THEN rules in a uniform fashion. Fast Fourier Tfansation (FFT) is used
to extract the features of the fault signal anceofhbower system events. The
effect of capacitor banks switching, non-lineardoeurrent, no-load line

switching and other normal event on distributioredier harmonics is
discussed. HIF and other operation event data ag@ned by simulation of
a 13.8 kV distribution feeder using PSCAD. The resuhow that the
proposed algorithm can distinguish successfullysHiféom other events in
distribution power system
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1. INTRODUCTION

A High Impedance Fault (HIF) is a weird event aiffiallt to detect on electric power distribution
feeder [1]. A high impedance fault results whenrianpry conductor makes poor electrical contact veith
road surface, sod, tree limb, sidewalk, with sortfeeosurface, or object which restricts the flowfadlt
current to a level lower that reliably detectabledonventional overcurrent devices. The resultiengl of
fault current is usually less than the normal aurr@bout 10 to 50 A) of the electric power digttibn
feeder [1], the failure of HIF detection leads &vigus threat in electric shock to human beingsotdntial
fire hazards. HIF does not usually pose any riskh® electric power distribution feeder; howevédr t
protection against them desirable. The naturelBEHhas been studied since the early 1970's withtipe
of discovery some characteristic in the curremta@tage waveform that would make detection possiinie
practical [1].

HIF has many characteristics, the most two chariatits are the low current and arcing. Arcing is
the due of air gaps because of the loose conta¢ mvith the ground or a grounded object. When thgap
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breaks down, a high potential is produced overaatstistance and the sustainable current levehénatrc is
not sufficient to be reliably detected by conveméibmeans.

There are some other electrical events that belikgethe HIF (capacitor bank operation, air
switching operation, nonlinear load and startinduiction motor), the algorithm which proposed toedét
HIF should have ability to discriminate between Hilém other normal event in power distribution gyst
Most of the detection methods require extensivepdation in the reprocessing stage for featureaesitin
of the input signals. Then a strategy is applieddtain detection parameters.

Through the past decades, protection engineersresghrchers have tried to find a complete
solution to this type of fault. The fault has madclyaracteristics like presence of harmonics and high
frequency components, detection techniques aindeatify useful features of HIF from the patterntoé
voltage or current signals associated. Many detectigorithms have been proposed to detect HIFgsofim
these have used frequency-based to extract relégantres of the harmonic components [2—6] otheeha
utilized time—frequency-based features to exantieettansient phenomena of HIFs signals in bothithe
and frequency domains [7-14], the extracted featuseially can be obtained after process the sigmitis
one of methods of signal processing like discrederier transform (DFT), discrete wavelet transform
(DWT) and some other time—frequency analysis mettexth as discrete S-transform (DST) and discrete
time—time transform (DTT) [14].

In the research work [12], a method for HIF detattbased on the nonlinear behaviour of current
waveforms is presented. This method uses a wawelsti-resolution signal decomposition method for
feature extraction and an adaptive neural fuzzgrarice system (ANFIS) for identification and clasation.

In [11] Wavelet transform and principal componemalgsis are used for feature extraction/selectfofuzzy
inference system is implemented for fault clasdifica and a genetic algorithm is applied for input
membership functions adjustment. In [15] the authees (ANFIS) as a classifier to detect HIF. The 3r
harmonics, magnitude and angle, for the 3 phasentsrare uses as features of HIF. And in [16]lkecion

of dominant key harmonic signals forms the bastsaf¢feature’ or ‘diagnostic’ vector instead of mgle
dominant harmonic signal. Fast Fourier TransforiT{(Hs used to extract the vector comprising the &rd
5th harmonics of the voltage, current and powenagare developed.

Neural networks and fuzzy inference systems areptemmentary technologies in the design of
adaptive intelligence system. Artificial Neural Merk (ANN) learns from scratch by adjusting the
interconnections between layers. Fuzzy Inferencge®y (FIS) is a popular computing framework based o
the concept of fuzzy set theory, fuzzy if-then siuland fuzzy reasoning. A neuro-fuzzy system ipbima
fuzzy inference system trained by a neural netweakning algorithm. The learning mechanism fineetin
the underlying fuzzy inference system. Fuzzy sydes difficulties like a lack of completenesgiod rule
base and a lack of definite criteria for selectminthe shape of membership functions, their degke
overlapping, and the levels of data quantizatioom& of these problems can be solved if the neural
technique is used for fuzzy reasoning.

This paper describes fault detection of HIF usindpptive Neural subtractive Clustering Fuzzy
Inference system as classifier. FFT is used toaekithe features and the data for training andngeshe
ANFIS was produced by simulation of 13.8kV disttiba feeder using PSCAD

2. ANFISCLASSIFICATION STRATEGY

ANFIS is a fuzzy Sugeno model of integration whire final fuzzy inference system is optimized
via the ANNSs training. ANFIS can be viewed as asslaf adaptive networks which are functionally
equivalent to fuzzy inference system. It maps igptlirough input membership function and associated
parameters, and then through output membershipifuméo outputs. ANFIS uses back-propagation or a
combination of least square estimation and backggation for membership function parameter estonati
The most important point in data classificationAYFIS is designing of fuzzy rules. To solve thisipiem,
data clustering algorithms are used to categonmk @ganize data. The clustering in the fuzzy sysie
useful for reducing the dimension of fuzzy systemes while still representing the overall systerusiering
partitions a data set into several clusters whaoh eata points in a cluster has more similarigntthe one
among the clusters. In neuro-fuzzy systems, cligfeis used to determine the initial locations d@hd
number of IF-THEN rules. There are several clustgtechniques that are used for this purpose anchtist
common ones are: K- means, fuzzy C-means, mouotastering method and subtractive clustering. ia th
study, subtractive clustering is used in which ezlobter represents one independent rule [17].

2.1. Subtractive Clustering
A Data clustering is a process of putting similatadinto groups. A clustering algorithm partitians
data set into several groups such that the simyilarithin a group is larger than among groups. @risg
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algorithms are used extensively not only to orgardand categorize data, but are also helpful forahod
construction and data compression. Clustering fgcles are used in conjunction with radial basisctiom
networks or fuzzy modeling primarily to determimétial location for radial basis functions or fuzifythen
rules. There are different clustering techniquehsas k-means clustering, fuzzy c-means clustering,
mountain clustering and subtractive clusteringhdfre is no clear idea how many clusters thereldhmaifor
a given set of data, subtractive clustering isst, fane-pass algorithm for estimating the numberladters
and the cluster centers in a set of data.

Consider a collection of n data points in an m-digienal space. Without loss of generality, the
data points are assumed to have been normalizéthwithypercube. Since each data point is a catedfda
cluster centers, a density measure at data poistddfined as:

. flxi =21
Di = ¥, exp (— (ra/zj)z Q)

wherer, is a positive constant. Hence a data point willeha high density value if it has many neighbouring
data points. The radiug defines a neighbourhood; data points outsiderttdgis contribute only slightly to
the density measure. After the density measuracdf eata point has been calculated, the data pitimthe
highest density measure is selected as the fisstaal center. Letcl be the point selected aiy, its density
measure. Next the density measure for each datdp@s recalculated by the formula

i 2
D; = D; = Deyexp (— 22 @)
Where r, is a positive constant. Therefore, the data pomgar the first cluster cente¢: will have
significantly reduced density measures, therebyimgathe points unlikely to be selected as the whxster
center. The constamt, defines a neighbourhood that has measurable iedacin density measure. The
constants is normally larger than, to prevent closely spaced cluster centers; gdgeatais equal to 1.5,.
After the density measure for each data pointéaloailated, the next cluster centeris selected and all of
the density measures for data points are recadzligain. This process is repeated until a suffici@mber

of cluster centers are generated.

When applying subtractive clustering to a set gfutroutput data, each of the cluster centers
represents a prototype that exhibits certain clariatics of the system to be modeled. These clusteters
would be reasonably used as the centers for thgy fudes' premise in a zero-order Sugeno fuzzy made
radial basis functions in a Radial Basis Functiaiwérk (RBFN). For instance, assume that the cefoter
the i-th cluster isciin an M dimension. The; can be decomposed into two component vegtpend g
wherep; is the input part and it contains the first N edgnofci; g; is the output part and it contains the last
M - N elements o€i. Then given an input vectar the degree to which fuzzy rulés fulfilled is defined by

_ llx=P;ll?
u; = exp (—(ra /2)2) 3)

This is also the definition of the i-th radial mdunction if we adopt the perspective of modelirging
RBFNSs. Once the premise part (or the radial basistions) has been determined, the consequentqudtte
weights for output unit in an RBFN) can be estirddiy the least-squares method. After these proesdare
completed, more accuracy can be gained by usindiggradescent or other advanced derivative based
optimization schemes For further refinement [17].
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Figure. 1 The general of ANFIS used classification. Figure. 2 Three phase distribution feeder
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3. SYSTEM MODELING
3.1 Distribution Feeder

A 13.8 kV distribution feeder was performed in PSAMTDC. That consists of a substation and
three distribution feeders with radial network. Hobematic diagrams are given in Fig 2. The geoersibof
30 kV and 10 MV connected to the transformer with13.8 kV and 10 MV. The distribution network
operates at 13.8 kV voltages. The distribution Ia 20 km long continuously transposed line. Ghmilse
rectifier is used to represent the nonlinear Iddte simulation models are developed using PSCADthad
sampling rate chosen is 15.36 kHz.

The arcing and nonlinear characteristics of theerursignals due to HIFs are similar to other event
like load changes and switching operations. Theeefthe simulation of distribution system has been
included linear load, non-linear loads and the atffef switching operation, the transient phenomena
produced by capacitor switching similar to thoseHtfs in frequency domain, so it is necessary b tiee
reliability of any HIF algorithm under this eveiMany of capacitor energisation events have beesntako
consideration in the studied distribution systerhe Tconditions for these simulations are summarired
Table 1, where for each case, the current wavetoritihe feeder is calculated and processed.

3.2 HIF Simulation

In the past, there are several models of HIF hagpgsed. All of these are based on Emanuel arc
model and researchers have tried to complete itantk up to a better model for HIF. A simplified &mel
model was introduced in 2003. The Two varying tessswere used to represent the fault resistance. A
simplified two-diode model of HIF, shown in Figur§H. It was used to generate different HIF curselny
changing the parameters (resistors and DC souiRe}istances ranging from 50 to 1500 ohms wer@dari

and The DC source values were selected from 1 t0/10vhich led to current value of the simulatedblin
the range of 8-300 A.
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Figure. 3 A simplified two-diode model of oo a2 8.4 126
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Figure. 4 Comparison of simulated and measuredddiFents
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Table 1 The Conditions for These Simulations

Event Simulation conditions
Sending and receiving end  operation conditions: on and off
capacitor bank operation Load levels: 30, 70 and 100 percent of the fultlloa

Source voltage phase angle: (0, 180)
Sending Capacitor operation: 2.1 and 4.2 MVar
Receiving Capacitor operation: 2.1 MVar
Existing sending / receiving capacitor: 0 and 2Xtavl
Load operation on the operation conditions: three and single phase
feeder Load levels operation: 30-70, 70-100 percent offtifidoad
Source voltage phase angle: (0, 180)
Existing sending / receiving capacitor: 0, 2.1 drRIMVar
Non-linear load operation on operation conditions: three phase
the feeder Load levels operation: 30-70, 70-100 percent offtiidoad
Source voltage phase angle: (0, 180)
Existing sending / receiving capacitor: 0, 2.1 drRIMVar

Figure 4a shows that real measured HIF current fsaveextracted from [18] and Figure 4b shows the
simulated waveform current. The qualitative comgpami indicates that there is a relatively good
correspondence between the real and simulationfoamaws.

4. THE PROPOSED ALGORITHM

The proposed algorithm includes three importamtspanput data preparation, features generation
and fault classification. Input data preparatiomt pa described in simulation section. The resttpare
detailed in the next section. Figure5 showed thec8Bire of the proposed algorithm

—————————————————————————— HIF
1 1
Feeder Current | ! [ 6cycle FFT Harmonic | ! AN?S li)tasec Yes/no
|:‘|> Signals |: window | N selector ! a_u_ .
: ] I—_'->, classificatiq :>
1
| o
1 Features Generation !
1
1 1

Figure. 5 Structure of the proposed algorithm

4.1 Features Generation

On the modeled distribution system, different operaconditions have been simulated by using
PSCAD/ EMTDC. The simulated data then were transteto MATLAB to complete the rest algorithm. The
main goal of algorithm is to discriminate betweelr#land other similar waveforms.

In this algorithm, the current waveforms of distion power are used only to extract the features
of HIFs, but not on voltage waveforms. The discnation is based on the amplitude of fundamental and
other harmonics current waveforms in the frequedmyain. A Fast Fourier Transform (FFT) method isdus
for feature extraction. The analysis is focusedcoment waveform which is obtained from the disitibn
power system feeder. In the frequency domain, oaldnbnics, such as the 3rd, 5th, 7th and 9th, are
predominant also some even harmonics, such ashand,significant amplitudes. However, the fundamkent
harmonic is decreased when the fault is occurred.

A normal current waveform, when a capacitor baslpiesent, appears no significant varies in
phase current in the amplitude, the odd harmonmiepeedominant also even harmonics can be seemie s
extent. In this paper, various waveforms were oletiby changing different parameters. When allehes
waveforms were obtained, useful relevant data wees to find the features that were common toradl a
can discriminate HIF from other signals. These gtigations led us to define the following features.

The ratio of harmonics amplitude"f2 3¢, 5", 7" 9" and 1i") to the fundamental harmonic
amplitude.
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where b, 3, 5 7, o and 1, represent the"® 3¢ 5" 7" 9" and 11" harmonics amplitude of the signal

respectively, 1 represent the fundamental harmonic amplitude faegresent the extracted features.

Gather all the extracted features to obtain ondéoveghich represent the input data to training the
adaptive neural subtractive clustering fuzzy sysféhe typical signals of HIF fault current underdar load
and with capacitor bank also signal of nonlinearent and their spectrum is shown in Figs,t, ¢, d, e
and f respectively.

4.2 Classification

Cluster analysis is an exploratory data analysid wehich aims at sorting different objects into
groups in a way that the degree of association dmwiwo objects is maximal if they belong to thensa
group and minimal otherwise. Given the above, eluahalysis can be used to discover structuresia d
without providing an explanation/interpretation.dther words, cluster analysis simply discoveracstires
in data without explaining why they exist.

Fuzzy Logic allows finding clusters in input-outguining data. It can use the cluster information
to generate a Sugeno-type fuzzy inference systernkbst models the data behavior using a minimum
number of rules. The rules partition themselveoating to the fuzzy qualities associated with eatthe
data clusters. Then adaptive neural trains fuzfgrémce system to develop IF-THEN fuzzy rules and
determine membership functions for the input anpaivariables of the system under study. Alsoriberal
network associated with the ANFIS trains the memsihigr functions for minimization of error for fault
classification.

In this study, adaptive neural subtractive clustguzzy logic is used as the classifier to seove f
the fuzzy classification. Six extracted featuresased to generate fuzzy inference system.

4.3 Input Data Preparation
Building an adaptive neural fuzzy inference systewolves two steps:
A) Data preparation and,
B) Rules generation and system training.

Table 2. Samples of Input And Output Data Sets Usedraining the FS Based System
F3

F1 F2 F4 F5 F6 OUTPUT

0.003121 0.00436 0.007109 0.01414 0.036308 0.000994 1
0.008485 0.012223 0.018476 0.030183 0.057404 031013 1
0.011268 0.015866 0.022758 0.034506 0.060539 02014 1
0.012416 0.016979 0.023728 0.035224 0.060891 06m14 1
0.012481 0.017005 0.023701 0.035121 0.060648 0714 1
0.032304 0.000301 0.027076 0.080406 0.001042 09020 0
0.037172 0.000244 0.039103 0.102821 0.001128 0g%019 0
0.012301 0.000266 0.007466 0.022985 0.000754 081015 0
0.03542 0.000333 0.023708 0.078716 0.00105 0.002079 0
0.012821 0.000265 0.007728 0.023967 0.000752 06m15 0
0.000114 0.000123 0.000145 0.000195 0.000357 043008 0
0.047463 0.000373 0.029474 0.101041 0.001189 040021 0
0.010443 0.000242 0.0076 0.019797 0.000724 0.001517 O
0.000531 0.000161 0.00051 0.000504 0.0005 0.001105 O
0.037024 0.000355 0.018043 0.073426 0.001005 063019 0
0.020723 0.000322 0.041246 0.088709 0.000888 042016 0
0.009049 0.000153 0.006591 0.013467 0.00061 0.a0131 0
0.019342 0.000364 0.038926 0.083703 0.000848 00m16 0
0.014728 0.000292 0.02328 0.050131 0.00078 0.001563 O

0.0195 0.000375 0.03918 0.084282 0.000871 0.001637 O
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A) Clustering Data Preparation for ANFIS: Genergtan ANFIS requires dividing the training dataihwo
data sets:

a) An input data set which has values for thergixts 1, F2, F3, F4, F5, Fprepresent the amplitude
ratio of second, third, fifth, seventh, ninth adeventh harmonic to the fundamental harmonic70 5
input data points were selected from frequency dora&current signals. These points were placed
into a single input data set.

b) An output data set which has values for theariput (1 or 0). The output of ANFIS either 1 fogh
impedance fault occurs or zero for other normalnewe power system. 570 output data points,
corresponding to the selected input points. Theggpwere placed into a single output data set.

The other 570 input and output data points, whiehdifferent from the training data, will be used
for testing purpose. Samples of input and outpta dats used for training the ANFIS based system ar
given as Table2.

B) Rules Generation for ANFIS

The fuzzy subtractive clustering algorithm estirsatee cluster centers in a set of data. It assumes
each data point is a potential cluster center ahcliates a measure of the likelihood that each gaint
would define the cluster center, based on the tleabneighboring data points.

The radii variable is a vector of entries betw8eand 1 that specifies a cluster center's range of
influence in each of the data dimensions, assuthiaglata falls within a unit hyperbox. Small radilues
generally result in finding a few large cluster@od values for radii are usually between 0.2 ahd Bor
this application, a value of 0.2 for all the radis chosen. This was found to result in fewer mestije
functions and higher processing speeds, withoutf&dieg accuracy.

A hybrid algorithm in ANFIS updates the consequamtl premise parameters through a learning
procedure having two parts. In the first part, émtire training patterns are propagated, and thienap
consequent parameters are estimated by an itera@s mean square procedure Figure 7 shows the
architecture of the ANFIS. The hybrid method isduseoptimize the fuzzy system parameter with aoéet
input and output (target) pairs. An output vectan de produced by presenting an input patterndo th
network. According to the difference between thedpiced output and the target vector, membership
function shapes are adjusted to reduce the outprt e

4.4 Resultsand Discussion

570 training cases were selected to train the né&twidhe training sets included 138 HIF cases and
the rest are non fault cases. The ANFIS has onguguhe output is one when the system detect ldEec
and is zero when other cases. Figure 5 shows oafgghe ANFIS to the training data. It is obviotmst the
HIF detection is successful to detect 97.8% offéhudt cases and 99% for non fault cases. The M3&evaf
the model of training case is 0.0843. The systerraimed properly and has categorized differenesas
effectively.

To evaluate the suitability of proposed algorithtast data cases were fed to the ANFIS and the
obtained output is shown in Figure 6. It shows ttiet proposed method could classify different input
categories successfully and reliably. It is fouhattthe proposed algorithm is capable to categ@tz4% in
case of HIF testing and 98% for non HIF testingesa3 he MSE value of the model of testing caseli$@B.
Where the output of ANFIS for bath cases is

= |ye > 0.6 for HIF conditions
= |ye < 0.4 for no fault conditions
Results of the testing phase, which demonstratgsiie algorithm is reasonably reliable.

input Inputmf Rules Outputmf Output

—

Figure 7. the architecture of the ANFIS.
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5. CONCLUSION
This paper hagpropose a framework for the construction oh aANFIS approach based on

subtractive clustering technigtedetect HIF. In this paper a normal curramtveform and HIF waveform «
distribution power system were simulated with PSCgddtware program. The current signals were stu
in frequency domains after being processed theabigith FFT to extract the relevant features. Téigorof
amplitudes of th&nd, 3rd, 5th, 7th, 9th and 11th harmorto amplitude of fundamental harmonic was u
as a data input to ANFISThe results show that ttANFIS has the ability to discriminate clearly betwe
fault and non fault events. The algorithm car expandd and improved considering other compar:
waveforms.
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