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#### Abstract

This paper examines the problem of designing a nonlinear state feedback controller for polynomial discrete-time systems with parametric uncertainty. In general, this is a challenging controller design problem due to the fact that the relation between Lyapunov function and the control input is not jointly convex; hence, this problem cannot be solved by a semidefinite programming (SDP). In this paper, a novel approach is proposed, where an integral action is incorporated into the controller design to convexify the controller design problem of polynomial discrete-time systems. Based on the sum of squares (SOS) approach, sufficient conditions for the existence of a nonlinear state feedback controller for polynomial discrete-time systems are given in terms of solvability of polynomial matrix inequalities, which can be solved by the recently developed SOS solver. Numerical examples are provided to demonstrate the validity of this integral action approach.
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1. Introduction. Most of the systems in this world such as mechanical systems, electrical systems, control systems, and biological systems are nonlinear in nature. This explains why nonlinear systems are very important and have attracted many researchers to involve themselves in this field, especially on stability analysis and controller synthesis of nonlinear systems $[1,2,3,4,5,6]$. However, unlike its linear systems counterpart, there is a lack of general analysis and synthesis tools available for nonlinear systems.

In the past decade, there have been several developments on the positive polynomial theory, especially on the sum of squares (SOS) theory; see $[7,8,9,10]$. The existence of this method gives a new dimension for analyzing and synthesizing the nonlinear systems. In [10], the Gram Matrix method is used to transform the Hamiltion-Jacobi equations (HJE), which are NP-hard to solve, into polynomial matrix inequalities (PMIs) [11]. These PMIs can then be solved in polynomial time with the semidefinite programming (SDP) [12, 13]. The SOS optimization approach is actually a complementary to the LMI approach, but in the polynomial form; see the survey paper [14]. In this survey paper,
the author discusses the relationship between the SOS decomposition and Hilbert's 17th problem and the positivity of a polynomial under polynomial constraints. Currently, there exist several freely available toolboxes to formulate SOS problems in Matlab, for example SOSTOOLS [15], YALMIP [16], CVX [17] and GLoptiPoly [18].

Recently, several control design approaches based on the SOS decomposition have been proposed for polynomial systems [19, 20, 21, 22, 23, 24]. However, in order to overcome the non-convex terms that exist between the Lyapunov function and the control input, the Lyapunov function must be of a certain structure. More precisely, the Lyapunov function can only depend on the system's states whose corresponding rows in the control matrix are zeros. This means the states dynamics are not directly affected by the control input, which leads to conservative results. To overcome this conservatism, in [20, 21], a pre-defined upper bound is used to bound the non-convex term that exists between the Lyapunov function and the control input. However, this pre-defined bound is hard to determine beforehand, and the closed-loop stability can only be guaranteed within a bound region. Other attempts in the area of polynomial systems stabilization can be found in $[25,26]$; however, their results are also held locally. The SOS method has also been applied in the T-S fuzzy model frameworks [27].

When it comes to the controller synthesis for polynomial discrete-time systems, there are only few results available which utilize SOS decomposition method. This is due to the fact that the relation between Lyapunov functions and controller matrices is always not jointly convex. Hence, it is hard to solve for a Lyapunov function and controller matrices simultaneously. This problem does not exist if the Lyapunov function is in the quadratic form. Recently, some attempts have been made to overcome this problem. In [28, 29], following the same approach as $[20,21]$, the non-convex term is assumed to be bounded by a pre-defined upper bound. For the same reason, they share the same weaknesses as [20, 21].

Motivated by the aforementioned problem, we propose a new technique to deal with the nonconvex terms that exist between the Lyapunov function and the control input. In our work, in order to transform the state feedback controller design problem into a tractable SDP, the integral action is incorporated into the controller design. In doing so, we manage to convexify the problem and it consequently can be solved by the SDP. In comparison with the existing method of state feedback control designs for polynomial discrete-time systems [29], there are three features of our proposed approach deserving attention. First, our method yields a robust stabilizing state feedback controller for polynomial discretetime systems with polytopic uncertainties. Second, with the existence of integral action in the controller designs, the non-convex terms can be efficiently eliminated, hence relax the conservatism issue that encountered in [29]. Finally, the Lyapunov function does not need to be of a special form to render a convex solution. For that reason, the proposed method provides a more general and less conservative result than the existing one. Also, to the best of the authors' knowledge, the problem of the robust state feedback synthesis for polynomial discrete-time systems that utilize the SOS programming has not been fully studied. The main contributions of this paper can be summarized as follows:

- An integral action is introduced into the controller designs to convexify the nonlinear terms that exists in the problem formulation of polynomial discrete-time synthesis.
- The nonconvex terms are not assumed to be bounded as in [29].
- The Lyapunov function does not need to depend on states whose corresponding rows in control matrix are zeros.

The rest of this paper is organized as follows. Section 2 provides the preliminaries and notations used throughout the paper. The main results are presented in Section 3.

Then, the validity of our proposed approach is illustrated using examples in Section 4. Conclusions are given in Section 5.
2. Preliminaries and Notations. In this section, we introduce the notation that will be used in the rest of the paper. Furthermore, we provide a brief review of the SOS decomposition. For a more elaborate description of the SOS decomposition, refer to [10].
2.1. Notations. Let $R$ be the set of real numbers and $R^{n}$ be the $n$-dimensional real space. Furthermore, let $I_{n}$ represent the identity matrix of size $n \times n$. $Q>0(Q \geq 0)$ is used to express the positive (semi)definiteness of (the square) matrix $Q$. Also, for simplicity a $P\left(x_{+}\right)$is employed to represent $P(x(k+1))$.

A $(*)$ is used to represent transposed symmetric matrix elements.

### 2.2. SOS decomposition.

Definition 2.1. A multivariate polynomial $f(x)$, for $x \in R^{n}$ is a sum of squares if there exist polynomials $f_{i}(x), i=1, \ldots, m$ such that

$$
\begin{equation*}
f(x)=\sum_{i=1}^{m} f_{i}^{2}(x) . \tag{1}
\end{equation*}
$$

From Definition 2.1, it is clear that the set of SOS polynomials in $n$ variables is a convex cone, and it is also true (but not obvious) that this convex cone is proper [30]. If a decomposition of $f(x)$ in the above form can be obtained, it is clear that $f(x) \geq 0$, $\forall x \in R^{n}$. The converse, however, is generally not true.

The problem of finding the right-hand side of (1) can be formulated in terms of the existence of a positive semidefinite matrix $Q$ such that the following proposition holds:

Proposition 2.1. [10] Let $f(x)$ be a polynomial in $x \in R^{n}$ of degree $2 d$. Let $Z(x)$ be a column vector whose entries are all monomials in $x$ with degree $\leq d$. Then, $f(x)$ is said to be SOS if and only if there exists a positive semidefinite matrix $Q$ such that

$$
\begin{equation*}
f(x)=Z(x)^{T} Q Z(x) \tag{2}
\end{equation*}
$$

In general, determining the non-negativity of $f(x)$ for $\operatorname{deg}(f) \geq 4$ is classified as an NP-hard problem [31, 32]. However, using Proposition 2.1 to formulate nonnegativity conditions on polynomials provides a relaxation that is computational tractable. A more general formulation of this transformation for symmetric polynomial matrices is given in the following proposition:

Proposition 2.2. [19] Let $F(x)$ be an $N \times N$ symmetric polynomial matrix of degree $2 d$ in $x \in R^{n}$. Furthermore, let $Z(x)$ be a column vector whose entries are all monomials in $x$ with a degree no greater than d, and consider the following conditions
(1) $F(x) \geq 0$ for all $x \in R^{n}$;
(2) $v^{T} F(x) v$ is a SOS, where $v \in R^{N}$;
(3) There exists a positive semidefinite matrix $Q$ such that $v^{T} F(x) v=(v \otimes Z(x))^{T} Q(v \otimes$ $Z(x))$, with $\otimes$ denoting the Kronecker product.
It is clear that $F(x)$ being a SOS implies that $F(x) \geq 0$, but the converse is generally not true. Furthermore, statement (2) and statement (3) are equivalent.
3. Main Results. In this section, a detailed explanation of a nonlinear state feedback control design for uncertain polynomial discrete-time systems is presented.
3.1. Nonlinear state feedback control design. Consider the following dynamic model of a polynomial discrete-time system:

$$
\left.\begin{array}{rl}
x(k+1) & =A(x(k)) x(k)+B(x(k)) u(k)  \tag{3}\\
y(k) & =C(x(k)) x(k)
\end{array}\right\}
$$

where $x(k) \in R^{n}$ is a state vector. $A(x(k)), B(x(k))$ and $C(x(k))$ are polynomial matrices of appropriate dimensions.

Select a Lyapunov function as

$$
\begin{equation*}
V(x(k))=x^{T}(k) P^{-1}(x(k)) x(k) \tag{4}
\end{equation*}
$$

where $P(x(k))$ is defined to be a symmetrical $N \times N$ polynomial matrice whose $(i, j)$-th entry is given by

$$
\begin{equation*}
p_{i j}(x(k))=p_{i j}^{0}+p_{i j g} m(k)^{(1: l)} \tag{5}
\end{equation*}
$$

where $i=1,2, \ldots, n, j=1,2, \ldots, n$ and $g=1,2, \ldots, d$ where $n$ is a number of states and $d$ is total monomials numbers. It is important to note here that $m(k)$ is all monomials vectors in $(x(k))$ from degree of 1 to degree of $l$, where $l$ is a scalar even value. For example, if $l=2$, and $x(k)=\left[x_{1}(k), x_{2}(k)\right]^{T}$, then $p_{11}=p_{11}+p_{112} x_{1}+p_{113} x_{2}+p_{114} x_{1}^{2}+$ $p_{115} x_{1} x_{2}+p_{116} x_{2}^{2}$. This is a more general structure as compared with [29] because of a higher value of $l$, a more relaxation in SOS problem can be achieved.

Next, we introduce a state feedback controller as

$$
\begin{equation*}
u=K(x(k)) x(k) \tag{6}
\end{equation*}
$$

For this purpose, we use the standard assumption for the state feedback control where all states vector $x(k)$ are available for feedback. Then, with (3) and the state feedback controller as described in (6), the following theorem is established.

Theorem 3.1. The system (3) is asymptotically stable if

1. There exist positive definite symmetric polynomial matrix, $P(x(k))$ and polynomial matrix, $K(x(k))$ such that

$$
\begin{equation*}
-(A(x(k))+B(x(k) K(x(k))))^{T} P^{-1}\left(x_{+}\right)(A(x(k))+B(x(k)) K(x(k)))+P^{-1}(x(k))>0 \tag{7}
\end{equation*}
$$

## or

2. There exist positive definite symmetric polynomial matrix, $P(x(k))$, polynomial matrices, $K(x(k))$ and $G(x(k))$ such that

$$
\left[\begin{array}{cc}
G(x(k))+G^{T}(x(k))-P(x(k)) & *  \tag{8}\\
A(x(k)) G(x(k))+B(x(k)) K(x(k)) G(x(k)) & P\left(x_{+}\right)
\end{array}\right]>0 .
$$

Proof: We begin proving (7) is asymptotically stable by taking the difference between $V(x(k+1))$ and $V(x(k))$ along (3). Thus producing

$$
\begin{align*}
\Delta V(x(k))= & x^{T}(x(k+1)) P^{-1}\left(x_{+}\right) x(x(k+1))-x^{T}(k) P^{-1}(x(k)) x(k) \\
= & (A(x(k)) x(k)+B(x(k)) K(x(k)) x(k))^{T} P^{-1}\left(x_{+}\right)(A(x(k)) x(k) \\
& +B(x(k)) K(x(k)) x(k))-x^{T}(k) P^{-1}(x(k)) x(k) \\
= & x^{T}(k)\left[\left(A^{T}(x(k))+K^{T}(x(k)) B^{T}(x(k))\right) P^{-1}\left(x_{+}\right)(A(x(k))+B(x(k)) K(x(k)))\right. \\
& \left.-P^{-1}(x(k))\right] x(k) \tag{9}
\end{align*}
$$

From [2] if (4) is $>0$ and

$$
\left(A^{T}(x(k))+K^{T}(x(k)) B^{T}(x(k))\right) P^{-1}\left(x_{+}\right)(A(x(k))+B(x(k)) K(x(k)))-P^{-1}(x(k))<0
$$

holds, then the system (3) with (6) is globally asymptotically stable. The equivalence between Statement 1 and 2 come from the Finsler's Lemma; hence the proof is omitted here.

Remark 3.1. The introduction of a new matrix variable, $G(x(k))$, provides a great advantage in the analysis of nonlinear polynomial systems. This approach was introduced in [33] for linear cases, and has been adopted by [29] for nonlinear cases. Generally, for nonlinear cases the main advantage of introducing this new matrix variable is that the selection of a polynomial feedback control law can be chosen to be a polynomial of arbitrary degree, which improves the solvability of the nonlinear matrix inequalities by the SOS solver. Note that this extra matrix is not constrained to be a symmetric polynomial matrix.

It is worth mentioning that the conditions given in Theorem 3.1 are in terms of state dependent BMIs. Thus, solving this inequality is computationally hard because it needs to solve an infinite set of state-dependent LMIs. To relax these conditions, we utilize the SOS decomposition approach as described in [10] and have the following proposition:

Proposition 3.1. The system (3) is asymptotically stable if there exist a symmetrical polynomial matrix, $P(x(k))$, polynomial matrices $K(x(k))$ and $G(x(k))$, a constant $\epsilon_{1}>0$ and a sum of squares polynomial $\epsilon_{2}(x(k))$ such that the following conditions hold for all $x(k) \neq 0$

$$
\begin{align*}
v^{T}\left[P(x(k))-\epsilon_{1} I\right] v & \text { is a } S O S  \tag{10}\\
v_{1}^{T}\left[M-\epsilon_{2}(x(k)) I\right] v_{1}^{T} & \text { is a } S O S \tag{11}
\end{align*}
$$

where

$$
M=\left[\begin{array}{cc}
G(x(k))+G^{T}(x(k)-P(x(k)) & *  \tag{12}\\
A(x(k)) G(x(k))+B(x(k)) K(x(k)) G(x(k)) & P\left(x_{+}\right)
\end{array}\right]
$$

Meanwhile, $v$ and $v_{1}$ are vectors with appropriate dimensions.
Proof: The proof for this proposition is similar to Theorem 3.1.
Unfortunately, Proposition 3.1 cannot be solved easily by SDP because the term in $P\left(x_{+}\right)$is not jointly convex. This situation is explained in the following remark.

Remark 3.2. Let us expand the term, $P\left(x_{+}\right)$,

$$
\begin{align*}
P\left(x_{+}\right) & =P(x(k+1)) \\
& =P(A(x(k)) x(k)+B(x(k)) u(k)) \\
& =P(A(x(k)) x(k)+B(x(k)) K(x(k)) x(k)) \tag{13}
\end{align*}
$$

From (13), the relation between polynomial matrix, $P$, and controller matrix, $K(x(k))$, is not jointly convex; hence it cannot be solved by SDP. This is the main difficulty when designing a controller for polynomial discrete-time systems. Motivated by this fact, we propose a novel approach in which the above-mentioned problem can be removed by having an integral action in the controller designs.
3.2. An integral action approach. In this subsection, we describe in detail our approach for handling the above-mentioned problem. To help readers understand this approach, we re-write (3)

$$
\left.\begin{array}{rl}
x(k+1) & =A(x(k)) x(k)+B(x(k)) u(k)  \tag{14}\\
y(k) & =C(x(k)) x(k)
\end{array}\right\}
$$

Furthermore, to stabilize (14), a state feedback controller with an integral action is proposed as follows:

$$
\left.\begin{array}{rl}
z(k+1) & =z(k)+f(k)  \tag{15}\\
u(k) & =z(k)
\end{array}\right\}
$$

where $f(k)$ is a new control input to the system. Using (15), (14) can be transformed into augmented systems as follows:

$$
\hat{x}(k+1)=\left[\begin{array}{c}
x(k+1)  \tag{16}\\
z(k+1)
\end{array}\right]=\left[\begin{array}{c}
A(x(k)) x(k)+B(x(k)) z(k) \\
z(k)+f(k)
\end{array}\right]
$$

or

$$
\hat{x}(k+1)=\left[\begin{array}{cc}
A(x(k)) & B(x(k))  \tag{17}\\
0 & 1
\end{array}\right] \hat{x}(k)+\left[\begin{array}{l}
0 \\
1
\end{array}\right] f(k)
$$

Selecting $f(k)=\hat{f}(\hat{x}(k)) \hat{x}(k)$, (17) can be rewritten in the following compact form:

$$
\begin{equation*}
\hat{x}(k+1)=\hat{A}(\hat{x}(k)) \hat{x}(k)+\hat{B}(\hat{x}(k)) \hat{f}(\hat{x}(k)) \hat{x}(k) \tag{18}
\end{equation*}
$$

where

$$
\hat{A}(\hat{x}(k))=\left[\begin{array}{cc}
A(x(k)) & B(x(k)) \\
0 & 1
\end{array}\right] \quad \text { and } \quad \hat{B}(\hat{x}(k))=\left[\begin{array}{l}
0 \\
1
\end{array}\right]
$$

Then, a Lyapunov function is selected to be

$$
\begin{equation*}
\hat{V}(\hat{x}(k))=\hat{x}^{T}(k) \hat{P}^{-1}(x(k)) \hat{x}(k) \tag{19}
\end{equation*}
$$

Remark 3.3. The interesting part of the Lyapunov function in (19) is that the polynomial matrix, $\hat{P}(x(k))$ is only dependent upon the original system states, $x(k)$. By employing this kind of representation, we can avoid the existence of nonconvex terms in our formulation. The validity of this statement is given next.

From (19), the difference between $\hat{V}(\hat{x}(k+1))$ and $\hat{V}(\hat{x}(k)$ can be written as

$$
\begin{align*}
\Delta \hat{V}(\hat{x}(k))= & \hat{x}(k+1)^{T} \hat{P}^{-1}\left(x_{+}\right) \hat{x}(k+1)-\hat{x}^{T}(k) \hat{P}^{-1}(x) \hat{x}(k) \\
= & (\hat{A}(\hat{x}(k)) \hat{x}(k)+\hat{B}(\hat{x}(k)) \hat{f}(\hat{x}(k)) \hat{x}(k))^{T} \hat{P}^{-1}\left(x_{+}\right)(\hat{A}(\hat{x}(k)) \hat{x}(k) \\
& +\hat{B}(\hat{x}(k)) \hat{f}(\hat{x}(k)) \hat{x}(k))-\hat{x}^{T}(k) \hat{P}^{-1}(x) \hat{x}(k) \\
= & \hat{x}^{T}(k)\left[\left(\hat{A}^{T}(\hat{x}(k))+\hat{f}^{T}(\hat{x}(k)) \hat{B}^{T}(\hat{x}(k))\right) \hat{P}^{-1}\left(x_{+}\right)(\hat{A}(\hat{x}(k))+\hat{B}(\hat{x}(k)) \hat{f}(\hat{x}(k))\right. \\
& \left.-\hat{P}^{-1}(x(k))\right] \hat{x}(k) \tag{20}
\end{align*}
$$

Remark 3.4. It is obvious from (20) that system (18) can be stabilized by (15) if we can guarantee (19) is $>0$ and

$$
\begin{equation*}
\left[\left(\hat{A}^{T}(\hat{x}(k))+\hat{f}^{T}(\hat{x}(k)) \hat{B}^{T}(\hat{x}(k))\right) \hat{P}^{-1}\left(x_{+}\right)\left(\hat{A}(\hat{x}(k))+\hat{B}(\hat{x}(k)) \hat{f}(\hat{x}(k))-\hat{P}^{-1}(x(k))\right]<0\right. \tag{21}
\end{equation*}
$$

From (21), we use the procedure as highlighted in Theorem 3.1 and adopt the [33] approach, which yields

$$
\left[\begin{array}{cc}
\hat{G}(\hat{x}(k))+\hat{G}^{T}(\hat{x}(k))-\hat{P}(x(k)) & *  \tag{22}\\
\hat{A}(\hat{x}(k)) \hat{G}(\hat{x}(k))+\hat{B}(\hat{x}(k)) \hat{f}(k) \hat{G}(\hat{x}(k)) & \hat{P}\left(x_{+}\right)
\end{array}\right]>0
$$

Now, defining $\hat{L}(\hat{x}(k))=\hat{f}(\hat{x}(k)) G(\hat{x}(k))$, (22) becomes

$$
\left[\begin{array}{cc}
\hat{G}(\hat{x}(k))+\hat{G}^{T}(\hat{x}(k))-\hat{P}(x(k)) & *  \tag{23}\\
\hat{A}(\hat{x}(k)) \hat{G}(\hat{x}(k))+\hat{B}(\hat{x}(k)) \hat{L}(\hat{x}(k)) & \hat{P}\left(x_{+}\right)
\end{array}\right]>0
$$

Remark 3.5. Note that $\hat{P}\left(x_{+}\right)$does not contain the controller matrix, because $\hat{P}(x(k))$ is a function of $x(k)$ only. Basically, $\hat{P}\left(x_{+}\right)=\tilde{p}_{i j}(A(x(k)) x(k)+B(x(k)) z(k))$, where $\tilde{p}_{i j}=p_{i j}^{0}+p_{i j g}$ as described in (5). Note that $i=1,2, \ldots, n$ and $j=1,2, \ldots, n$. Therefore, (23) can be solved efficiently by SDP because the terms there are convex.

Sufficient conditions for the existence of our proposed controller are given in the following proposition:

Proposition 3.2. The system (14) is stabilizable via the state feedback control in the form of (15) if there exists a symmetrical polynomial matrix, $\hat{P}(x(k))$, polynomial matrices $\hat{L}(\hat{x}(k))$ and $\hat{G}(\hat{x}(k))$, a constant $\epsilon_{1}>0$, and a sum of squares polynomial $\epsilon_{2}(\hat{x}(k))$ such that the following conditions satisfy for all $x(k) \neq 0$

$$
\begin{align*}
v_{3}^{T}\left[\hat{P}(x(k))-\epsilon_{1} I\right] v_{3} & \text { is a } S O S  \tag{24}\\
v_{4}^{T}\left[M_{1}-\epsilon_{2}(\hat{x}(k)) I\right] v_{4} & \text { is a } S O S \tag{25}
\end{align*}
$$

where

$$
M_{1}=\left[\begin{array}{cc}
\hat{G}(\hat{x}(k))+\hat{G}^{T}(\hat{x}(k))-\hat{P}(x(k)) & *  \tag{26}\\
\hat{A}(\hat{x}(k)) \hat{G}(\hat{x}(k))+\hat{B}(\hat{x}(k)) \hat{L}(\hat{x}(k)) & \hat{P}\left(x_{+}\right)
\end{array}\right]
$$

Meanwhile, $v_{3}$ and $v_{4}$ are vectors with appropriate dimensions.
3.3. Robust state feedback control design. The results presented in the previous section assume that the system's parameters are known exactly. In this section, we investigate how the above method can be extended to systems in which the parameters are not exactly known.

Consider the following system

$$
\begin{align*}
x(k+1) & =A(x(k), \theta) x(k)+B(x(k), \theta) u(k) \\
y & =C_{y}(x(k), \theta) x(k) \tag{27}
\end{align*}
$$

where the matrices $\cdot(x(k), \theta)$ are defined as follows:

$$
\begin{align*}
A(x(k), \theta) & =\sum_{i=1}^{q} A_{i}(x(k)) \theta_{i}, \\
B(x(k), \theta) & =\sum_{i=1}^{q} B_{i}(x(k)) \theta_{i},  \tag{28}\\
C_{y}(x(k), \theta) & =\sum_{i=1}^{q} C_{y i}(x(k)) \theta_{i}
\end{align*}
$$

$\theta=\left[\theta_{1}, \ldots, \theta_{q}\right]^{T} \in \mathbb{R}^{q}$ is the vector of constant uncertainty and satisfies

$$
\begin{equation*}
\theta \in \Theta \triangleq\left\{\theta \in \mathbb{R}^{q}: \theta_{i} \geq 0, i=1, \ldots, q, \sum_{i=1}^{q} \theta_{i}=1\right\} \tag{29}
\end{equation*}
$$

We further define the following parameter-dependent Lyapunov function

$$
\begin{equation*}
\tilde{V}(x(k))=\hat{x}^{T}(k)\left(\sum_{i=1}^{q} \hat{P}_{i}(x(k)) \theta_{i}\right)^{-1} \hat{x}(k), \tag{30}
\end{equation*}
$$

where $\hat{P}(x(k))$ is defined as (19).
With results from the previous section, we have the following proposition.

Proposition 3.3. Given a constant $\epsilon_{1}>0$ and SOS polynomial functions $\epsilon_{2}(x)>0$ for $x \neq 0$, the system (27) with the state feedback controller (15) is stable for $x \neq 0$ and $i=1, \ldots, q$ if there exist common polynomial matrices $\hat{G}(\hat{x}(k))$ and $\hat{L}(\hat{x}(k))$ and a symmetrical polynomial matrix, $\hat{P}_{i}(x(k))$ such that the following conditions hold

$$
\begin{align*}
v_{5}^{T}\left[\hat{P}_{i}(x)-\epsilon_{1} I\right] v_{5} & \text { is a SOS }  \tag{31}\\
v_{6}^{T}\left[M_{2}-\epsilon_{2}(x(k)) I\right] v_{6} & \text { is a SOS } \tag{32}
\end{align*}
$$

where

$$
M_{2}=\left[\begin{array}{cc}
\hat{G}(\hat{x}(k))+\hat{G}^{T}(\hat{x}(k))-\hat{P}_{i}(x(k)) & *  \tag{33}\\
\hat{A}_{i}(\hat{x}(k)) \hat{G}(\hat{x}(k))+\hat{B}_{i}(\hat{x}(k)) \hat{L}(\hat{x}(k)) & \hat{P}_{i}\left(x_{+}\right)
\end{array}\right]
$$

Proof: This proposition follows directly as a convex combination of several systems of the form (3) for a common (15).
$\Delta \Delta \Delta$
4. Numerical Examples. In this section, we provide several design examples to demonstrate the validity of our proposed approach.

### 4.1. Without uncertainty.

Example 4.1. Hennon Map Systems Consider the following Hennon Map system,

$$
x(k+1)=\left[\begin{array}{c}
-a x_{1}^{2}(k)+x_{2}(k)+1  \tag{34}\\
b x_{1}(k)+0
\end{array}\right]+\left[\begin{array}{l}
1 \\
c
\end{array}\right] u,
$$

where $a=1.4$ and $b=0.3$. With this specification, the Hennon map behaves chaotically. In this work, $c$ value is chosen as 0.1 . With the introduction of an integral action, it can be written as

$$
\hat{x}(k+1)=\left[\begin{array}{ccc}
-a x_{1} & 1 & 1  \tag{35}\\
b & 0 & c \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
x_{1}(k) \\
x_{2}(k) \\
z(k)
\end{array}\right]+\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right] f(k)+\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right] .
$$

Next, we choose $\epsilon_{1}=0.01$ and $\epsilon_{2}(x)=0.0001\left(x_{1}^{2}(k)+x_{2}^{2}(k)+z^{2}(k)\right)$. Using the procedure described in Proposition 3.2, and with the degree of $\hat{P}(x(k))$ and $\hat{G}(\hat{x}(k))$ being in degree of 4 and $\hat{L}(\hat{x}(k))$ being chosen to be in the degree of 8, a feasible solution is achieved. The simulation result has been plotted in Figure 1 for initial value $\left[x_{1}, x_{2}\right]=[1,1]$. From Figure 1, the controller stabilizes the system states to the desired operating region.

Remark 4.1. It is important to highlight here that using the approach proposed by [29], no solution could be obtained for this example. This confirms that our approach is less conservative than [29].
4.2. With parametric uncertainty. This section illustrates the results of a state feedback control for polynomial discrete-time systems with polytopic uncertainties.

Example 4.2. Hennon Map System The dynamics of the Hennon Map system is described as follows:

$$
x(k+1)=\left[\begin{array}{c}
-a x_{1}^{2}(k)+x_{2}(k)+1  \tag{36}\\
b x_{1}(k)+0
\end{array}\right]+\left[\begin{array}{l}
1 \\
c
\end{array}\right] u(k),
$$

where $a=1.4, b=0.3$ and $c=0.1$. Meanwhile, $x_{1}(k)$ and $x_{2}(k)$ are the state variables, and $u(k)$ is the control input associated with the system. We assume there is a $\pm 10 \%$


Figure 1. State feedback control for Hennon Map with $a=1.4$ and $b=0.3$
change from their nominal values in its parameter. Then, (36) can be written in the form of upper, $x_{U}(k+1)$ and lower bounds, $x_{L}(k+1)$ as below:

$$
\begin{align*}
& x_{U}(k+1)=\left[\begin{array}{cc}
-a+(0.1 a) & 1 \\
b+(0.1 b) & 0
\end{array}\right]\left[\begin{array}{l}
x_{1}(k) \\
x_{2}(k)
\end{array}\right]+\left[\begin{array}{c}
1 \\
c+(0.1 c)
\end{array}\right] u(k)+\left[\begin{array}{l}
1 \\
0
\end{array}\right] \\
& x_{L}(k+1)=\left[\begin{array}{cc}
-a-(0.1 a) & 1 \\
b-(0.1 b) & 0
\end{array}\right]\left[\begin{array}{l}
x_{1}(k) \\
x_{2}(k)
\end{array}\right]+\left[\begin{array}{c}
1 \\
c-(0.1 c)
\end{array}\right] u(k)+\left[\begin{array}{l}
1 \\
0
\end{array}\right] \tag{37}
\end{align*}
$$

Then, applying a proposed approach as described in a preceding section, (37) can be written as an augmented system as below:

$$
\begin{align*}
& \hat{x}_{U}(k+1)=\left[\begin{array}{ccc}
-a+(0.1 a) & 1 & 1 \\
b+(0.1 b) & 0 & c+(0.1 c) \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
x_{1}(k) \\
x_{2}(k) \\
z(k)
\end{array}\right]+\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right] f(k)+\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right] \\
& \hat{x}_{L}(k+1)=\left[\begin{array}{ccc}
-a-(0.1 a) & 1 & 1 \\
b-(0.1 b) & 0 & c-(0.1 c) \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
x_{1}(k) \\
x_{2}(k) \\
z(k)
\end{array}\right]+\left[\begin{array}{l}
0 \\
0 \\
1
\end{array}\right] f(k)+\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right] \tag{38}
\end{align*}
$$

Next, we select $\epsilon_{1}=0.01$ and $\epsilon_{2}(x)=0.0001\left(x_{1}^{2}(k)+x_{2}^{2}(k)+z^{2}(k)\right)$. Furthermore, implementing the procedure outlined in Proposition 3.3, we initially choose the degree of the $\hat{P}_{1}(x(k))$ and $\hat{P}_{2}(x(k))$ to be 2. The common polynomial matrices $\hat{G}(\hat{x}(k))$ and $\hat{L}(\hat{x}(k))$ are also selected to be in the degree of 2 , but no feasible solution can be achieved. Then, the degree of $\hat{P}_{1}(x(k)), \hat{P}_{2}(x(k)), \hat{G}(\hat{x}(k))$ are increased to 4. Meanwhile, the degree of $\hat{L}(\hat{x}(k))$ is increased to 8 , and with this arrangement a feasible solution is obtained. The simulation results for this example are given in Figure 2 between two vertices of (38) with the initial condition of $\left[\begin{array}{ll}1 & 1\end{array}\right]$. It is obvious from Figure 2, our proposed controller stabilizes the system well. It is also important to note that the controller is only introduced after 5 s .

Remark 4.2. No solution could be obtained for this example when we applied approach proposed by [29]. This validates that our approach is less conservative than [29].


Figure 2. State feedback control for Example 4.2
5. Conclusions. This paper has examined the problem of designing a state feedback controller for polynomial discrete-time systems with polytopic uncertainties using a parame-ter-dependent Lyapunov functions. More precisely, a state feedback controller with an integral action is proposed to stabilize the polynomial discrete-time systems. By introducing an integral action into the controller designs, an original system can be transformed into an augmented system. Through this, a nonconvex controller design problem can be converted into a convex controller design problem, hence can be solved by SDP efficiently. In addition, the nonconvex terms, $P(x(k+1))$ are not assumed to be bounded as in [29]. Hence, this methodology provides a more general and less conservative result than available approaches in the similar underlying problem. The existence of the state feedback controller with an integral action is given in terms of solvability conditions of the polynomial matrix inequalities (PMIs), which formulated as SOS constraints. Numerical examples have been provided to demonstrate the validity of this integral action approach.
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