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Abstract- In recent years network attack are easily 
launch since the tools to execute the attack are freely 
available on the Internet. Even the script kiddies can 
initiate a sophisticated attack with just a basic 
knowledge on network and software technology. To 
overcome this matter, Intrusion Detection System (IDS) 
has been used as a vital instrument in defending the 
network from this malicious activity. With the ability to 
analyze network traffic and recognize incoming and on-
going network attack, majority of network 
administrator has turn to IDS to help them in detecting 
anomalies in network traffic. The gathering of 
information and analysis on the anomalies activity can 
be classified into fast and slow attack. Since fast attack 
activity make a connection in few second and uses a 
large amount of packet, detecting this early connection 
provide the administrator one step ahead in deflecting 
further damages towards the network infrastructure. 
This paper describes IDS that detects fast attack 
intrusion using time based detection method. The time 
based detection method calculates the statistic of the 
frequency event which occurs between one second time 
intervals for each connection made to a host thus 
providing the crucial information in detecting fast 
attack. 
 

I. INTRODUCTION 
 

In this information and communication technology age; 
the society cannot imagine living without the Internet and 
information systems. Nowadays the Internet plays an 
important role in stock market, access to weather forecast, 
E-medicine, E-commerce and even daily newspapers. The 
networking revolution has fully come of age in the last 
decade. As the network grows in size and complexity and 
computer services expands, vulnerabilities within local area 
and wide area network has become mammoth and causing 
lot of loop hole in security aspect [1]. The problems occur 

due to the increasing number of intrusion tools and 
exploiting scripts which can entice anyone to launch an 
attack on any vulnerable machines.  An attack on network 
can be in 5 phases, which are Reconnaissance, Scanning, 
Gaining access, Maintaining Access and Covering tracks 
[2]. Identifying the first 2 activities will let the administrator 
to prevent the attack from doing further damage to the 
service offered by the network.   

The attack can be launched in term of fast attack or 
slow attack. Fast attack can be defined as an attack that uses 
a large amount of packet or connection within a few second 
[3].  Meanwhile, slow attack can be defined as an attack that 
takes a few minutes or a few hours to complete [4]. Both of 
the attack gives a great impact to the network environment 
due to the security breach. Currently IDS is used as one of 
the defensive tools in strengthens the network security 
especially in detecting the first two phases of an attack 
either in form slow or fast attack. IDS acts as the monitoring 
tool to capture and analyze the network traffic for any 
anomalies activity.   

This paper presents a novel methodology on detecting 
fast attack using time based detection technique for 
intrusion detection system.  In this methodology the features 
capture from the network traffic is computed with respect to 
the time. The derived time based features from this 
methodology can help identify fast attack since the 
detection is based on the number of time the attacker made 
towards the host in second. Thus focusing in the time based 
features the early detection of the attack can be achieved 
and the security personnel can directly do the necessary 
action to stop further damages.  

The rest of the paper is structured as follows. Section 2 
discuses the related work on Intrusion detection system, 
Section 3 presents the methodologies and the technique use 
in time based intrusion detection for fast attack. Section 4 
elaborates on the analysis and result. Finally, section 5 
conclude and discuss the future directions of this work. 
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II. RELATED WORK 
 

An intrusion detection system can be divided into two 
approaches which are behavior based (anomaly) and 
knowledge based (misuse) [5], [6].  The behavior based 
approach is also known as anomaly based system while 
knowledge based approach is known as misuse based 
system [7], [8].  

The misuse or signature based IDS is a system which 
contains a number of attack description or signature that are 
matched against a stream of audit data looking for evidence 
of modeled attack [9]. The audit data can be gathered from 
network traffic or an application log. This method can be 
used to detect previous known attack and the profile of the 
attacker has to be manually revised when new attack types 
are discovered. Hence, unknown attacks in network 
intrusion pattern and characteristic might not be capture 
using this technique [10]. 

Meanwhile, the anomaly based system identifies the 
intrusion by identifying traffic or application which is 
presumed to be normal activity on the network or host [4], 
[25]. The anomaly based system builds a model of the 
normal behavior of the system and then looks for anomalous 
activity such as activities that do not confirm to the 
established model. Anything that does not correspond to the 
system profile is flagged as intrusive.  

False alarms generated by both systems are major 
concern and it is identified as a key issues and the cause of 
delay to further implementation of reactive intrusion 
detection system [11]. Therefore, it is important to reduce 
the false alarm generated by both of the system [26]. 
Although false alarm is a major concern in developing the 
intrusion detection system especially the anomaly based 
intrusion detection system, yet the system has fully met the 
organizations’ objective compared to the signature based 
system [12]. The false positive generated by the anomaly 
based system is still tolerable even though expected 
behavior is identified as anomalous while false negative is 
intolerable because they allow attack to go undetected [12]. 
Based on this motivation, anomaly based intrusion detection 
system is selected as an approach in detecting fast attack.  
Furthermore this research also managed to reduce the false 
alarm using the new model proposed by the logistic 
regression technique. 

The success of an IDS depends on the decision upon a 
set of features that the system is going to use for detecting 
the attacker especially the fast attacks. This is because the 
mechanism of a fast attack requires only a few seconds and 
the technique used by the attacker to launch the attack is 
also different [13]. To the best of our knowledge, there is no 
comprehensive classification of features that intrusion 
detection system might use for detecting network based 
attacks especially fast attacks. Different researchers use 
different names for the same subset of feature while others 
use the same name but different types [14]. Furthermore, 
understanding the relationship as well as the influence of the 
features in detecting the fast attack is also necessary to 

avoid any redundant features selected for the intrusion 
detection system.  
 

III. METHODOLOGY 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1: Time Base Detection Methodology 

 
The relationship and the influence of the features have 

not been stated inside the network security related journals, 
articles and white-paper [14]. Therefore this research will 
introduce a set of minimum feature used to detect the fast 
attack and expose how the feature influences the detection 
of the attacker especially fast attacks. For this paper the 
researcher used the derived features that is based on time 
based traffic which is computed with respect to the past t 
seconds ( t is the size of the time windows interval, for 
example one second or one minute). For KDDCUP99[15], 
these features are designed to capture properties that mature 
over a two second temporal windows and for this research 
the mature time is considered to be one second and the next 
section will rectify why this duration of time is choose. 

Previous work done by Hussain et al, [16] used 60 
connections per second from source IP address as one of the 
criteria to identify the intrusion. The selection of 60 
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connections per second was purely based on the 
observation. The detailed process of the observation is not 
clearly stated in this research which is similar to Kanlayasiri 
et al [17] where the research identifies the portscan activity 
by looking at a host that make 20 connections per second.   

We used TCPDUMP application to read the raw 
network traffic. In this research we only concentrated on the 
TCP protocol since TCP protocol is widely used protocol 
[18].  

Due to huge amounts of network traffic, it is difficult to 
distinguish the normal and abnormal behavior of network 
traffic [19]. Therefore we used current intrusion detection 
system to distinguish between the normal and abnormal 
behavior of the network traffic. This technique has been 
applied by Caulkins et al, [20] in his research using Snort to 
distinguish the normal and abnormal behavior of the 
network traffic. Beside Snort, Bro also has been used as a 
tool to distinguish between the normal and abnormal 
connection. Zhang and Leckie, [21] using Bro inside their 
research in distinguishing the normal and abnormal 
connection. In our research, we used the Bro to distinguish 
between the normal and abnormal connection. Bro default 
configuration has been applied in this research.  

The alarm generated by Bro will be captured and the 
attacker IP address will be identify. The IP address of the 
normal and attacker will be used to find the number of 
connection made by both of the IP address based on one 
second time internal. The one second time interval is 
selected based on the argument stated by Jung et al, [22] 
that detecting intrusion as quickly as possible may prevent 
major losses.  The output from the time based module will 
be used for searching and comparing for each of the IP 
address based on the one second time interval. The output of 
the normal and abnormal connection rates within one 
second time interval will be combine together to feed inside 
the logistic regression technique to identify the accuracy of 
the detection.  Then, the Classification Table based on the 
logistic regression model will be used to assess the detection 
model and accuracy of the detection. The classification table 
is the most appropriate test if the test objective is based on 
the classification [23].  

Therefore the classification table is chosen as one of the 
test used to assess the model. Using the classification table, 
the percentage of the detection attack rate and detection 
normal rate can be calculated. Furthermore, error rate can be 
calculated in the classification table also. The error rate of 
the classification table can be divided into two categories 
which are false positive and false negative. False positive 
means that the number of errors in which a normal event is 
considered as an attack event. Meanwhile, false negative 
means the number of errors in which the attack event is 
predicted to be normal, but is in fact an attack. 

 
IV. ANALYSIS AND RESULT 

 
We test our approach using real time network traffic 

captured from of the agencies in Malaysia.  The network 

traffic was captured using port mirror technique from the 
external router of the agencies as depicted in Figure 2. The 
network traffic will be divided into normal and abnormal 
network traffic using the IDS approach as stated in Figure 1. 
The output based on one second time interval will be 
collected of the normal and abnormal network traffic.  
There are 1045 connection has been declare as normal 
connection while 71 connection is an abnormal connection.  
Both of the connection will be combined and fed inside the 
logistic regression technique using the SPSS tool.  

 

 
 

Figure 2 : Location of Data Collection 
 
The logistic regression technique will produce the 

classification table to identify the accuracy of detection. The 
classification table produced by the logistic regression 
technique was based on the Null Model and Full Model. For 
the Classification table, there are two model involve which 
are null model and full model. The Null Model is a model 
which has only a constant value without any mechanism to 
distinguish between the attack and normal connection. 
Meanwhile the Full Model is model generated after the 
predictor is involved in the detection. The predictors include 
focus on the number of connection based on one second 
time interval.  Table 1 and 2 show the result of the Null 
Model and Full Model. 
 

TABLE 1  
Null Model 

 
Classified Predicted 

Normal Attack 
Observed Normal 1045 0 

Attack 71 0 
 
 Detection Attack rate = 0%, False Negative = 6.4%, 
Detection Normal rate = 100%, False Positive = 0%, 
Overall Detection rate = 93.6% 
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Table1, shows that the model manages to predict 100% 

correct in classifying the normal however the false negative 
was also very high which is 6.4%. This indicates that the 
model makes a lot of false negative which is very dangerous 
to the organization because many attacks are not detected. 
Unfortunately, the model also does not have capabilities to 
detect the attack because using constant, the model assumes 
most of the data are normal. 
 

TABLE 2   
Full Model 

 
Classified Predicted 

Normal Attack 
Observed Normal 1043 2 

Attack 10 61 
 
Detection Attack rate = 85.9%, False Negative = 0.9%, 
Detection Normal rate = 99.8%, False Positive = 3.2%, 
Overall Detection rate = 98.9% 
 

After the predictor was included inside the model, the 
detection attack accuracy was high and reduces the false 
positive as depicted in Table 2Error! Reference source not 
found.. The model has capabilities to predict 85.9% correct 
in classifying the attack and only 3.2% false positive. The 
false negative generated from the full model also reduces to 
0.9%. Although the attack detection rate is only 85.9% but it 
is still acceptable since the current intrusion detection 
system have 80% capabilities to detect the intrusion [24]. 
The model has better prediction and has capabilities to 
distinguish the difference between the attack and normal 
traffic. Furthermore, the overall percentage of the 
classification table for the null model was 93 %. The result 
of the overall percentage increase to 98.9 % after the full 
model is applied to the data. As a conclusion, the increase in 
of the correct percentage for the classification between the 
attack and normal indicate that the model is suitable, fits 
and good in predicting the normal and abnormal behavior.  
 

V. CONCLUSION AND FUTURE WORK. 
 

Before determining a network traffic is a potential 
threat to a network or not, there is a need for an IDS to have 
a method in differentiating whether it is malicious or not.  
Therefore, this research has introduced a new methodology 
to identify a fast attack intrusion using time based detection. 
The method used to identifies anomalies based on the 
number of connection made in 1 second. The approach is 
then tested on real network traffic data and the result is then 
evaluated by using the Classification Table based on the 
logistic regression model.  From the test and analysis it is 
shown that the model is suitable for predicting the normal 
and abnormal behavior.  

For further validation, the methodology will be 
implemented on a different set of real network traffic. In 

view of the fact that this research only concentrate on the 
TCP connection only, in the near future the researcher are 
planning to investigate  use other protocol and other flag to 
recognize the fast attack intrusion activity. Inspecting other 
protocol and flag it may help to detect fast attack intrusion 
activities that launch using UDP or ICMP protocol. Finally 
the approach introduce in this research will be implemented 
on a production network for accessing the performance on 
the anomalies detection using time based detection.  
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