
W&M ScholarWorks W&M ScholarWorks 

Arts & Sciences Articles Arts and Sciences 

2016 

Exact multiplicity of positive solutions for a p-Laplacian equation Exact multiplicity of positive solutions for a p-Laplacian equation 

with positive convex nonlinearity with positive convex nonlinearity 

Yulian An 
Shanghai Inst Technol, Dept Math, Shanghai 201418, Peoples R China; 

Chan-Gyun Kim 
Pusan Natl Univ, Dept Math Educ, Busan 609735, South Korea; 

Junping Shi 
Coll William & Mary, Dept Math, Williamsburg, VA 23187 USA 

Follow this and additional works at: https://scholarworks.wm.edu/aspubs 

Recommended Citation Recommended Citation 
An, Y., Kim, C. G., & Shi, J. (2016). Exact multiplicity of positive solutions for a p-Laplacian equation with 
positive convex nonlinearity. Journal of Differential Equations, 260(3), 2091-2118. 

This Article is brought to you for free and open access by the Arts and Sciences at W&M ScholarWorks. It has been 
accepted for inclusion in Arts & Sciences Articles by an authorized administrator of W&M ScholarWorks. For more 
information, please contact scholarworks@wm.edu. 

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by College of William & Mary: W&M Publish

https://core.ac.uk/display/235415986?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
https://scholarworks.wm.edu/
https://scholarworks.wm.edu/aspubs
https://scholarworks.wm.edu/as
https://scholarworks.wm.edu/aspubs?utm_source=scholarworks.wm.edu%2Faspubs%2F772&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:scholarworks@wm.edu


Exact Multiplicity of Positive Solutions for a
p-Laplacian Equation with Positive Convex

Nonlinearity∗
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Abstract

A p-Laplacian nonlinear elliptic equation with positive and p-superlinear
nonlinearity and Dirichlet boundary condition is considered. We first prove the
existence of two positive solutions when the spatial domain is symmetric or
strictly convex by using a priori estimates and topological degree theory. For
the ball domain in RN with N ≥ 4 and the case that 1 < p < 2, we prove that
the equation has exactly two positive solutions when a parameter is less than a
critical value. Bifurcation theory and linearization techniques are used in the
proof of the second result.

Keywords: p-Laplacian; positive solution; existence; exact multiplicity; topo-
logical degree; bifurcation.
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1 Introduction

The p-Laplacian is a second order quasilinear differential operator which arises from
the studies of nonlinear phenomena in non-Newtonian fluids, reaction-diffusion prob-
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lems, non-linear elasticity, torsional creep problem, glacelogy, radiation of heat, etc.
[37, 46, 51].

In this paper, we consider the positive solutions of Dirichlet boundary value prob-
lem {

∆pu+ λf(x, u) = 0, x ∈ Ω,

u = 0, x ∈ ∂Ω,
(Pλ)

where ∆pu = div(|∇u|p−2∇u) with p > 1 is the p-Laplacian operator, Ω is a bounded
smooth domain in RN with N > p, λ is a nonnegative parameter, and the function f
is at least continuous.

The existence and multiplicity of positive solutions to (Pλ) have been investigated
extensively in recent years by using various methods. Existence of (possibly multiple)
positive solutions of (Pλ) for various nonlinear functions f have been proved in, for
example, [5, 7, 10, 12, 18, 23, 39, 40, 48, 58] for a higher dimensional bounded domain,
[14, 20, 28, 29, 34, 38] for radially symmetric solutions on a ball or an interval. Usually
the existence of positive solutions can be proved via variational methods, topological
degree theory and other methods.

The uniqueness and exact multiplicity of the positive solution of (Pλ) is a much
harder question. For a p-sublinear problem, the uniqueness of the positive solution
of (Pλ) was proved in [22] (see also [33]) for a general bounded domain. For radially
symmetric solutions, the uniqueness of radially symmetric positive solution on a finite
ball, an annulus, or entire space was studied in [11, 25, 27, 41, 56, 59] by using a
monotone separation theorem and related Pohozaev type equalities. An approach
based on maximum principle, linearized equations and implicit function theorem was
used in [1, 2] to prove the nondegeneracy and uniqueness of positive solution of (Pλ)
on a ball. For the one-dimensional problem, the equation (Pλ) can be integrated via
a quadrature method and the uniqueness or exact multiplicity of positive solutions of
(Pλ) can be proved by analyzing the associated time-map, see [13, 21, 35, 36, 62]. Very
recently, the exact multiplicity of positive solutions of (Pλ) on an annulus was showed
in [57] by using the Kolodner-Coffman method. Note that except the one-dimensional
case, all these previous results are about the uniqueness of positive solutions, and we
do not know any exact multiplicity result with more than one solutions for the positive
solutions of (Pλ), even in the radially symmetric case.

For the case p = 2 (Laplacian) and ball domains, exact multiplicity of positive
solutions of (Pλ) has been considered under various hypotheses on f , see [42, 43, 44,
49, 50] and references therein. One of new ingredients in these works is a saddle-
node bifurcation theorem for a mapping defined in a Banach space [15], and the
turning direction of a solution curve at a bifurcation point can be determined from
the properties of the nonlinearity f .

Central to the implicit function theorem and bifurcation method for the solvabil-
ity of partial differential equations is the differentiability of the nonlinear operator
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generated by the equation. When p = 2, the p-Laplacian operator becomes the clas-
sical Laplacian operator, which is linear and clearly differentiable. When p ̸= 2, the
differentiability of the nonlinear p-Laplacian operator is an obstacle for applying the
implicit function theorem and a bifurcation method. In [8], the differentiability of the
inverse of the p-Laplacian operator was proved for p ̸= 2, and this result was used in
[30, 54] to obtain the uniqueness and a global bifurcation diagram of the positive solu-
tions of (Pλ) for p-sublinear f(x, s). That is, f satisfies (p−1)f(x, s)−fs(x, s)s ≥ 0 for
x ∈ Ω and s ≥ 0. Note that the uniqueness of a positive solution for a p-superlinear
case, that is, (p− 1)f(x, s)− fs(x, s)s < 0, has been proved in [1, 2, 41], and it is also
shown that the positive solution has Morse index 1 in that case, while the solution in
the p-sublinear case is stable (Morse index 0). These two results indicate that when
(p − 1)f(x, s) − fs(x, s)s does not change sign, then any positive solution of (Pλ) is
non-degenerate and the implicit function theorem can be used for a continuation of
the solution curve. Hence, all positive solutions of (Pλ) lie on a continuous curve with
no turning point, from which the uniqueness of positive solutions can be obtained.

Our main result in this paper is that when f(x, s) ≡ f(s) is a positive, monotone
increasing and convex nonlinearity, under a suitable subcritical growth condition on
f (see (3.35)) and if Ω is a unit ball in RN , (N ≥ 4), then there exists λ∗ > 0,
such that for 1 < p < 2, (Pλ) has no positive solution for λ > λ∗, has exactly one
positive solution for λ = λ∗, and has exactly two positive solutions for 0 < λ < λ∗.
Moreover all positive solutions of (Pλ) lie on a single smooth solution curve Σ, which
starts from (λ, u) = (0, 0), continues as the minimal solution to some saddle-node
bifurcation point (λ∗, u∗), then turns back and continues as the large solution to
(λ, u) = (0,∞). Thus Σ is a ⊃-shaped curve.

This type of multiplicity result for positive and convex f was first proved in [15]
for an ordinary differential equation in form of u′′ + λf(u) = 0 for x ∈ (0, π) with
Dirichlet boundary condition, and it was generalized in [16] to a semilinear elliptic
partial differential equation in form of ∆u+λf(u) = 0 for x ∈ Ω ⊂ RN with Dirichlet
boundary condition. In these works, the existence of two positive solutions was proved
under a subcritical growth condition on f . For the ball in RN , the global bifurcation
diagram for (Pλ) with p = 2 and f(x, u) = f(u) is exactly ⊃-shaped, see [50]. Hence
our main result in this paper is a generalization of this well-known exact multiplicity
result for the semilinear case.

To establish the exact multiplicity of positive solution of (Pλ) with 1 < p <
2 on a ball, we need to resolve several difficulties: (i) the C2 differentiability of
the nonlinear mapping defined by the equation; (ii) non-oscillatory property of the
solution of the linearized equation. We adopt the bifurcation approach in [15, 16, 50]
to a nonlinear mapping involving the inverse of the p-Laplacian operator as in [30, 54],
in the functional setting of [2]. We further extend the C1 differentiability of the inverse
of the p-Laplacian operator in [8] to C2 differentiability, so the turning direction at
a turning point of bifurcation curve can be calculated. We also prove the positivity
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of solution of the linearized equation of (Pλ) by an approach of [50]. By overcoming
these difficulties caused by the nonlinearity of the p-Laplacian operator, we obtain a
complete characterization of the set of positive solutions of (Pλ) for 1 < p < 2 and
Ω being the unit ball in RN with N ≥ 4. As far as we know, it is the first exact
multiplicity result for radially symmetric solutions of (Pλ) when N ≥ 2.

The outline of the paper is as follows. In Section 2, we first present some prelim-
inary lemmas. Then we prove the existence of two positive solutions of (Pλ) when
λ is in a certain range (Theorem 2.5). The exact multiplicity of solutions to (Pλ) is
analysed in Section 3. The main result of our paper is Theorem 3.9.

2 Preliminaries

2.1 Solutions of p-Laplace equations

Throughout this paper we assume f ∈ C(Ω× [0,∞), (0,∞)) and satisfies the growth
condition:

0 < f(x, s) ≤ C0(1 + sq−1) for all x ∈ Ω and s ∈ [0,∞), (2.1)

where C0 > 0 and q > 1 are constants.

A function u ∈ W 1,p
0 (Ω) is said to be a weak solution to problem (Pλ) if∫

Ω

|∇u|p−2∇u · ∇vdx = λ

∫
Ω

f(x, u)vdx for all v ∈ C∞
c (Ω).

If q ≤ Np/(N − p) in (2.1), then every solution u to problem (Pλ) belongs to L
∞(Ω).

Indeed, for subcritical case q < Np/(N − p), this is a consequence of the result in
Serrin [55] on the L∞-estimates, and for critical case q = Np/(N − p), a proof of this
fact could be found in Peral [52, Appendix E]. Consequently u ∈ C1,β(Ω) for some
β ∈ (0, 1) due to interior regularity in Tolksdorf [60, Theorem 1] and regularity near
the boundary in Lieberman [45, Theorem 1]. Moreover it follows from the strong
maximum principle in Vázquez [61] that u > 0 in Ω and ∂u/∂ν < 0 on ∂Ω, since 0 is
not a solution to problem (Pλ).

Let K1 := {u ∈ C1
0(Ω) : u ≥ 0} be the ordered cone in C1

0(Ω). Define a mapping
T : [0,∞)×K1 → K1 by

T (λ, u) := (−∆p)
−1(λNf )u for (λ, u) ∈ [0,∞)×K1.

Here (−∆p)
−1 : L∞(Ω) → C1

0(Ω) is the inverse p-Laplacian operator for a bounded
domain Ω with ∂Ω ∈ C1,β for some β ∈ (0, 1). It is completely continuous and order-
preserving (see, e.g., [7, Lemma 1.1]). The Nemitskii operator Nf : K1 → L∞(Ω) is
defined as

Nf (u)(x) = f(x, u(x)) for u ∈ K1 and x ∈ Ω,
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and it is continuous and maps bounded sets in K1 into bounded sets in L∞(Ω).
Hence T is well-defined, and it is completely continuous on [0,∞)×K1. Furthermore,
problem (Pλ) has a positive solution u if and only if T (λ, ·) has a fixed point u in K1

for λ > 0.

Next we recall a well-known fixed point index theorem which will be used to prove
the existence of positive solutions of (Pλ).

Theorem 2.1. ([32]) Let X be a Banach space, K a cone in X and O bounded and
open in X. Let 0 ∈ O and A : K ∩ O → K be completely continuous. Suppose that
Ax ̸= νx for all x ∈ K ∩ ∂O and all ν ≥ 1. Then i(A,K ∩O,K) = 1.

2.2 Existence of two positive solutions

In this subsection we prove the existence of two positive solutions of (Pλ) when Ω
and f satisfy certain conditions. For the nonlinear eigenvalue problem{

div(|∇u|p−2∇u) + λ|u|p−2u = 0, x ∈ Ω,

u = 0, x ∈ ∂Ω,
(2.2)

it is known that the principal eigenvalue λ∗1 for problem (2.2) exists, and λ∗1 ∈ (0,∞)
is a simple isolated eigenvalue for problem (2.2) with the associated eigenfunction
w∗ > 0 in Ω (see, e.g., [6]).

The following lemma gives an extent of the parameter λ for which (Pλ) has at
least one positive solution. Assume that f(x, s) satisfies:

(H0) There exist positive constants C1, C2 and q such that q ∈
(
p,

Np

N − p

]
and

C1s
p−1 < f(x, s) < C2(1 + sq−1) for all x ∈ Ω and s ∈ [0,∞).

Lemma 2.2. Suppose f satisfies (H0). Then

1. (Pλ) has no positive solution for λ ≥ λ∗1C
−1
1 .

2. there exists λ∗ > 0 such that (Pλ) has no positive solution for λ > λ∗, and (Pλ)
has a minimal positive solution for 0 < λ < λ∗.

Proof. 1. We first provide an upper bound of the parameter λ for which (Pλ) has
a positive solution. Assume on the contrary that there exists a positive solution uλ
of problem (Pλ) with λ ≥ λ∗1C

−1
1 . Let u = w∗, v = uλ, A = B = 1, a(x) = λ∗1,

b(x) = λf(x, uλ)/u
p−1
λ in [3, Theorem 1]. Then a(x) ≤ b(x) in Ω, and∫

Ω

L(w∗, uλ)dx ≤ 0,

5



since uλ > 0 in Ω. Here

L(w∗, uλ) = |w∗|p − p

(
w∗

uλ

)p−1

|uλ|p−2∇uλ∇w∗ + (p− 1)

(
w∗

uλ

)p

|∇uλ|p. (2.3)

On the other hand, L(uλ, w
∗) ≥ 0 by Picone’s identity (see, for example, [4, Theorem

1.1]). Thus L(uλ, w
∗) = 0, for almost everywhere in Ω, which implies uλ = kw∗ for

some constant k, and one can easily reach a contradiction.

2. Let w̄ be the unique positive solution of{
div(|∇w̄|p−2∇w̄) + 1 = 0, x ∈ Ω,

w̄ = 0, x ∈ ∂Ω.

Then w̄ ∈ C1,β(Ω) for some β ∈ (0, 1) by well-known regularity results (e.g., [60,
Theorem 1] and [45, Theorem 1]). Moreover w̄ > 0 in Ω and ∂w̄/∂ν < 0 on ∂Ω by
[61, Theorem 5]. One can see that w̄ is a super-solution of problem (Pλ) for sufficiently
small λ > 0. Since 0 is a sub-solution to problem (Pλ) for each λ > 0, then there exists
a positive solution u(λ) to problem (Pλ) for small λ > 0 such that 0 < u(λ) ≤ w̄ in
Ω. Setting

λ∗ := sup{λ : (Pλ) has a positive solution}, (2.4)

then it follows from the result of part 1 that λ∗ ∈ (0,∞) is well defined. For small
δ > 0, there exists λ̄ ∈ (λ∗ − δ, λ∗) such that problem (Pλ̄) has a positive solution ū.
Since the solution ū is a super-solution of (Pλ) for all 0 < λ < λ̄ and 0 is a sub-solution
of (Pλ) for all λ > 0, problem (Pλ) has at least one positive solution for all 0 < λ ≤ λ̄,
and thus problem (Pλ) has a minimal positive solution um(λ) for all λ ∈ (0, λ∗) such
that um(λ) is nondecreasing with respect to λ in view of [24, Theorem 4.11].

To obtain the existence of a second positive solution of (Pλ), we give an additional
assumption on f(x, s) :

(H1) There exist positive constants C3, C4 and q such that q ∈
(
p,

(N − 1)p

N − p

]
and

C3(1 + sq−1) ≤ f(x, s) ≤ C4(1 + sq−1) for all x ∈ Ω and s ∈ [0,∞).

Definition 2.3. Assume Ω ⊆ RN is open, bounded and 0 ∈ Ω. Let ei be the i-th unit
vector in RN , i.e., ei = (0, · · · , 0, 1, 0, · · · , 0). We say that Ω is Steiner symmetric
w.r.t. the coordinate hyperplane Hi = {x : x·ei = 0} if the intersection of Ω with lines
{P+tei : t ∈ R}, P ∈ Hi is either empty or of the form {P+tei : t ∈ (−t0(P ), t0(P ))}.
We say that Ω is n-fold Steiner symmetric if Ω is Steiner symmetric w.r.t. the n
coordinate hyperplanes H1, · · · , Hn.
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The following lemma can be proved by using the scaling argument of C. Azizieh
and P. Clément [7]. For the sake of completeness, we give the proof of it.

Lemma 2.4. Assume that (H1) is satisfied and one of the following is also satisfied:

1. f(x, s) is strictly decreasing in xi for all i = 1, 2, · · · , N , when Ω is a bounded
n-fold Steiner symmetric domain in RN ;

2. f(x, s) = f(|x|, s) is weakly decreasing in the first variable when Ω = B1(0) is
a unit ball;

3. f(x, s) = f(s) is locally Lipschitz continuous on (0,∞) when Ω is a strictly
convex domain in RN with C2 boundary and 1 < p ≤ 2.

Then for given ϵ > 0 and M > 0, there exists a constant C(ϵ,M) such that

∥uλ∥C1 ≤ C(ϵ,M),

for any positive solution uλ of problem (Pλ) with λ ∈ [ϵ,M ].

Proof. Assume on the contrary that there is a sequence {(λn, un)}∞n=1 of solutions
to problem (Pλn) such that λn ∈ [ϵ,M ] and ∥u∥∞ → ∞ as n → ∞. In view of the
symmetry results for positive solutions due to Brock [9], un attains its maximum
only at x = 0 for all n ∈ N (see, e.g., [26, Section 2]). Therefore the function
vn(x) := c−1

n un(c
−γ
n x) with γ = (q − p)/p and cn = ∥un∥∞ = un(0) is defined in

Bn := Bcγn(0) and satisfies{∫
Bn

|∇vn|p−2∇vn · ∇ψdx = λnc
1−q
n

∫
Bn
f(c−γ

n x, cnvn(x))ψdx,

vn ∈ C1
0(Bn), vn ≥ 0 on Bn, ∥vn∥∞ = 1

(2.5)

for all ψ ∈ C∞
c (Bn). By (H1),

ϵC3(c
1−q
n + vq−1

n (x)) ≤ λnc
1−q
n f(c−γ

n x, cnvn(x)) ≤MC4(c
1−q
n + vq−1

n (x)) in Bn.

Fixing n0 > 0 and denoting B = Bn0 , it follows from Lieberman [45, Theorem 1] that
there exist K > 0 and α ∈ (0, 1) depending only on N, p,B such that

vn ∈ C1,α(B) and ∥vn∥C1,α(B) ≤ K, for all n ≥ n0.

Thus there exist a function vB and a convergent subsequence vn′ → vB in C1(B) in
view of Arzelà-Ascoli theorem. Taking test functions in C∞

c (B) in (2.5) and passing
to the limit, we have{∫

B
|∇vB|p−2∇vB · ∇ψdx ≥ ϵC3

∫
B
vq−1
B ψdx for all ψ ∈ C∞

c (B),

vB ∈ C1(B), vB ≥ 0 in B, ∥vB∥∞ = 1,
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Moreover, by the strong maximum principle due to Vázquez [61], vB(x) > 0 for all
x ∈ B since vB ̸= 0. Taking balls bigger and bigger we obtain the existence of a
function v ∈ C1(RN) satisfying{∫

RN |∇v|p−2∇v · ∇ψdx ≥ ϵC3

∫
RN v

q−1ψdx, for all ψ ∈ C∞
c (RN),

v > 0 in RN , ∥v∥∞ = 1,

which contradicts a nonexistence result for differential inequalities by Mitidieri and
Pohozaev [47].

For part 3, by [7, Proposition 4.1], there exists δ > 0 such that d(xn, ∂Ω) ≥ δ > 0
for all n ∈ N where un(xn) = ∥un∥∞. The function vn(x) := c−1

n un(c
−γ
n x + xn) with

γ = (q− p)/p is defined on Bn := Bcγnδ(0). By similar argument as the above, we can
obtain the same result.

The main existence result of this subsection is the following theorem.

Theorem 2.5. Assume that the hypotheses in Lemma 2.4 are satisfied. Assume in
addition that f(x, s) is nondecreasing in s. Then problem (Pλ) has at least two positive
solutions for λ ∈ (0, λ∗), one positive solution for λ = λ∗ and no positive solution for
λ > λ∗.

Proof. By definition of λ∗ and an easy compactness argument, problem (Pλ) has a
positive solution for λ ∈ (0, λ∗] and no solutions for λ > λ∗. We will show that (Pλ)
has at least two positive solutions for all λ ∈ (0, λ∗).

Let λ be fixed with 0 < λ < λ∗, and let u∗ be a positive solution of (Pλ∗). Consider
the modified problem{

div(|∇u|p−2∇u) + λf(x, u) = 0, x ∈ Ω,

u = 0, x ∈ ∂Ω,
(P λ)

where f(x, s) : Ω× R → [0,∞) is defined as

f(x, s) =


f(x, u∗(x)), if s > u∗(x),

f(x, s), if 0 ≤ s ≤ u∗(x),

f(x, 0), if u < 0.

Note that f(x, s) ≤ f(x, u∗(x)) for all x ∈ Ω and s ∈ R since f(x, s) is nondecreasing
in s.

Define M : K1 → K1 as

Mu := (−∆p)
−1(λNf )u for u ∈ K1.
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Then M is completely continuous on K1, and u is a positive solution of (P λ) if and
only if u = Mu on K1. By the property of (−∆p)

−1 and boundedness of f, there
exists R1 > 0 such that ∥Mu∥C1 < R1 for all u ∈ K1. Applying Theorem 2.1 with
O = BR1 , we get

i(M,BR1 ∩ K1,K1) = 1. (2.6)

Putting

Σ =

{
u ∈ C1

0(Ω) : |u| < u∗ in Ω, ∥u∥C1 < R1 and

∣∣∣∣∂u∂ν
∣∣∣∣ < ∣∣∣∣∂u∗∂ν

∣∣∣∣ on ∂Ω

}
,

then Σ is bounded and open in C1
0(Ω). For any positive solution ū of (P λ), it follows

from the strong comparison principle due to Cuesta and Takáč [17, Theorem 2.1] that
ū ∈ Σ ∩ K1. By (2.6) and excision property, we get

i(M,Σ ∩ K1,K1) = i(M,BR1 ∩ K1,K1) = 1. (2.7)

Since problem (Pλ) is equivalent to problem (P λ) on Σ∩K1, we conclude that problem
(Pλ) has a positive solution in Σ ∩ K1. We may assume T (λ, ·) has no fixed point in
∂Σ ∩ K1, otherwise the proof is done. Then i(T (λ, ·),Σ ∩ K1,K1) is well defined and
by (2.7), we have

i(T (λ, ·),Σ ∩ K1,K1) = 1. (2.8)

It follows from Lemma 2.2 that problem (Pλ0) has no solution in K1 for λ0 >
λ∗1C

−1
1 . By Lemma 2.4, there exists R2 (> R1) such that for all possible positive

solutions u of problem (Pµ) with µ ∈ [λ, λ0], we have

∥u∥C1 < R2.

Define h : [0, 1]× (BR2 ∩ K1) → K1 by

h(τ, u) = T (τλ0 + (1− τ)λ, u).

Then h is completely continuous on [0, 1]×K1 and h(τ, u) ̸= u for all (τ, u) ∈ [0, 1]×
(∂BR2 ∩ K1). By homotopy invariance and the solution properties, we obtain

i(T (λ, ·), BR2 ∩ K1,K1) = i(T (λ0, ·), BR2 ∩ K1,K1) = 0.

Thus by the additivity property and (2.8), we get

i(T (λ, ·), (BR2 \ Σ) ∩ K1,K1) = −1.

This implies that problem (Pλ) has another positive solution in (BR2\Σ) ∩ K1, and
consequently the proof is complete.
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2.3 Bifurcation theory

For discussing the exactly multiplicity of solutions of (Pλ), we recall a bifurcation
theorem by Crandall and Rabinowitz [15]:

Theorem 2.6. Let X and Y be Banach spaces, let U be a neighborhood of (λ0, u0)
in R×X, and let F : U → Y be a continuously differentiable mapping. Assume that
F (λ0, u0) = 0. At (λ0, u0), F satisfies

(1) dimN(Fu(λ0, u0)) = codimR(Fu(λ0, u0)) = 1, and N(Fu(λ0, u0)) = span{w},

(2) Fλ(λ0, u0) ̸∈ R(Fu(λ0, u0)).

Let Z be any complement of span{w} in X. Then the solutions of F (λ, u) = 0 near
(λ0, u0) form a curve {(λ(s), u(s)) : s ∈ I = (−ϵ, ϵ)}, where λ : I → R, z : I → Z are
C1 functions such that u(s) = u0+sw+sz(s), λ(0) = λ0, λ

′(0) = 0, z(0) = z′(0) = 0.
Moreover if F is C2 near (λ0, u0), then (λ(s), u(s)) is also in C2 class, and

λ′′(0) = −⟨l, Fuu(λ0, u0)[w,w]⟩
⟨l, Fλ(λ0, u0)⟩

,

where l ∈ Y ∗ satisfying N(l) = R(Fu(λ0, u0)).

3 Exact multiplicity

In this section we assume that Ω = B, the unit ball in RN , and f(x, s) = f(s) for
s ∈ [0,∞). If 1 < p ≤ 2, then in view of Gidas, Ni and Nirenberg [31] and Damascelli
and Pacella [19], positive solutions to problem (Pλ) are radially symmetric, and hence
problem (Pλ) can be equivalently written as{

(rN−1|u′|p−2u′)′ + λrN−1f(u) = 0, r ∈ (0, 1),

u′(0) = u(1) = 0.
(3.1)

From now on, we suppose f satisfies (H1) and

(H2) f ∈ C2([0,∞), (0,∞));

(H3) f ′(s) > 0 and f ′′(s) > 0 for all s ∈ [0,∞).

For convenience, we use some notations given by Genoud [30]. For p > 1, set

p∗ :=
1

p− 1
and p′ := p∗ + 1 =

p

p− 1
.

10



Define ϕp(ξ) := |ξ|p−2ξ, for ξ ∈ R. It is well known that ϕp : R → R is continuous and
its inverse function ϕp′ is p

∗−homogeneous, that is, ϕp′(tξ) = tp
∗
ϕp′(ξ), for t ∈ [0,∞).

Let (λ, u) be a positive solution of (3.1). Then

u′(r) = −λp∗
(

1

rN−1

∫ r

0

τN−1f(u(τ))dτ

)p∗

, r ∈ (0, 1].

Clearly u′(r) < 0 for r ∈ (0, 1]. Moveover, one can derive a precise behavior of u near
the origin using the L’Hospital’s rule, see Aftalion and Pacella [2]. Indeed,

lim
r→0+

r−p∗u′(r) = −
(
λ

N
f(u(0))

)p∗

, (3.2)

and

lim
r→0+

r−(p∗−1)u′′(r) = −p∗
(
λ

N
f(u(0))

)p∗

. (3.3)

We will work in various function spaces. For n = 0, 1, 2, Cn[0, 1] denotes the
space of n times continuously differentiable functions defined in [0, 1], with the usual
Sup norm || · ||Cn[0,1], and W

1,1(0, 1) is the Sobolev space. Following [2], define

X :={v ∈ C2(0, 1] ∩ C1[0, 1] : v′(0) = v(1) = 0,

with |v′(x)| ≤ cxp
∗
, |v′′(x)| ≤ cxp

∗−1, x ∈ (0, 1]},
(3.4)

where c > 0, then X is a Banach space with the norm (see [2])

||v||X = ||v||C2[1/2,1] + sup
0<s<1/2

|v′(s)|
sp∗

+ sup
0<s<1/2

|v′′(s)|
sp∗−1

. (3.5)

If (λ, u) is a positive solution of (3.1), then u ∈ X by (3.2) and (3.3).

For any h ∈ C0[0, 1], the problem{
(rN−1ϕp(u

′))′ + rN−1h(r) = 0, r ∈ (0, 1),

u′(0) = u(1) = 0,
(3.6)

has a unique solution u(h) ∈ C1[0, 1] given by

u(h)(r) =

∫ 1

r

ϕp′

[∫ s

0

(
t

s
)N−1h(t)dt

]
ds. (3.7)

From (3.7), we define the following operators:

Sp : C
0[0, 1] → C1[0, 1], Sp(h)(r) := u(h)(r);

J : C0[0, 1] → C1[0, 1], J(h)(s) :=

∫ s

0

(
t

s
)N−1h(t)dt;

Φq : C
0[0, 1] → C0[0, 1], Φq(g)(s) := ϕq(g(s)), for any q > 1;

I : C0[0, 1] → C1[0, 1], I(k)(r) :=

∫ 1

r

k(s)ds.

(3.8)
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Obviously we have Sp = I◦Φp′◦J . The continuity and differentiability of the operator
Sp has been proved in, for example, Theorem 3.3 and Theorem 3.5 of [30], which we
recall here:

Lemma 3.1. Suppose that p > 1 and N ≥ 1. Let Sp : C
0[0, 1] → C1[0, 1] be defined

as in (3.7) and (3.8).

1. Sp is continuous, bounded and compact.

2. If in addition 1 < p < 2, then Sp is continuously differentiable at any h ∈
C0[0, 1], and for any h̄1 ∈ C0[0, 1], we have

DSp(h)[h̄1] = p∗I(|J(h)|p∗−1J(h̄1)). (3.9)

Furthermore, v = DSp(h)[h̄1] is equivalent to v ∈ C1[0, 1] and v satisfies{
(rN−1|u(h)′(r)|p−2v′(r))′ + p∗rN−1h̄1(r) = 0, r ∈ (0, 1),

v′(0) = v(1) = 0,
(3.10)

where u(h) = Sp(h).

Note that by differentiating (3.7) one gets

|u(h)′|2−p = |J(h)|p∗−1. (3.11)

So (3.10) comes from (3.9) and (3.11).

To prove the exact multiplicity of positive solutions, we also need the information
of the twice differentiability of the operator Sp. To prove that, we state a lemma
which is similar to Lemma 2.1 in [8], and we omit its proof.

Lemma 3.2. Suppose that α > −2 and v0 ∈ C1[0, 1] has only simple zeros. Then
there exists a neighborhood V0 of v0 in C

1[0, 1] such that if v ∈ V0 then |v|αv ∈ L1(0, 1)
and the mapping v → |v|αv is continuous from V0 → L1(0, 1).

We can now prove the twice differentiability of Sp as follows.

Lemma 3.3. Suppose that 1 < p < 2, h0 ∈ C0[0, 1] satisfying h0(r) > 0 for r ∈ [0, 1],
and let u(h0) be defined as in (3.7). Then there exists a neighborhood V1 of h0 in
C0[0, 1] such that the mapping h 7→ |J(h)|p∗−3J(h) : V1 → L1(0, 1) is continuous,
Sp : V1 → W 1,1(0, 1) is C2, and for all h ∈ V1, h̄1, h̄2 ∈ C0[0, 1],

D2Sp(h)[h̄1, h̄2] =p
∗(p∗ − 1)I(|J(h)|p∗−3J(h)J(h̄1)J(h̄2))

=p∗(p∗ − 1)I(|u(h)′|4−3pJ(h)J(h̄1)J(h̄2)),
(3.12)

where u(h) = Sp(h).
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Proof. Define v0 := J(h0) ∈ C1[0, 1]. Then by (3.6) and (3.7),

u(h0)
′(r) = −ϕp′(J(h0)), or − ϕp(u(h0)

′(r)) = J(h0),

and
(rN−1ϕp(u(h0)

′(r)))′ + rN−1h0(r) = 0, r ∈ [0, 1].

We claim that v0 has a unique simple zero r = 0. From the condition h0(r) > 0 as
r ∈ [0, 1], we obtain r = 0 is the unique zero point of v0. On the other hand, for all
r ∈ (0, 1], from (3.8),

v′0(r) = J(h0)
′(r) =(1−N)r−N

∫ r

0

rN−1h0(t)dt+ h0(r)

=(1−N)r−1J(h0)(r) + h0(r) = (1−N)r−1v0(r) + h0(r).

(3.13)

Since v0(0) = 0, by (3.13),

v′0(0) = (1−N) lim
r→0

v0(r)

r
+ h0(0) = (1−N)v′0(0) + h0(0).

It implies that v′0(0) = h0(0)/N ̸= 0. Therefore, v0 has only a simple zero r = 0 in
[0, 1].

Now for 1 < p < 2, from Lemma 3.2 and the continuity of J(h), we can find a
neighborhood V1 of h0 in C0[0, 1] such that

the mapping h 7→ |J(h)|p∗−3J(h) : V1 → L1(0, 1) is continuous. (3.14)

For any h ∈ V1, h̄1, h̄2 ∈ C0[0, 1] and δ ∈ R,

DSp(h+ δh̄2)[h̄1]−DSp(h)[h̄1]

=p∗
∫ 1

r

∣∣∣∣ ∫ s

0

(
t

s
)N−1(h(t) + δh̄2(t))dt

∣∣∣∣p∗−1

J(h̄1)ds−
∫ 1

r

∣∣∣∣ ∫ s

0

(
t

s
)N−1h(t)dt

∣∣∣∣p∗−1

J(h̄1)ds

=p∗
∫ 1

r

[∣∣∣∣ ∫ s

0

(
t

s
)N−1(h(t) + δh̄2(t))dt

∣∣∣∣p∗−1

−
∣∣∣∣ ∫ s

0

(
t

s
)N−1h(t)dt

∣∣∣∣p∗−1
]
J(h̄1)ds

=p∗(p∗ − 1)

∫ 1

r

|J(h+ θδh̄2)|p
∗−3J(h+ θδh̄2)δJ(h̄2)J(h̄1)ds

with some θ ∈ (0, 1). By using (3.11), we have

lim
δ→0

DSp(h+ δh̄2)[h̄1]−DSp(h)[h̄1]

δ

=p∗(p∗ − 1)

∫ 1

r

|J(h)|p∗−3J(h)J(h̄2)J(h̄1)ds

=p∗(p∗ − 1)

∫ 1

r

|u(h)′|4−3pJ(h)J(h̄2)J(h̄1)ds.

(3.15)
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Since h0(r) > 0 for all r ∈ [0, 1], we can choose the neighborhood V1 of h0 such that
h(r) > 0 for all r ∈ [0, 1] and any h ∈ V1. From u(h)′(r) = −ϕp′(

∫ r

0
(t/r)N−1h(t)dt),

there exists two constant numbers

C1(h) =

(
1

N
min
r∈[0,1]

h(r)

)p∗

> 0, C2(h) =

(
1

N
max
r∈[0,1]

h(r)

)p∗

> 0

such that
C1(h)r

p∗ < |u(h)′(r)| ≤ C2(h)r
p∗, r ∈ (0, 1].

It follows that, for any r ∈ [0, 1] and h ∈ V1, h̄1, h̄2 ∈ C0[0, 1]∣∣∣∣∫ 1

r

|u(h)′|4−3pJ(h)J(h̄2)J(h̄1) ds

∣∣∣∣ ≤ ∫ 1

r

|u(h)′|3−2p · |J(h̄2)| · |J(h̄1)|ds <∞ (3.16)

provided 1 < p < 2. By (3.14), (3.15) and (3.16), we conclude that Sp : V1 →
W 1,1(0, 1) is C2 if 1 < p < 2 and the equation (3.12) holds.

Remark 3.4. We note that the operators Sp, J , Φq and I defined in (3.8) are all
positive operators in the sense that for any h ∈ C0[0, 1] satisfying h(r) ≥ 0 for
r ∈ [0, 1], then K(h)(r) ≥ 0 for r ∈ [0, 1] with K = Sp, J , Φq or I. Similarly from
(3.9) and (3.12), for any h ∈ C0[0, 1] satisfying h(r) ≥ 0 for r ∈ [0, 1], the operators
DSp(h) : C0[0, 1] → C1[0, 1] and D2Sp(h) : C0[0, 1] × C0[0, 1] → C1[0, 1] (if exists)
are also positive if 1 < p < 2.

We use a framework of nonlinear mappings to analyze the solutions of (3.1).
Define F : [0,∞)× C0[0, 1] → C0[0, 1] by

F (λ, u) := u− Sp(λf(u)) = u− λp
∗
Sp(f(u)). (3.17)

Then (λ0, u0) is a positive solution of (3.1) if and only if F (λ0, u0) = 0. By Lemma
3.1, F : [0,∞)×C0[0, 1] → C0[0, 1] is a nonlinear C1 mapping. Furthermore, suppose
that (λ0, u0) is a positive solution of (3.1). Then λ0 > 0, u0(r) > 0 as r ∈ [0, 1). Put
h0(r) = λ0f(u0(r)). Then h0(r) > 0 as r ∈ [0, 1] by the assumption (H2). Hence Sp

is C2 in a neighborhood of h0 = λ0f(u0) in C
0[0, 1] by Lemma 3.3, which implies that

F is C2 in a neighborhood of (λ0, u0) in (0,∞) × C0[0, 1]. By standard calculation,
at (λ0, u0), for ψ1, ψ2 ∈ C0[0, 1], we have

Fu(λ0, u0)[ψ1] =ψ1 − λp
∗

0 DSp(f(u0))[f
′(u0)ψ1],

Fuu(λ0, u0)[ψ1, ψ2] =− λp
∗

0 {D2Sp(f(u0))[f
′(u0)ψ1, f

′(u0)ψ2]

+DSp(f(u0))[f
′′(u0)ψ1ψ2]},

Fλ(λ0, u0) =− p∗λp
∗−1

0 Sp(f(u0)).

(3.18)

Since F is smooth, the set of solutions of (3.1) is locally a curve in (0,∞) ×
C0[0, 1] near any nondegenerate positive solution. Next we explore the structure of
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the solution set of (3.1) near a degenerate positive solution (λ0, u0). In that case, the
null space N(Fu(λ0, u0)) is nonempty. Let w ∈ N(Fu(λ0, u0)) and w ̸≡ 0. Then, by
(3.10), w(r) satisfies{

(rN−1|u′0(r)|p−2w′(r))′ + λ0p
∗rN−1f ′(u0(r))w(r) = 0, r ∈ (0, 1),

w′(0) = w(1) = 0.
(3.19)

About the operators F and Fu(λ0, u0), we have the following properties.

Lemma 3.5. Let F : [0,∞) × C0[0, 1] → C0[0, 1] be defined by (3.17) and let
Fu(λ0, u0) : C

0[0, 1] → C0[0, 1] be defined by (3.18), where (λ0, u0) is a positive solu-
tion of F (λ, u) = 0. Recall X is as defined in (3.4).

(i) If λ ∈ [0,∞) and u ∈ X, then F (λ, u) ∈ X.

(ii) If w ∈ C0[0, 1] such that Fu(λ0, u0)[w] = 0, then w ∈ X.

(iii) If h ∈ X and if there exists ϕ ∈ C0[0, 1] such that Fu(λ0, u0)[ϕ] = h, then ϕ ∈ X.

Proof. (i) Suppose that u ∈ X, and F (λ, u) = g. By (3.17), g satisfies

u− Sp(λf(u)) = g. (3.20)

From (3.7) we have

u(r)− g(r) = Sp(λf(u))(r) =

∫ 1

r

ϕp′

[∫ s

0

(
t

s
)N−1λf(u(t))dt

]
ds, (3.21)

and

u′(r)− g′(r) = −ϕp′

[∫ r

0

(
t

r
)N−1λf(u(t))dt

]
. (3.22)

Clearly, g(1) = 0 and g′(0) = 0, since u ∈ X and

lim
r→0+

∫ r

0

(
t

r
)N−1λf(u(t))dt = 0.

Moreover, by using L’Hospital’s rule, we have

lim
r→0+

u′(r)− g′(r)

rp∗
= lim

r→0+

u′′(r)− g′′(r)

p∗rp∗−1

= − lim
r→0+

[
r1−N

∫ r

0
tN−1λf(u(t))dt

]p∗−1

rp∗−1

[
λf(u(r)) +

1−N

rN

∫ r

0

tN−1λf(u(t))dt

]
= −

(
λf(u(0))

N

)p∗

.

(3.23)
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From (3.23), we have

lim
r→0+

u′′(r)− g′′(r)

rp∗−1
= −p∗

(
λf(u(0))

N

)p∗

. (3.24)

Combining (3.23), (3.24) with u ∈ X, we obtain that g ∈ X. Hence, the mapping F
maps [0,∞)×X into the space X.

(ii) If w ∈ C0[0, 1] such that Fu(λ0, u0)[w] = 0, then

λp
∗

0 DSp(f(u0))[f
′(u0)w] = w. (3.25)

By the definition of DSp, it is easy to see that w ∈ C1[0, 1] ∩ C2(0, 1] and w(1) = 0.

We discuss the behavior of w′ near r = 0 by calculating

lim
r→0+

w′(r)

u′0(r)
= lim

r→0+

rN−1|u′0(r)|p−2w′(r)

rN−1|u′0(r)|p−2u′0(r)
= lim

r→0+

(rN−1|u′0(r)|p−2w′(r))′

(rN−1|u′0(r)|p−2u′0(r))
′

= lim
r→0+

p∗f ′(u0(r))w(r)

f(u0(r))
=
p∗f ′(u0(0))w(0)

f(u0(0))
<∞.

Combining this with (3.2) yields

lim
r→0+

r−p∗w′(r) = −
(
λ0
N
f(u0(0))

)p∗
p∗f ′(u0(0))w(0)

f(u0(0))
. (3.26)

It implies that |w′(r)| ≤ crp
∗
near the origin and w′(0) = 0.

Similarly, one can derive the behavior of w′′ near r = 0 from the equation (3.19).
Indeed from (3.19), we have

w′(r) = −λ0p∗|u′0(r)|2−p

∫ r

0

(
t

r
)N−1f ′(u0(t))w(t)dt, r ∈ (0, 1]. (3.27)

It follows that

w′′(r) =− λ0p
∗{(2− p)|u′0(r)|−pu′0(r)u

′′
0(r)

∫ r

0

(
t

r
)N−1f ′(u0(t))w(t)dt

+ |u′0(r)|2−pf ′(u0(r))w(r) +
1−N

rN
|u′0(r)|2−p

∫ r

0

tN−1f ′(u0(t))w(t)dt}

=− λ0p
∗ [(2− p)I1(r) + I2(r) + I3(r)] ,

(3.28)

where

I1(r) =|u′0(r)|−pu′0(r)u
′′
0(r)

∫ r

0

(
t

r
)N−1f ′(u0(t))w(t)dt,

I2(r) =|u′0(r)|2−pf ′(u0(r))w(r),

I3(r) =
1−N

rN
|u′0(r)|2−p

∫ r

0

tN−1f ′(u0(t))w(t)dt

(3.29)
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for r ∈ (0, 1]. Then,

lim
r→0+

w′′(r)

rp∗−1
= −λ0p∗ lim

r→0+

[
(2− p)

I1(r)

rp∗−1
+
I2(r)

rp∗−1
+
I3(r)

rp∗−1

]
. (3.30)

Note that u′0(r) < 0 in (0, 1] and p∗ − 1 = p∗(2− p). By (3.2) and (3.3), we have

lim
r→0+

I1(r)

rp∗−1
= − lim

r→0+

u′′0(r)
∫ r

0
( t
r
)N−1f ′(u0(t))w(t)dt

rp∗−1|u′0(r)|p−1

= p∗
[
λ0
N
f(u0(0))

]p∗
lim
r→0+

∫ r

0
( t
r
)N−1f ′(u0(t))w(t)dt

r|r−p∗u′0(r)|p−1

=
p∗

N

[
λ0
N
f(u0(0))

]p∗
f ′(u0(0))w(0)

[
λ0
N
f(u0(0))

]−1

=
p∗

N

[
λ0
N
f(u0(0))

]p∗(2−p)

f ′(u0(0))w(0),

and

lim
r→0+

I2(r)

rp∗−1
= lim

r→0+

|u′0(r)|
2−p f ′(u0(r))w(r)

rp∗−1
= f ′(u0(0))w(0) lim

r→0+

∣∣∣∣u′0(r)rp∗

∣∣∣∣2−p

=

[
λ0
N
f(u0(0))

]p∗(2−p)

f ′(u(0))w(0),

and

lim
r→0+

I3(r)

rp∗−1
=

1−N

N

[
λ0
N
f(u0(0))

]p∗(2−p)

f ′(u0(0))w(0).

By (3.30),

lim
r→0+

w′′(r)

rp∗−1
= −λ0

p∗2

N

[
λ0
N
f(u0(0))

]p∗(2−p)

f ′(u0(0))w(0).

Therefore w lies in the space X defined in (3.4).

(iii) Let h ∈ X. If there exists ϕ ∈ C[0, 1] such that Fu(λ0, u0)[ϕ] = h, then

λp
∗

0 DSp(f(u0))[f
′(u0)ϕ] = ϕ− h. (3.31)

By the definition of DSp, it is easy to see that ϕ ∈ C1[0, 1] ∩ C2(0, 1] and ϕ(1) = 0
since h ∈ X. From (3.10), we rewrite (3.31) as

(rN−1|u′0(r)|p−2(ϕ(r)− h(r))′)′ + λ0p
∗rN−1f ′(u0(r))ϕ(r) = 0, r ∈ (0, 1). (3.32)
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Using L’Hospital’s rule, we have

lim
r→0+

ϕ′(r)− h′(r)

u′0(r)
= lim

r→0+

rN−1|u′0(r)|p−2(ϕ′(r)− h′(r))

rN−1|u′0(r)|p−2u′0(r)

= lim
r→0+

(rN−1|u′0(r)|p−2(ϕ′(r)− h′(r)))′

(rN−1|u′0(r)|p−2u′0(r))
′

= lim
r→0+

p∗f ′(u0(r))ϕ(r)

f(u0(r))
=
p∗f ′(u0(0))ϕ(0)

f(u0(0))
<∞.

Combining this with (3.2) yields

lim
r→0+

r−p∗(ϕ′(r)− h′(r)) = −
(
λ0
N
f(u0(0))

)p∗
p∗f ′(u0(0))ϕ(0)

f(u0(0))
. (3.33)

It implies that |ϕ′(r)| ≤ crp
∗
near the origin and ϕ′(0) = 0, since h ∈ X. On the other

hand, from (3.8), (3.9) and (3.31), we obtain that

lim
r→0+

ϕ′′(r)− h′′(r)

rp∗−1
= −p∗λp

∗

0 lim
r→0+

(
|
∫ r

0
( t
r
)N−1f(u0(t))dt|p

∗−1
∫ r

0
( t
r
)N−1f ′(u0(t))ϕ(t)dt

)′
rp∗−1

= −p∗λp
∗

0 lim
r→0+

(1−N)p∗Z1(r) + (p∗ − 1)Z2(r) + Z3(r)

rp∗−1
,

where

Z1(r) =r
(1−N)p∗−1

(∫ r

0

tN−1f(u0(t))dt

)p∗−1 ∫ r

0

tN−1f ′(u0(t))ϕ(t)dt,

Z2(r) =r
(1−N)p∗

(∫ r

0

tN−1f(u0(t))dt

)p∗−2

rN−1f(u0(r))

∫ r

0

tN−1f ′(u0(t))ϕ(t)dt,

Z3(r) =r
(1−N)p∗

(∫ r

0

tN−1f(u0(t))dt

)p∗−1

rN−1f ′(u0(r))ϕ(r)

(3.34)

for r ∈ (0, 1]. Also by using L’Hospital’s rule, we have

lim
r→0+

Z1(r)

rp∗−1
= lim

r→0+

(∫ r

0
tN−1f(u0(t))dt

)p∗−1 ∫ r

0
tN−1f ′(u0(t))ϕ(t)dt

rNp∗

= lim
r→0+

(∫ r

0
tN−1f(u0(t))dt

rN

)p∗−1

· lim
r→0+

∫ r

0
tN−1f ′(u0(t))ϕ(t)dt

rN

=
f(u0(0))

p∗−1f ′(u0(0))ϕ(0)

Np∗
.

Similarly,

lim
r→0+

Z2(r)

rp∗−1
= lim

r→0+

Z3(r)

rp∗−1
=
f(u0(0))

p∗−1f ′(u0(0))ϕ(0)

Np∗−1
.

It follows that |ϕ′′(r)| ≤ crp
∗−1 near the origin since h ∈ X. Hence, ϕ ∈ X.
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Because of the results in Lemma 3.5, from now on, we restrict the domain of the
mapping F to [0,∞) ×X. Then Lemma 3.5 implies that F : [0,∞) ×X → X, and
consequently the Fréchet derivatives also satisfy Fu(λ0, u0) : X → X and Fuu(λ0, u0) :
X ×X → X.

The following non-oscillatory property of a nontrivial solution of the linearized
equation plays a vital role in proving the exact multiplicity of positive solutions.

Lemma 3.6. Assume that 1 < p < 2, N ≥ 4, f(s) satisfies (H1)-(H3) and

(H4)
−(N − 4)(p− 1)

N − p
≤ sf ′(s)

f(s)
≤ N(p− 1)

N − p
, for s ∈ [0,∞). (3.35)

Let (λ0, u0) be a positive solution of (3.1), and let w be a nontrivial solution of (3.19).
Then w can be chosen as positive in [0, 1) and w′(r) < 0 for r ∈ (0, 1].

Proof. We define two test functions to be v1(r) = ru′0(r)+p
∗(N−p)u0(r) and v2(r) =

r2−Nv1(r) and a linear differential operator

Lu0 [v](r) := (rN−1|u′0(r)|p−2v′(r))′ + λ0p
∗rN−1f ′(u0(r))v(r). (3.36)

First, we calculate

Lu0 [ru
′
0] =(rN−1|u′0|p−2(ru′0)

′)′ + λ0p
∗rN−1f ′(u0)(ru

′
0)

=(rN−1|u′0|p−2u′0 + r · rN−1|u′0|p−2u′′0)
′ + λ0p

∗rNf ′(u0)u
′
0

=(rN−1|u′0|p−2u′0)
′ + (r · rN−1|u′0|p−2u′′0)

′ + λ0p
∗rNf ′(u0)u

′
0

=− λ0r
N−1f(u0) + rN−1|u′0|p−2u′′0 + r(rN−1|u′0|p−2u′′0)

′

+ λ0p
∗rNf ′(u0(r))u

′
0.

(3.37)

On the other hand, differentiating (3.1) with respect to r, we obtain

(p− 1)(rN−1|u′0|p−2u′′0)
′

= −λ0(N − 1)rN−2f(u0)− λ0r
N−1f ′(u0)u

′
0 − (N − 1)(r−1rN−1|u′0|p−2u′0)

′

= −λ0(N − 1)rN−2f(u0)− λ0r
N−1f ′(u0)u

′
0

+(N − 1)r−2(rN−1|u′0|p−2u′0)− (N − 1)r−1(rN−1|u′0|p−2u′0)
′

= −λ0rN−1f ′(u0)u
′
0 + (N − 1)rN−3|u′0|p−2u′0.

Thus,

(rN−1|u′0|p−2u′′0)
′ = −λ0p∗rN−1f ′(u0)u

′
0 + (N − 1)p∗rN−3|u′0|p−2u′0 (3.38)

Substituting (3.38) into (3.37), we get

Lu0 [ru
′
0] = −λ0p∗prN−1f(u0). (3.39)
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Similarly we can calculate Lu0 [p
∗(N − p)u0]. Then for r ∈ (0, 1), we obtain

Lu0 [v1] = Lu0 [ru
′
0 + p∗(N − p)u0] = λ0p

∗rN−1[p∗(N − p)f ′(u0)u0 −Nf(u0))]. (3.40)

Since 1 < p < 2 and f(u0) > 0,

v′1(r) = ru′′0 +
N − 1

p− 1
u′0 = p∗[(p− 1)ru′′0 + (N − 1)u′0] = −λ0p∗

rf(u0)

|u′0|p−2
< 0

for r ∈ (0, 1). Note that

v1(0) = p∗(N − p)u0(0) > 0, v1(1) = u′0(1) < 0.

Then there exists a unique zero r0 ∈ (0, 1) such that v1(r0) = 0, and

v1(r) > 0 for r ∈ (0, r0), v1(r) < 0 for r ∈ (r0, 1). (3.41)

Next we calculate

Lu0 [v2] =(rN−1|u′0|p−2(r2−Nv1)
′)′ + λ0p

∗rN−1f ′(u0)(r
2−Nv1)

=(2−N)(|u′0|p−2v1)
′ + [r2−N(rN−1|u′0|p−2v′1)]

′ + λ0p
∗rf ′(u0)v1

=(2−N)(p− 2)|u′0|p−4u′0v1 + 2(2−N)|u′0|p−2v′1

+ r2−N [λ0p
∗rN−1(p∗(N − p)f ′(u0)u0 −Nf(u0))]

=(2−N)(p− 2)|u′0|p−4u′0v1 − 2(2−N)λ0p
∗rf(u0)

+ λ0p
∗r[p∗(N − p)f ′(u0)u0 −Nf(u0)]

=(2−N)(p− 2)|u′0|p−4u′0v1

+ λ0p
∗r[p∗(N − p)f ′(u0)u0 + (N − 4)f(u0)].

(3.42)

Combining (3.40)-(3.42) and the assumption (H4), we have

Lu0 [v1(r)] = g1(r) ≤ 0, v1(r) > 0 for r ∈ (0, r0), (3.43)

and
Lu0 [v2(r)] = g2(r) ≥ 0, v2(r) < 0 for r ∈ (r0, 1). (3.44)

Now we prove that w does not have any zeros in [0, r0). Without loss of generality
we assume that w(0) > 0. On the contrary, suppose r1 ∈ (0, r0) is the smallest positive
zero of w in (0, r0). Then w(r) > 0 in (0, r1) and w(r1) = 0. Multiplying the equation
in (3.43) by w, multiplying (3.19) by v1, subtracting and integrating on the interval
(0, r1), we obtain ∫ r1

0

(Lu0 [v1]w − Lu0 [w]v1) dr =

∫ r1

0

g1wdr ≤ 0. (3.45)
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But on the other hand, (3.45) is equal to∫ r1

0

(Lu0 [v1]w − Lu0 [w]v1) dr = rN−1|u′0|p−2(wv′1 − v1w
′)

∣∣∣∣r1
0

=− rN−1
1 |u′0(r1)|p−2v1(r1)w

′(r1) > 0,

(3.46)

which is a contradiction. Next we show w does not have any zeros in [r0, 1) by
comparing w with v2. On the contrary, suppose r2 ∈ [r0, 1) is the largest positive
zero of w in [r0, 1). Without loss of generality, we assume that w(r) > 0 in [r2, 1) and
w(r2) = w(1) = 0. Multiplying the equation in (3.44) by w, multiplying (3.19) by v2,
subtracting the two equations, and integrating over the interval [r2, 1), we have∫ 1

r2

(Lu0 [v2]w − Lu0 [w]v2) dr =

∫ 1

r2

g2wdr ≥ 0. (3.47)

However (3.47) is also equal to∫ 1

r2

(Lu0 [v2]w − Lu0 [w]v2) dr

= rN−1|u′0|p−2(wv′2 − v2w
′)

∣∣∣∣1
r2

=−
[
v2(1)|u′0(1)|p−2w′(1)− v2(r2)r

N−1
2 |u′0(r2)|p−2w′(r2)

]
<0,

(3.48)

which is a contradiction. Hence, w can be chosen as positive in [0, 1). Moreover, from
(3.19) and condition (H3), w′ < 0 for r ∈ (0, 1].

Now we are in a position to apply the saddle-node bifurcation theorem (Theorem
2.6) near a degenerate positive solution of (3.1).

Lemma 3.7. Assume that 1 < p < 2, N ≥ 4, and f(s) satisfies (H1)-(H4). Let
(λ0, u0) be a positive solution of (3.1) such that (3.19) has a nontrivial solution w
which is chosen as positive as in Lemma 3.6. Then the solutions of (3.1) near (λ0, u0)
form a curve {(λ(s), u(s)) : s ∈ (−ϵ,+ϵ)}, where λ : (−ϵ,+ϵ) → R is a C2 function
such that λ(0) = λ0, λ

′(0) = 0, and λ′′(0) < 0.

Proof. Let X be the space defined in (3.4), and define F : [0,∞) × X → X as in
(3.17) (the validity of F (λ, ·) : X → X is shown in Lemma 3.5). Suppose that (λ0, u0)
is a positive solution of (3.1) such that (3.19) has a nontrivial solution w, then w ∈ X
from Lemma 3.5 (ii) and w can be chosen as positive from Lemma 3.6. From the
uniqueness of solution to the initial value problem (3.19), we know that

N(Fu(λ0, u0)) = {tw : t ∈ R} = span{w}. (3.49)
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For a bifurcation analysis, we need an integral characterization of the range space
R(Fu(λ0, u0)). Let X

∗ be the dual space of X, and define l ∈ X∗ by

⟨l, h⟩ =
∫ 1

0

rN−1f ′(u0(r))w(r)h(r)dr, for h ∈ X. (3.50)

We will prove that
R(Fu(λ0, u0)) = {h ∈ X : ⟨l, h⟩ = 0}.

Suppose that h ∈ R(Fu(λ0, u0)). Since h ∈ X, then h ∈ C1[0, 1] ∩ C2(0, 1] satisfies

h′(0) = h(1) = 0, and |h′(r)| ≤ crp
∗
, |h′′(r)| ≤ c̄rp

∗−1, r ∈ (0, 1]. (3.51)

Moreover there exists a ψ ∈ X such that h = Fu(λ0, u0)[ψ], i.e.

λp
∗

0 DSp(f(u0))[f
′(u0)ψ] = ψ − h. (3.52)

From (3.10), we obtain that

(rN−1|u′0(r)|p−2(ψ(r)− h(r))′)′ + λ0p
∗rN−1f ′(u0(r))ψ(r) = 0, r ∈ (0, 1). (3.53)

Note that equation (3.53) can be written as

Lu0 [ψ](r) = (rN−1|u′0(r)|p−2h′(r))′, r ∈ (0, 1), (3.54)

where Lu0 is defined in (3.36). Multiplying (3.54) by w, (3.19) by ψ, subtracting and
integrating on (0, 1), one has∫ 1

0

(wLu0 [ψ]− ψLu0 [w])dr =

∫ 1

0

(rN−1|u′0(r)|p−2h′(r))′w(r)dr. (3.55)

By using integral by parts on the right hand side of (3.55), we get∫ 1

0

(rN−1|u′0|p−2h′)′wdr =rN−1|u′0|p−2h′w

∣∣∣∣1
0

−
∫ 1

0

rN−1|u′0|p−2h′w′dr

=−
∫ 1

0

rN−1|u′0|p−2w′dh

=− rN−1|u′0|p−2w′h

∣∣∣∣1
0

+

∫ 1

0

(rN−1|u′0|p−2w′)′hdr

=− λp
∗
∫ 1

0

rN−1f ′(u0(r))w(r)h(r)dr

(3.56)

since h(1) = 0 and |h′(r)| ≤ crp
∗
near the origin. For the left hand side of (3.55), we

have ∫ 1

0

(wLu0 [ψ]− ψLu0 [w])dr = rN−1|u′0(r)|p−2[ψ′(r)w(r)− w′(r)ψ(r)]

∣∣∣∣1
0

=− lim
r→0+

rN−1|u′0(r)|p−2ψ′(r)w(r) + lim
r→0+

rN−1|u′0(r)|p−2w′(r)ψ(r) = 0.

(3.57)
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The last equality is obtained by using the precise behavior of u0(r), w(r) and ψ(r)
near the origin, i.e., (3.2) and (3.26). Combining (3.55), (3.56) and (3.57), we obtain∫ 1

0

rN−1f ′(u0(r))w(r)h(r)dr = 0. (3.58)

Hence R(Fu(λ0, u0)) ⊆ {h ∈ X : ⟨l, h⟩ = 0}, where l is defined in (3.50).

Note that w ∈ X satisfies

⟨l, w⟩ =
∫ 1

0

rN−1f ′(u0(r))w
2(r)dr > 0. (3.59)

Thus,
w ̸∈ R(Fu(λ0, u0)). (3.60)

From the definition of Fu(λ0, u0) and Lemma 3.1, as a mapping from C0[0, 1]
to C0[0, 1], Fu(λ0, u0) is a compact perturbation of the identity map on C0[0, 1].
Therefore

dimN(Fu(λ0, u0)) = codimR(Fu(λ0, u0)) = 1 (3.61)

holds when Fu(λ0, u0) is considered as a mapping C0[0, 1] → C0[0, 1].

We claim that (3.61) also holds for Fu(λ0, u0) : X → X. For that purpose, we
clarify the definitions of Fu on different spaces to be

LX = Fu(λ0, u0)|X , LC = Fu(λ0, u0)|C0[0,1]. (3.62)

Then (3.61) holds for C0[0, 1] implies that dimN(LC) = codimR(LC) = 1. From
Lemma 3.5 (ii), we have N(LC) = N(LX) = span{w}. So it remains to prove that
codimR(LX) = 1. From (3.60), we know that codimR(LX) ≥ 1. So we need to
show that codimR(LX) ≤ 1. On the contrary, suppose codimR(LX) ≥ 2. Since
codimR(LC) = 1, there exists some q ∈ X such that q ∈ R(LC) but q ̸∈ R(LX).
Hence there exists ϑ ∈ C0[0, 1] \ X such that Fu(λ0, u0)[ϑ] = q, which contradicts
Lemma 3.5 (iii). Therefore codimR(LX) = codimR(Fu(λ0, u0)) = 1, and consequently
R(Fu(λ0, u0)) = {h ∈ X : ⟨l, h⟩ = 0}. This shows that the condition (1) in Theorem
2.6 is satisfied.

The assumptions (H2) and (H3) imply that f(u0(r)) > 0, f ′(u0(r)) > 0 and
f ′′(u0(r)) > 0 pointwisely for r ∈ [0, 1], and from Remark 3.4, the operator Sp maps
positive functions to positive functions, then from (3.18), we obtain that

⟨l, Fλ(λ0, u0)⟩ = −p∗λp
∗−1

0

∫ 1

0

rN−1f ′(u0)wSp(f(u0))dr < 0, (3.63)

which implies that Fλ(λ0, u0) ̸∈ R(Fu(λ0, u0)), thus the condition (2) in Theorem 2.6
is also satisfied. Therefore, from Theorem 2.6, the solutions of (3.1) near (λ0, u0)
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form a curve {(λ(s), u(s)) : s ∈ (−ϵ,+ϵ)}, where λ : (−ϵ,+ϵ) → R is a C1 function
such that λ(0) = λ0, λ

′(0) = 0, Moreover since f is C2, then from (3.18), we have

⟨l, Fuu(λ0, u0)[w,w]⟩ =
∫ 1

0

rN−1f ′(u0)wFuu(λ0, u0)[w,w])dr

=− λp
∗

0 (p− 1)

{∫ 1

0

rN−1f ′(u0)wD
2Sp(f(u0))[f

′(u0)w, f
′(u0)w]dr

+

∫ 1

0

rN−1f ′(u0)wDSp(f(u0))[f
′′(u0)w

2]dr

}
<0,

as f ′(u0) > 0, f ′′(u0) > 0, w > 0, and from Remark 3.4, DSp and D2Sp are positive
operators when 1 < p < 2. From Theorem 2.6, we obtain that

λ′′(0) = −⟨l, Fuu(λ0, u0)[w,w]⟩
⟨l, Fλ(λ0, u0)⟩

< 0. (3.64)

Lemma 3.7 shows that if (λ0, u0) is a degenerate positive solution of (3.1), then
all positive solutions of (3.1) near (λ0, u0) form a parabola-like curve, and the turning
direction of the curve is to the left.

To complete the proof of global bifurcation diagram, we prove that the set of all
positive solutions of (3.1) can be parameterized by the initial value u(0) by using a
well-known scaling argument.

Lemma 3.8. Assume that p > 1, f(s) > 0 and f(s) is locally Lipschitz continuous
for s ∈ [0,∞). Then for each α > 0, there exists at most one positive solution (λ, u)
of problem (3.1) such that u(0) = α.

Proof. Assume on the contrary that there are two positive solutions (λ1, u1) and
(λ2, u2) to problem (3.1) such that u1(0) = u2(0) = α. Clearly, λ1 ̸= λ2 by unique-

ness for the initial value problem (see, e.g., [53, Theorem 4]). Then u1(λ
−1/p
1 x) and

u2(λ
−1/p
2 x) are both solutions of the same initial value problem

(xN−1φp(v
′(x)))′ + xN−1f(v(x)) = 0, v(0) = α, v′(0) = 0,

and hence u1(λ
−1/px) = u2(λ

−1/px). This is impossible, since the first function van-

ishes at x = λ
1/p
1 , while the second one vanishes at x = λ

1/p
2 .

Now we are ready to prove our main result on the exact multiplicity of positive
solutions of (3.1).
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Theorem 3.9. Assume that 1 < p < 2, N ≥ 4, and f(s) satisfies (H1)-(H4). Then

1. There exists λ∗ > 0 such that (3.1) has no positive solution for λ > λ∗, has
exactly one positive solution for λ = λ∗, and has exactly two positive solutions
for 0 < λ < λ∗.

2. All positive solutions of (3.1) lie on a single smooth solution curve Σ which has
two branches denoted by Σ+ = {(λ, u+(λ)) : 0 < λ < λ∗} (the upper branch) and
Σ− = {(λ, u−(λ)) : 0 < λ ≤ λ∗} (the lower branch). Moreover, for 0 < λ < λ∗,
u−(λ)(r) < u+(λ)(r) for r ∈ [0, 1),

lim
λ→0+

u−(λ) = 0, lim
λ→0+

||u+(λ)||∞ = ∞, lim
λ→(λ∗)−

u+(λ) = u−(λ
∗), (3.65)

and there is a unique turning point (λ∗, u−(λ
∗)) on the curve Σ where the curve

bends to the left.

Proof. When λ = 0, u ≡ 0 is the unique solution of (3.1), and Fu(0, 0) : X → X is
the identity map. Hence by the implicit function theorem, there exists ϵ > 0 and a
C1 function u− : (0, ϵ) → X, such that F (λ, u−(λ)) = 0 for λ ∈ (0, ϵ). That is, there
exists a solution curve bifurcating from (0, 0) and the curve continues to the right.
We denote this curve by Σ− and extend Σ− to the right as far as possible. Define

λ∗ = sup{λ > 0 : F (s, u−(s)) = 0, Fu(s, u−(s)) is nondegenerate for s ∈ (0, λ)}.

We have shown that λ∗ > 0. From Lemma 2.2, problem (3.1) has no positive solutions
for large λ > 0. Hence λ∗ <∞. From Theorem 2.5 and Lemma 2.4, u−(λ) is bounded
in C1(Ω) for λ ∈ [ε, λ∗). Hence we have, subject to a subsequence, u−(λ) → u∗ in
Cα(Ω) for some α ∈ (0, 1). From elliptic regularity theory, u∗ ∈ C1,β(Ω), and it is a
positive solution of (3.1) with λ = λ∗. We shall still label u∗ by u−(λ

∗), by continuity.
From the definition of λ∗, the solution u−(λ

∗) is necessarily degenerate. From Lemma
3.7, the solutions of (3.1) near (λ∗, u−(λ

∗)) form a curve {(λ(s), u(s)) : s ∈ (−ϵ, ϵ)}
such that λ(0) = λ∗, λ′(0) = 0 and λ′′(0) < 0. Thus (λ∗, u−(λ

∗)) is a turning point of
the solution curve where the curve bends to the left. So for λ ∈ (λ∗− δ, λ∗), (3.1) has
exactly two solutions near the turning point (λ∗, u−(λ

∗)). We name the solution other
than u−(λ) to be u+(λ). Then Σ+ = {(λ, u+(λ)) : λ ∈ (λ∗ − δ, λ∗)} is also a smooth
curve. We extend this curve further left. Then there is no other degenerate solution
on that curve since at any degenerate solution (λ̃, ũ), one can apply Lemma 3.7 to
conclude that the solution set near (λ̃, ũ) is a curve {(λ̃(s), ũ(s)) : s ∈ (−ϵ, ϵ)} such
that λ̃(0) = λ̃, λ̃′(0) = 0 and λ̃′′(0) < 0, which contradicts with the assumption that
Σ+ approaches (λ̃, ũ) from the right. Moreover Lemma 2.4 implies that the solution
u+(λ) is bounded for all λ ∈ [ε, λ∗) where ε > 0 is an arbitrary small positive number.
Hence Σ+ cannot blow up at a positive λ̂ > 0 so that ||u+(λ)|| → ∞ as λ → λ̂+.
Therefore Σ+ can be extended to the value λ = 0. Suppose that lim

λ→0+
||u+(λ)||∞ <∞.
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Then limλ→0+ u+(λ) exists and it is a solution of (3.1) with λ = 0. But the unique
solution of (3.1) when λ = 0 is u ≡ 0, and from the implicit function theorem, the
only solution near u ≡ 0 when λ is near 0 is u−(λ), which is a contradiction. Thus
we must have lim

λ→0+
||u+(λ)||∞ = ∞. Finally Lemma 3.8 ensures that all positive

solutions of (3.1) lie on Σ = Σ+ ∪ Σ−, since (3.65) has been proved.

Theorem 3.9 is a natural extension of Theorem 6.21 in [50], where a similar result
was obtained for p = 2. To conclude the paper, we point out that the following
functions satisfy the conditions of Theorem 3.9: (i) f(u) = c+uq, (ii) f(u) = (c+u)q,

where 1 < p < 2, N ≥ 4, c > 0 and 1 < q ≤ N(p− 1)

N − p
.
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