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#### Abstract

Broadband high-speed networks, such as B-ISDN, are expected to play a dominant role in the future of networking due to their capability to service a variety of traffic types with very different bandwidth requirements such as video, voice and data. To increase network efficiency in B-ISDN and other such connection oriented networks, the concept of a virtual path (VP) has been proposed and studied in the literature. A VP is a permanent or semipermanent reservation of capacity between two nodes. Using VPs can potentially reduce call setup delays, simplify hardware, provide quality of service performance guarantees, and reduce disruption in the event of link or node failure.

In order to use VPs efficiently, two problems must be solved. With the objective of optimizing network performance, (1) the VPs must be placed within the network, and (2) network link capacity must be divided among the VPs. Most previous work aimed at solving these problems has focused on one problem in isolation of the other. At the same time, previous research efforts that have considered the joint solution of these problems have considered only restricted cases. In addition, these efforts have not explicitly considered the benefits of sharing bandwidth among VPs in the network.

We present a heuristic solution method for the joint problem of virtual path distribution and capacity allocation without many of the limitations found in previous studies. Our solution method considers the joint bandwidth allocation and VP placement problem and explicitly considers the benefits of shared bandwidth. We demonstrate that our algorithm out-performs previous algorithms in cases where network resources are limited. Because our algorithm provides shared bandwidth, solutions found by our algorithm will have a lower setup probability than a network that does not use VPs as well as a lower loss probability than provided by VPDBA solutions produced by previous algorithms. In addition, our algorithm provides fairness not found in solutions produced by other algorithms by guaranteeing that some service will be provided to each source-destination pair within the network.


# VIRTUAL PATH BANDWIDTH DISTRIBUTION AND CAPACITY ALLOCATION WITH BANDWIDTH SHARING 

## Chapter 1

## Introduction

We consider the class of connection oriented networks in which connections or calls are requested between each source-destination pair. This class of networks includes several kinds of ATM networks, the telephone system, as well as many optical backbone systems. In this type of network, the user first establishes a connection, then uses the connection, and finally terminates the connection.

One example of a connection oriented network of increasing importance is the Broadband Integrated Services Digital Network (B-ISDN). B-ISDN has been designed to integrate voice and non-voice services on one network. The system was designed to enhance the existing worldwide telephone system by allowing it to handle modern communication needs such as data transmission and video, in addition to standard voice transmission [65]. B-ISDN is unique in that it can support many traffic classes, each with a different flow characteristic and desired quality of service. Asynchronous Transfer Mode (ATM) has been selected as the most promising transport technique that can be used to implement B-ISDN based on its efficiency and flexibility. Due to these positive qualities, the standards body CCITT has standardized ATM [16]. As ATM and B-ISDN networks become more common, performance issues related to connection oriented networks become increasingly important. Reducing
call setup time is one such issue and virtual paths are one way of reducing call setup times. Time spent processing call setup requests is overhead, making it desirable to minimize the amount of time spent processing such requests thereby enabling the network manager to concentrate on other tasks. VPs have been shown to have the potential to reduce processing costs associated with establishing connections by up to $90 \%$ [14].

To introduce the notion of a virtual path(VP), we begin with some definitions. A network can be thought of as a collection of switches and the wires or wireless links that connect these switches. The switches are referred to as nodes and the connecting wires are referred to as links. Each link has an associated bandwidth, or rate at which information can be transmitted on that link. In a connection oriented network, when a request to send information is received by a switch, an end-to-end path for the connection must be setup before data can be transmitted. During the setup procedure, the network searches for an available route from the source to the destination. The route is generally picked based on information about the location and available capacity of the various links in the network. The connection request must propagate all the way to the destination and be acknowledged before data transmission can begin. Once the setup procedure has been completed, there is little delay experienced by the data and no danger of congestion because adequate bandwidth along the route has been reserved for the connection [65]. In the case of a circuit-switched network, packets encounter no delay or loss, whereas in a packet-switched network, loss and delay characteristics are typically guaranteed to remain within specified tolerances. Consider the network in Figure 1.1. If switch A received a request to send a message to switch E , the message could take several routes. It could be sent on $\mathrm{A}-\mathrm{B}-\mathrm{E}$, A-C-E, A-B-C-E, or A-C-B-E. In order to minimize the amount of time needed to send the


Figure 1.1: An example of a small computer network.
message, information about the speed and amount of bandwidth available on these links is used. Once the route is chosen, the bandwidth required is reserved on each of the links in the route.

Once the setup procedure concludes, a connection or call between the source and destination is initiated. The terms call, connection, and session are intercnangeabie in this context. We will use the term call to refer to such a connection. While the call is active, the source can transmit information to the destination. When the call is complete, the reserved bandwidth is released and can be used for other connections. If there is not enough bandwidth available on any route to process the call, then the call is said to be lost.

In this context, we now make a key observation that motivates the use of virtual paths: reserving and releasing the bandwidth required to establish a call takes time. If the number of links used between the source and destination node is large, or if the network offers many routes from the source to destination, or if the network is very busy, the amount of time required to find an available route may be substantial. For long routes, the process of releasing the previously reserved bandwidth may also be substantial. We can think of the combined time to reserve and release the bandwidth for a call as the cost of admitting the call. To minimize this cost, we would like to be able to permanently reserve a portion of the
available bandwidth along a specific route for all calls from a specific source to a specific destination node. To facilitate this type of cost reduction through permanent bandwidth reservation, the virtual path (VP) concept was developed.

A VP, shown as a dark line in Figure 1.2, is a reserved amount of bandwidth from a source node, $A$, to a destination node, $E$, that may only be used for calls from this source to destination. In the example, two units of bandwidth are reserved for calls from node $A$ to node $E$ and the remaining bandwidth can be used for all other calls. The VP route is setup once and is never torn down or is torn down only after long time intervals. Thus when a message arrives at node $A$ with the destination $E$, the message is sent on the predetermined route immediately, provided there is enough bandwidth available on the VP. No setup cost is incurred because checking to see if the VP has sufficient capacity for the call can be done locally at the node. The remaining bandwidth across the links from $A$ to $E$ can be used to service calls from $A$ to $E$ in the case in which the VP does not have the required amount of bandwidth available and can also be used to service calls for other source-destination pairs.


Figure 1.2: An example of a network containing a virtual path.

The key to using virtual paths effectively lies in the solution to an optimization problem involving the following trade-off. If a large amount of bandwidth is reserved for the VP,
then a large proportion of calls from the source to destination node will be able to utilize this path and the probability that a call does not incur a setup cost will be high. However in this scenario, any calls that arrive from nodes other than the source or calls that arrive for nodes other than the destination will be lost since all bandwidth is reserved for calls from the source to the destination. At the other extreme, one might design a system in which no bandwidth is reserved for calls from the source to the destination. In this case, the probability that a call will incur a setup cost will be high but the probability of a loss will be low. The optimization problem we formulate captures the trade-off between reserving too much and too little of the available bandwidth for the VP.

Two sub-problems must be solved to optimize the trade-off. First, the VPs must be placed (routed) within the network. Second, bandwidth must be assigned to the VPs. These two problems have been studied in the literature, most often in isolation. References [10, $23,28,69]$ consider the problem of determining the placement of VPs in the network, whereas references $[4,11,13,25,26,31,32,37,44,45,46,47,50,51,52,53,55,62,61,68]$ consider the problem of allocating bandwidth to the VPs. The solution to the VP placement problem affects the solution to the VP capacity assignment problem and vice versa. Thus the optimality of the solution depends heavily on the joint solution to these two problems. References $[1,7,8,9,16,17,29,34,40]$ consider the joint VP placement and capacity assignment problem and offer solutions to restricted cases of these problems. We propose to expand the newly developed virtual path concept to more efficiently use network resources. As part of this research, we will use both analysis and simulation to study the trade-offs between increasing resource usage and maintaining the quality of service provided to the user.

### 1.1 Problem Statement

In this section, we describe the notation for and define the Virtual Path Distribution and Bandwidth Allocation (VPDBA) problem that we study in this thesis.

### 1.1.1 Notation

We are given an unweighted graph $G=(V, E)$ representing the topology of a communication network. The set $V$ represents the switches or nodes in the network, each capable of sending and receiving calls. The set $E$ represents the communication links found between the nodes. The size of the network is $N=|V|$.

A virtual path $p$ of length $n$ between any two vertices, $s$ and $d$ in the graph $G$ is a sequence $<v_{0}, v_{1}, v_{2}, \ldots, v_{n}>$ of vertices such that $s=v_{0}$ and $d=v_{n}$ and $\left(v_{i-1}, v_{i}\right) \in E$ for $i=1,2, \ldots, n$. If the virtual paths are labeled as $p_{1}, p_{2}, \ldots$, then the $i$-th virtual path can be uniquely described by the source of the path, $s_{i}$, the destination of the path, $d_{i}$, the route from $s_{i}$ to $d_{i}$, and the capacity allocated to the path, $c\left(p_{i}\right)$. Thus $p_{i}=\left(s_{i}, d_{i},<\right.$ $\left.s_{i}, v_{j}, v_{j+1}, \ldots, d_{i}>, c\left(p_{i}\right)\right)$. Let $\wp=\left\{p_{i}, \forall i\right\}$ be the set of all virtual paths in the network. Although not written as a function, $\wp$ can be considered the "layout" function that provides the route for each virtual path.

Each link $e$ has a certain maximum capacity $C_{e}$ : the bandwidth the link can support. Each virtual path $p_{i}$ containing link $e$ is allocated a portion of this bandwidth, $c\left(p_{i}\right)$. Let $\widehat{C_{e}}=\sum_{\forall p_{i}: e \in p_{i}} c\left(p_{i}\right)$ be the capacity on link $e$ assigned to VPs. The remaining unreserved bandwidth on a link that is not allocated to a particular virtual path is denoted $\overline{C_{e}}=C_{e}-\widehat{C_{e}}$. This bandwidth $\overline{C_{e}}$ can be used to handle local traffic as well as calls that cannot be handled
by the virtual path due to bandwidth constraints. We will call such unreserved bandwidth, shared bandwidth.


Figure 1.3: A single node in a network containing virtual paths.

Consider a single node, $v$, in the network. Assume that $v$ is the source node for some number, $k$, of virtual paths. Then $k+1$ types of calls arrive at node $v$, one type for each of the $k$ virtual paths as well as a type for local calls. In general, call arrival times are unpredictable. To model each call arrival process, we use a probability model to approximate the real arrival process. Calls in connection oriented networks are typically modeled as a Poisson process [3]. The well-known characterization of a Poisson process is to assume that call interarrival times are exponentially distributed.

In our model, the $k$ virtual paths originating at node $v$ may be numbered from 1 to $k$. Node $v$ is depicted in Figure 1.3. Let $i$ be the virtual path number $1 \leq i \leq k$ as described
above. Then calls arriving at $v$ for the destination node of path $p_{i}$ arrive with a Poisson process with arrival rate $\lambda_{i}$. Local calls arrive with a Poisson process with arrival rate $\lambda_{0}$. In the general network, we can designate the call arrival rates as $\lambda_{s, d}^{u p}$ for the arrival rate of VP calls arriving at source $s$ for destination $d$ and $\lambda_{s, d}^{L}$ for the arrival rate of non-VP (local) calls arriving at source $s$ for destination $d$.

Each call that arrives to the network has an associated bandwidth requirement. In the telephone system, all calls are voice calls and require equal bandwidth. However, other types of calls may require different amounts of bandwidth. In the general case, we can assume that a different class of traffic exists for each possible bandwidth requirement. The traffic classes in such a general network can be numbered from 1 to $j$. Thus we can designate the call arrival rates as two vectors: $\left\langle\lambda_{s, d}^{v p_{1}}, \lambda_{s, d}^{v p_{2}}, \ldots, \lambda_{s, d}^{v p_{j}}\right\rangle$ for the arrival rate of VP calls of each of the $j$ traffic classes arriving at source $s$ for destination $d$ and $\left.<\lambda_{s, d}^{L_{1}}, \lambda_{s, d}^{L_{2}}, \ldots, \lambda_{s, d}^{L_{j}}\right\rangle$ for the arrival rate of non-VP (local) calls of each of the $j$ traffic classes arriving at source $s$ for destination $d$.

In general, the duration of calls is also unpredictable. We call the duration of a call the holding time of the call because it represents the amount of time that the bandwidth is reserved or held by the call. Call holding times are taken to be exponentially distributed with parameter $\mu$, as is typically assumed in the literature.

Consider calls that arrive at node $v$ for some destination, $d \in V$. If there exists a virtual path, $p_{i}=\left(v, d,<v, v_{1}, \ldots, d>, c\left(p_{i}\right)\right)$ then this call may use the capacity reserved for virtual path $i$ if sufficient capacity is available. If there is not sufficient capacity available on the virtual path, then this call can use the unreserved shared capacity, reserving the necessary capacity on each link at the time that the call arrives at node $v$. If reserved virtual
path capacity is not available and there is not sufficient shared capacity at each node on some route between $v$ and $d$, then the call is lost. We will allow for the possibility of not creating VPs for some source-destination pairs if that option is better for performance. In this case, calls must use only shared bandwidth and incur setup costs.

### 1.1.2 Performance Measures

As mentioned earlier, two key performance measures are the basis for our optimization problem. The first is the probability that a call incurs a setup cost (that is, is not able to use a VP). The second is the probability that a call is lost by the network. We define two events in the system. Define the events

$$
\text { loss } \equiv a \text { call is lost }
$$

and

$$
\text { setup } \equiv a \text { call is accepted and incurs a setup cost. }
$$

Then we are interested in the probability that each of these events will occur, $P($ loss $)$ and $P($ setup $)$. Ideally, we wish to minimize both the $P($ loss $)$ and the $P($ setup $)$ for the system.

### 1.1.3 Formal Problem Definition

Given a graph $G=(V, E)$, the available capacity on each link $C_{e} \forall e \in E$, the description of the classes of incoming traffic $\lambda_{s, d}^{\nu p}$ (or $\left\langle\lambda_{s, d}^{v p_{1}}, \lambda_{s, d}^{v p_{2}}, \ldots, \lambda_{s, d}^{v p_{j}}\right\rangle$ ) and $\lambda_{s, d}^{L}$ (or $\left\langle\lambda_{s, d}^{L_{1}}, \lambda_{s, d}^{L_{2}}, \ldots, \lambda_{s, d}^{L_{j}}\right\rangle$ ) for each source-destination pair and the holding time for calls $\mu$, the problem, informally, is to determine the optimal layout of virtual paths $\wp$ and the associated capacity assignments for each virtual path in the network such that the throughput of the network is maximized and the overall cost of establishing a call is minimized. More formally,
because we have two performance objectives, we may define three types of problems:

1. Given an upper bound $U$ for the call loss probability; find a VP layout $\wp^{*}$ and capacity function $c^{*}$ such that $P($ loss $) \leq U$ and $P($ setup $)$ is minimized (if such a layout and capacity function exists).
2. Given an upper bound $T$ on the setup probability, find a VP layout $\wp^{*}$ and capacity function $c^{*}$ such that $P(\operatorname{setup}) \leq T$ and $P($ loss $)$ is minimized (if such a layout and a layout and capacity function exits).
3. Define a cost function $F=\alpha P($ loss $)+(1-\alpha) P($ setup $)$ in which each cost measure is weighted by $\alpha$ or $(1-\alpha)$. Find a VP layout $\wp^{*}$ and capacity function $c^{*}$ such that $F$ is minimized.

We will also refer to the VP Layout problem as the VP Distribution problem and the problem of determining capacities as the Bandwidth Allocation problem, giving rise to the acronym VPDBA for the joint problem. Initially, for simplicity, we will assume that all calls require a single unit of bandwidth. Thus only one traffic class exists and the call arrival rates can be specified as $\lambda_{s, d}^{v p}$ and $\lambda_{s, d}^{L}$.

### 1.1.4 The Objective Function

To determine the performance measures $P($ loss $)$ and $P(s e t u p)$ from the given parameters $\lambda_{s, d}^{v p}, \lambda_{s, d}^{L}$ and $\mu$, we model a system using a continuous time Markov chain. First a state space is defined. Then the chain is solved for the state probabilities. Finally the state probabilities are used to calculate the theoretical probability that a call will be lost as well as the probability that no setup cost is incurred.


Figure 1.4: A network system containing 1 node with 5 servers.

Consider a simple system with one link shown in Figure 1.4. We can model this link using queueing theory. Each call can be thought of as a customer. We will assume that all calls require a single unit of bandwidth for service and model the total link bandwidth $C_{e}$ as $C_{e}$ servers. Our model assumes that the customers (calls) arrive using a Poisson process and that the service times (holding times) are exponentially distributed and there are $(k+1)$ servers available at each node. Thus a single network link can be modeled as an $\mathrm{M} / \mathrm{M} /(\mathrm{k}+1)$ queue [20].

In general, it is possible that a call could require more than one unit of bandwidth. In this case, each unit of bandwidth on a given link can still be modeled as a single server. Thus a link with bandwidth $C_{e}$ will be modeled as $C_{e}$ servers. However, in this case, some calls may require multiple servers based on their bandwidth requirements (traffic class).

In the queueing model, the amount of bandwidth reserved for the virtual path on an edge can be thought of as the number of virtual path servers and the amount of bandwidth unreserved can be thought of as the number of shared servers. Here one unit of bandwidth corresponds to one server and each call requires one unit of bandwidth for service. Suppose that two of the servers in our single link example are virtual path servers and three of the servers are shared servers. The state space for the system, $S$, can be defined as an ordered
pair of the number of virtual path servers and shared servers in use at a time $t$. Let

$$
V P_{t}=\text { the number of virtual path servers in use at time } t
$$

then

$$
\begin{aligned}
\mathcal{S} & =\left\{\left(S H_{t}, V P_{t}\right), \forall t\right\} \\
& =\{(0,0),(0,1),(0,2),(1,0),(1,1),(1,2),(2,0),(2,1),(2,2),(3,0),(3,1),(3,2)\} .
\end{aligned}
$$

We can then write the Markov chain for the system by considering the transitions between the states as in Figure 1.5. Then we can solve the chain for the state probabilities.


Figure 1.5: The Markov chain for a network containing 1 node with 5 servers.

These probabilities can then be used to calculate the probability that a call will be lost and the probability that a call will incur a setup cost.

For large networks, solving the equivalent Markov chain becomes very complex. However, assumptions can be made to simplify such calculations. We will consider each network node in isolation from the others. The solutions for the individual nodes will then be combined to approximate the results that would be obtained by solving the Markov chain for
the larger system. Using the approximated results, we can calculate the performance measures, $P($ loss $)$ and $P($ setup $)$. These performance measures can then be used to design a VP layout and capacity assignment.

### 1.2 Related Research

VPs have been shown to be a useful mechanism in ATM networks because they provide increased network performance and reliability, reduced processing costs for call setup, increased network flexibility, and simplified network architecture [56]. Issues surrounding the solution to the joint VP distribution and capacity allocation problem have been studied in the literature. The formulation of the joint problem is known to be NP-Complete [2]. Thus solution methods given in the literature focus on solving part of problem (either VP capacity allocation or path distribution) or focus on simplifying assumptions that make the joint solution to the problem tractable.

Algorithms that solve the problem of VP distribution, VP bandwidth allocation, and the joint problem under certain simplifying assumptions are presented in this section. Studies presenting discussions of routing schemes that are appropriate for use in VP networks and studies discussing VP network restoration in response to link or node failures are also summarized. Other VP related issues such as switching; traffic estimation method, and call blocking probability calculation methods have also been studied and are summarized briefly.

We provide a detailed description of several related papers. Some description of the previous work done on VPs can also be found in [5]; we will defer to this survey where
appropriate to avoid repetition. In places we will point out which papers consider sharing, a key aspect of our problem formulation.

### 1.2.1 VP Distribution

VPs offer many benefits in terms of increased network efficiency. However, if the VP layout is not designed to maximize the benefits while minimizing the costs, the network performance will be negatively affected. A number of papers consider methods for distributing VPs optimally in a network $[10,23,28,69]$. Summaries of the papers can be found in [5]. The papers discuss methods used to solve the VP Distribution problem but fail to consider how the bandwidth should be assigned to the VPs in the network. In addition the solution methods described do not consider the benefits of sharing, nor do they provide dynamic algorithms that can adapt to changes in traffic dynamics.

### 1.2.2 VP Bandwidth Allocation

A problem of equal importance to the VP distribution problem is the problem of assigning capacity to the VPs in a network. If capacity is not assigned to maximize the benefits of VPs while minimizing the costs of VPs, then network performance is negatively affected. Several papers seek to distribute capacity to the VPs in an optimal fashion $[4,11,13,25,26$, $31,32,37,42,43,44,45,46,47,50,51,52,53,55,62,61,68]$. Summaries of the papers can be found in [5]. While these papers describe methods to solve the VP Bandwidth Allocation problem, they fail to consider how the VPs should be distributed in the network. Some of the papers listed above consider methods for sharing bandwidth to increase network throughput and decrease the call loss rate. However, these methods involve additional
overhead caused by frequent reallocation of bandwidth in the network or by requiring the network manager to record additional statistics about the calls or network. This overhead may result in a degradation of network performance that may be unacceptable to the user. None of the papers explicitly consider the issues surrounding shared bandwidth.

### 1.2.3 Joint VP Distribution and Bandwidth Allocation

The optimal solutions to the problems of VP distribution and bandwidth allocation are both important for optimal network performance. However, the formulation of this joint problem is NP-Complete [17]. Nonetheless, simplifying assumptions can be made that make the solution to the joint problem tractable. Solutions of this nature are found in [1, $7,8,9,16,17,29,34,40]$. Summaries of the papers that consider the joint problem can be found in [5]. Only one of these papers considers methods for sharing bandwidth in a network. Ahn et al. [1] consider the benefits of sharing bandwidth within the context of the joint problem solution. However, their solution does not consider many key sub-problems related to the effective solution of the joint problem such as how much bandwidth should remain unreserved on each route and how to control access to the unreserved bandwidth. In addition, the solution method presented by Ahn et al. is not dynamic.

### 1.2.4 Routing

The issue of routing is closely related to the optimal design of a VP network. The simplest routing policies allow a call to use a single route. If capacity is unavailable on this route, then the call is lost. Routing policies that seek to minimize call loss and/or minimize connection costs are considered in several papers [30, 41, 35, 33]. The policies use adaptive or alternate
routing to try to increase network performance while guaranteeing Quality of Service(QoS). A new routing policy using traffic profiles and available bandwidth information and a genetic algorithm is discussed in [24]. Slosiar et al. [64] discuss an algorithm for generating routing tables with primary and secondary paths. These routing tables could be used by upper level network layers to select VP placement. Summaries of the papers discussing routing issues can be found in [5].

### 1.2.5 Fast Restoration

All networks are vulnerable to failure. In B-ISDN networks that have the capability to handle high speed data, a link or node failure can result in the loss of a large volume of data. Thus it is important to make the interruption in service as short as possible. Restoration schemes for use in VP networks have been studied in the literature [27, 39, 19, 38, 48, 67]. Several of these schemes are summarized in [5].

### 1.2.6 Sharing Bandwidth

One way of more effectively using bandwidth with VPs is to allow calls to share bandwidth. Several papers have considered this idea using different methods to facilitate sharing. These methods are summarized below.

Habib et al. [31] allow calls of the same traffic class to share the bandwidth on a single VP. Liu et al. [45] allow calls of similar traffic classes to share VP bandwidth. These schemes choose to allow sharing only by similar classes to simplify network management. These sharing schemes improve throughput when compared to networks with no sharing scheme. However, only allowing similar traffic classes to share a VP is restrictive and will
result in a lower throughput than a scheme that allows all traffic classes to share bandwidth.
Wong et al. [68] allow several classes of traffic to use the same VP. Their network scheme specifies that two routes exist between each source-destination pair, a direct VP and a two hop route. The dynamic bandwidth allocation algorithm proposed causes the network to be redesigned frequently when calls cannot be accommodated by the assigned bandwidth. In some cases, calls are not even required to attempt to use both routes before deciding to re-allocate the bandwidth. Thus unnecessary network design overhead may be incurred.

Logothetis et al. [46] allow calls that are blocked on the assigned VP route due to a lack of bandwidth to borrow unused bandwidth from other VPs sharing the same path. This type of sharing is shown to lower the call blocking probability. However, this type of sharing must also raise the cost of network management functions. The network manager must redistribute VP bandwidths every time that a call is blocked from its attempted VP and some unused bandwidth is available in the network.

Frost et al. [25] also allows calls to borrow unused bandwidth from other VPs. In this scheme, when a call arrives and cannot be handled by the assigned VP, the call checks to see if there is bandwidth available on another VP following the same route. If unused bandwidth is available on another VP following the same route, then the bandwidth is borrowed for use by the call. In this scheme, the call is tagged to show that it has been admitted using bandwidth not reserved for its use. If congestion occurs, the tagged calls are discarded. This bandwidth sharing method also results in higher costs of network management. The bandwidth manager must search for unused bandwidth. Also additional processing is needed to tag calls.

Ahn ct al. [1] note the benefits of allowing some bandwidth to remain unreserved in the
network. However, they do not consider how much bandwidth should remain unreserved or how to control access to the unreserved bandwidth. Aneroussis et al. [4] also recognize the benefits of shared bandwidth. Their bandwidth allocation scheme allows some bandwidth to remain unreserved and then be used in a prioritized alternate routing scheme. However, their algorithm fails to explicitly consider how much bandwidth should remain unreserved on each link. In some cases, all of the bandwidth on a particular link may be reserved for VP use and no bandwidth will remain unreserved. Gariglio et al. [26] claim to compare a pure VC, pure VP, and combination VP/VC network. However, the key issues of the combination scheme are not discussed. They do not consider how to determine the optimal number of VPs to establish between nodes, how to select which routes will be VPs and which will be VC routes, and there is no discussion about how to optimize the amount of bandwidth allocated to VPs in conjunction with the amount of bandwidth allocated to VCs.

These sharing schemes increase the amount of work that must be done by the network or bandwidth manager. This additional workload may cause increased setup delays or may slow down the dynamic reallocation of bandwidth in the network. These delays may be unacceptable to the user.

### 1.2.7 Other Work on VPs

Additional research has been done on issues related to the VP bandwidth distribution and capacity assignment problem. Although the research is tangential to the VPDBA problem formulation considered in this thesis, an overview of the previous research follows.

General information on VPs and the effect of using VPs in a network have been studied.

Bubenik et al. [12] look at whether VPs or VCs can better handle calls of different types. The need for both types of connections in a network is justified. Burgin et al. [14] present an overview of B-ISDN and VPs. Issues surrounding call setup, capacity allocation and update intervals are discussed. Some research related to the V'P distribution problem is summarized in a survey paper [70].

Management issues concerning the actions that should be taken by the network controller have been studied. Sato et al. [59] explore an experimental transport system for ATM networks and the VP management tasks that are necessary to develop the described transport system. Hyman et al. [36] look at how to model resource allocation for VPs. They focus on how to control access to VPs to guarantee QoS. Sato et al. [57] propose a policing mechanism to ensure acceptable cell arrival rate and a method for calculating cell multiplexing delay in a ATM network allowing statistical multiplexing of cells on VPs. The proposed methods can be used to design a VP distribution and bandwidth allocation algorithm.

Methods to model different traffic streams have been studied. DeVeciana et al. [21] look at how to model and service VBR (variable bit rate) traffic in ATM networks. Dutkiewicz et al. [22] look at how to model arrival streams at the cell level as two state MMPPs. They also present an admission control scheme based on this queueing model. Sato et al. [58] look at how to model CBR (constant bit rate) traffic and how to evaluate the QoS for CBR traffic in ATM networks containing VPs.

Chan et al. [15] study the traffic interactions that result from multiplexing traffic classes on a VP. An algorithm is presented that determines the minimum bandwidth required to satisfy QoS requirements for various traffic classes that are multiplexed on a single VP.

Integrated and segregated traffic schemes are compared for homogeneous and heterogeneous traffic flow. In the case of homogeneous flow. it is shown that QoS alone may not be a sufficient indicator of whether to use an integrated or segregated traffic scheme. In the heterogeneous case. it is shown that the QoS determines which scheme is more suitable for a traffic class. A second algorithm is presented that approximates the optimal VP combination. The algorithm is evaluated using three traffic classes and between one and three VPs. It is shown that the second algorithm yields the optimal VP combination in most cases.

QoS issues are studied by Reiss et al. [54]. They explore how cells should be stored. buffered, and lost to assure QoS in ATM networks.

Several studies have considered methods for calculating or estimating parameter and performance measures. Zhang [71] looks at how to calculate cell loss in ATM networks due to cell level congestion. Siebenhaar [63] considers how to estimate call blocking probability in a multi-service ATM network. The network is assumed to use an alternate or adaptive call routing scheme. The network is reduced to an equivalent single path model to reduce the calculations with respect to routing. The method is shown to be fast and accurate.

Switching in ATM and VP networks has been studied by Veeraraghavan et al. [66] and Obara et al. [49].

Several authors consider the use of VPs in other types of networks. Chlantace et al. [18] study the use of VPs in wireless networks. They give an algorithm to determine the VP routes to connect terminator pairs such that the maximum link load is minimized. The method used is very similar to the method presented by the authors in their carlier paper [17]. Aoyama et al. [6] consider issues related to extending ATM techniques to provide
cost effective and flexible multimedia ATM leased line services to interconnect private networks. They describe the VP transport network architecture that can be use to support such service. describe services that should be provided by the network. and discuss technical VP issues that must be resolved before the network can be realized.

Sethi [60] considers an alternate bandwidth reservation scheme called Virtual Trees(VTs) and demonstrates the improved performance of VTs over VPs. VTs have the advantage of allowing calls from the same source to different destinations to share bandwidth.

### 1.3 Thesis Outline

This thesis is divided into cight chapters. The first chapter introduces the virtual path concept. formally defines the problem and provides a brief overview of related research. The second chapter introduces the concept of shared bandwidth. We provide an overview of related research that considers the shared bandwidth concept. We introduce a new scheme for sharing bandwidth that improves the network performance in terms of loss probability. We show that capacity allocations using our shared bandwidth scheme have lower loss probability than capacity allocations that do not allow shared bandwidth. We show that as the number of traffic streams using the shared bandwidth pool increases. the benefits of sharing increase. We observe that the shared bandwidth scheme has other positive implications for the network.

The VPDBA problem is complex. Before developing a solution method for general networks, we consider solutions to the VPDBA for special case networks. In the third chapter. we consider a simple line model with a single VP. In order to solve the VPDBA problem, we
need a way to evaluate network performance. We use a network decomposition method to calculate performance measures without running a simulation or solving a complex Markov chain. We prove that the subsystems produced by the decomposition method are not independent which complicates the approximation method. We develop a method of combining performance results from the subsystems to produce an accurate approximation of the performance measures for the network. We show that our approximation method produces results that are similar to those produced through simulation.

In the fourth chapter, we consider a second special case. This case involves a single node that experiences arrivals from several VP streams and several non-VP streams. We expand our performance measure approximation method to apply to single node systems containing multiple VPs. Again we use a decomposition method to divide the network containing $i$ VPs into $i$ subsystems each containing a single VP arrival stream. Ve compare the performance measures obtained using our performance measure approximation method to performance measures obtained through simulation.

In the fifth chapter, we consider the general line model. We show an expanded performance measure approximation method for multiple node systems with the potential for housing multiple VPs. We use a decomposition method to calculate our performance measures. We compare the performance measures obtained by our solution method to those obtained through simulation and show that our approximation method is valid. effective and can be used in an algorithm to determine the optimal solution to the VPDBA problem.

In the sixth chapter, we present our algorithm for solving the VPDBA problem and explore it's effectiveness in general line networks. Solutions produced by our algorithm are guaranteed to contain shared bandwidth. We compare the network performance of the
solutions determined by our algorithm to the solutions determined by previous algorithms for the VPDBA problem. We show that our algorithm produces solutions with loss and setup probabilities comparable to those produced by previous algorithm. Our algorithm provides an increased level of fairness by providing service to a greater amomet of the offered traffic than previous algorithms.

In the seventh chapter. we expand our solution method to apply to general network topologies. We extend our performance measure approximation method and algorithm to apply to general networks. We show that our algorithm performs well when compared to previous algorithms for solving the VPDBA problem and that our algorithm will outperform previous algorithms in the case in which network resources are limited. Our algorithm also produces solutions that are guaranteed to provide some level of service to all streams. thus providing a degree of fairness not found in previous algorithms.

Finally. in Chapter 8. we provide a summary of the contributions introduced in the seven previons chapters. In addition, we provide a description of several items that warrant. future study.

## Chapter 2

## Shared Bandwidth

We believe that the existing VP distribution and bandwidth allocation schemes can be improved by explicitly considering the benefits of shared bandwidth. The previous VP work that considers shared bandwidth uses methods that increase the amount of work that must be done by the network or bandwidth manager. One method of sharing that involves very little management overhead is to force some of the bandwidth to remain unreserved along each route. Then any call that cannot be handled on its designated VP can attempt to use this unreserved bandwidth pool. We use this sharing scheme and explore the impact on a single network link.

In this section, we demonstrate the advantages of sharing bandwidth via examples. By simulating a single link, we show that a system that allows sharing will outperform (in terms of loss probability) a system that does not allow sharing. We also discuss other benefits of including shared bandwidth within a network. The observations that we make will later be applied to the algorithm that we develop to solve the VPDBA problem.

### 2.1 Shared Bandwidth Experiment

Consider a single link in a network with several VPs traversing the link. Assume that the link contains $B$ units of bandwidth. We will assume that all calls require a single unit of bandwidth for service and model the bandwidth as $B$ servers. Let $K$ be the number of traffic sources that send calls to the link. Assume that a VP exists for each traffic stream on the link. Calls from one traffic stream are not allowed to share bandwidth reserved for use by a different traffic stream. Assume that the same number of servers $S$ is assigned to each VP. Any servers not assigned to a VP are unreserved and can be shared. Such a link is shown in Figure 2.1.


Figure 2.1: A link with $K$ VPs and shared bandwidth.

Assume that when a call arrives from a source, it checks to see if there is enough capacity available on the VP assigned to it. If there is, then the call is established and no setup cost is incurred. If there is not, then the call checks to see if there is enough shared capacity available to handle it. If there is, then the call is established incurring a setup cost (for
using a non-VP route), otherwise the call is lost.
Intuitively, the lowest loss probability will occur when there are no VPs in the system and all servers are shared among all traffic sources. However, in this case, all calls will incur a setup cost. The highest probability of a loss will occur when all of the servers are reserved for VP traffic and no servers are unreserved for sharing. In this case the setup cost is minimized.

We study several partitions of the servers among the VPs and shared servers. To compare the performance of the system using the different partitions, we will calculate the probability of a loss and probability of setup in each case. Then we will calculate the percent difference in loss probability by finding the difference between the two loss probabilities, dividing this difference by the larger of the two probabilities and multiplying this quantity by $100 \%$. Suppose that we wish to find the percent difference in loss probability $f$ for two server partitions. We will call the system with the first partition system $i$ and the system with the second partition system $j$.

$$
\text { percent loss }=f=\frac{\mid P(\text { loss in system } i)-P(\text { loss in system } j) \mid}{\max \{P(\text { loss in system } i), P(\text { loss in system } j)\}} * 100 \%
$$

Similarly, the percent difference in call setup probability $g$ can be calculated by finding the difference between the two setup probabilities, dividing this difference by the larger of the two probabilities and multiplying this quantity by $100 \%$.

$$
\text { percent setup }=g=\frac{\mid P(\text { setup in system } i)-P(\text { setup in system } j) \mid}{\max \{P(\text { setup in system } i), P(\text { setup in system } j)\}} * 100 \%
$$

We also look at the performance of our objective function of the form

$$
(\alpha P(\text { loss }))+((1-\alpha) P(\text { setup }))
$$

We can compute the percent difference for this objective function by calculating the value of $h$ in the two systems being considered.

$$
\begin{aligned}
& h_{i}=(\alpha P(\text { loss in system } i))+((1-\alpha) P(\text { setup in system } i)) \\
& h_{j}=(\alpha P(\text { loss in system } j))+((1-\alpha) P(\text { setup in system } j))
\end{aligned}
$$

Then the percent difference in the value of the objective function $h$ is

$$
\text { percent objective function }=h=\frac{\left|h_{i}-h_{j}\right|}{\max \left\{h_{i}, h_{j}\right\}} * 100 \%
$$

### 2.1.1 Test Cases

The percent loss and percent setup results are compared for varying numbers of traffic sources in two network test cases. For each test case, the system in which all of the servers are equally divided among the VPs, thus resulting in no shared servers, is compared to systems in which some of the servers are shared.

We study two test cases. In the first, the overall arrival rate to the system is constant and equal to 60 calls/time unit. Thus if there are 30 traffic sources in the network, each has an arrival rate of 2 calls/time unit. If there are 2 traffic sources, then the arrival rate of each source is 30 calls/time unit. The parameter values for the systems considered in Test Case I with their corresponding number of shared servers are shown in Section A.1.1
of Appendix A Table A.1. A dash in a particular column indicates that the servers could not be evenly distributed among the VPs in this case.

We also consider a second test case. This second example network contains 48 servers. The overall arrival rate to the system is constant and equal to 48 calls/time unit. The parameter values for Test Case 2 are shown in Section A.1.1 of Appendix A Table A.2.

### 2.1.2 Results

A simulation was run for each test case and parameter value. For each test case the resulting loss probability

$$
P(\text { lo.ss })=\frac{\text { the number of calls lost }}{\text { the total number of calls }}
$$

and setup probability

$$
P(\text { setup })=\frac{\text { the number of calls incurring a setup cost }}{\text { the number of calls accepted by the system }}
$$

was calculated.
The partitions of servers compared in each test case are shown in Table 2.1. When comparing the performance of these partitions, we will refer to each partition by the System number associated with it in Table 2.1.

| Test Case $1-60$ total servers |  |
| :--- | :--- |
| System 1 | 0 shared servers |
| System 2 | 30 shared servers |
| System 3 | 20 shared servers |
| System 4 | 12 shared servers |


| Test Case $2-48$ total servers |  |
| :--- | :--- |
| System 1 | 0 shared servers |
| System 2 | 24 shared servers |
| System 3 | 16 shared servers |
| System 4 | 12 shared servers |

Table 2.1: Summary of the server partitions for the sharing experiment.

The loss and setup probabilities for Test Case 1 are shown in Section A.1.2 of Appendix A in Tables A. 3 and A.4. The loss and setup probabilities for Test Case 2 are shown in Appendix A Tables A. 5 and A.6. The confidence intervals for the loss probabilities and setup probabilities expressed in the tables are based on 1,000 data points and represent a $95 \%$ level of confidence that the true mean of the probability lies in the indicated range. Each data point is the result of a simulation of $1,000,000$ calls.

From the loss probability and setup probability values produced by the simulations, we calculate the values of $f, g$, and $h$ for each test case and set of parameter values. These values are shown for Test Case 1 in Section A.1.3 of Appendix A in Tables A.7, A.8, and A. 9 and for Test Case 2 in Appendix A Tables A.10, A.11, and A.12.

The graphs in Figures 2.2, 2.3, and 2.4 show the percent difference for the loss probabilities $f$ and the percent difference for the setup probabilities $g$ for Test Case 1 comparing Systems 1, 2, 3, and 4. In addition, the percent difference for the objective function $h$ has been plotted for each comparison using several values of $\alpha$. Although the points plotted are discrete points, a line has been drawn connecting points for each function to show the trend of the data.

In Figure 2.2 the percent difference for each of the three functions is shown comparing System 1 and System 2. In this graph, we are comparing the case when no shared servers are available in the network and the case when 30 of the servers are shared. The line showing $f$, the percent difference for the probability of a loss, increases quickly as the number of traffic sources increases and then levels off. This implies that as the number of traffic sources that share servers increases, the number of losses that occur will increase more slowly when compared to a system with no shared servers. This trend is also seen


Figure 2.2: Results from Test Case 1 comparing System 1 and 2.
in Appendix A Table A.3. In Systems 1 and 2, when only two traffic sources enter the network, the $P$ (loss) values for these systems are relatively close in value. However, when 30 traffic sources enter the network, the network with shared servers experiences a much lower loss probability than the same network without shared servers.

The line showing the percent difference for the probability of setup $g$ is flat. Because there is never a setup cost when there are no shared servers (as in System 1), the percent difference in setup for Systems 1 and 2 is always $100 \%$.

The lines representing the percent difference of the objective function $h$ vary with the value of $\alpha$. A low value of $\alpha$ emphasizes the importance of the setup cost. When a low value of $\alpha$ is used the resulting line mirrors the line for $g$. A high value of $\alpha$ emphasizes the importance of the loss probability. When a high value of $\alpha$ is used, the resulting line approximately mirrors the line for $f$. When a mid-range value of $\alpha$ is used, the loss
probability and the setup probability are given equal weight. The line for the mid-range value of $\alpha$ shown in Figure 2.2 lies between the lines for the objective function lines plotted with low and high values of $\alpha$.

Similar results can be seen in Figure 2.3 and Figure 2.4. These graphs compare Test Case 1, Systems 1 and 3 and Test Case 1, Systems 1 and 4 respectively. Again we see a slow increase in the percent difference for the loss probability in these graphs. The percent difference for the setup probability is constant. By varying the value of $\alpha$, emphasis can be placed on the percent difference in loss probability (resulting in a line that mirrors $f$ ), percent difference in setup probability (resulting in a line that mirrors $g$ ). When a midrange value of $\alpha$ is used, equal importance is given to the percent difference in loss and percent difference in setup.



Figure 2.3: Results from Test Case 1 comparing System 1 and 3.


Figure 2.4: Results from Test Case 1 comparing System 1 and 4.

The graphs in Figures 2.5, 2.6 and 2.7 show $f$ the percent difference for the loss probability, $g$ the percent difference for the setup probability, and $h$ the percent difference for the objective function for the networks in Test Case 2. Again, each point in the graph in each figure represents a value of the percent difference for the systems described. Although the points plotted are discrete points, a line has been drawn connecting them to show the trend of the data.

The graphs for Test Case 2 display data with trends similar to the data in the graphs for Test Case 1. Again, we see that the line showing $f$ the percent difference for the probability of a loss increases quickly as the number of traffic sources increases. After a point, the line levels off. The graph shows that as the number of traffic sources increases, the benefits of sharing increase. As the number of traffic sources that share an unreserved (non-VP) pool of bandwidth increases, the number of losses that occur increase more slowly when


Figure 2.5: Results from Test Case 2 comparing System 1 and 2.
compared to a system that contains no shared bandwidth.
As in the graphs for Test Case 1, we see that the line for the percent difference in setup probability $g$ is flat. This is because we are always comparing a system with no shared bandwidth to a system with some shared bandwidth. The system without shared bandwidth will always have a $P($ setup $)=0$ because all calls accepted in the network will use a VP and not incur a setup cost. Thus the percent difference for $g$ will always be $100 \%$.

The line representing $h$ varies with the value of $\alpha$. When $\alpha$ is small, the contribution of the $P($ setup $)$ is emphasized in the objective function and the resulting line mirrors the line representing $g$. When $\alpha$ is large, the contribution of the $P$ (loss) is emphasized in the objective function and the resulting line mirrors the line representing $f$. When $\alpha$ has a moderate value, the contribution of the $P$ (loss) and the $P($ setup $)$ are equal.


Number of Traffic Sources
Figure 2.6: Results from Test Case 2 comparing System 1 and 3.

h. alpha $=0.1 \cdots \cdots$
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Figure 2.7: Results from Test Case 2 comparing System 1 and 4.

### 2.1.3 Conclusion

From the data collected, we conclude that a network that contains a shared pool of bandwidth will perform better in terms of loss probability when compared to a network in that all bandwidth is assigned to VPs. We further observe that as the number of traffic sources that share a common pool of bandwidth increase, the benefits of sharing increase. When more traffic sources use a shared bandwidth pool, the number of losses that occur increase more slowly than in a network that contains no shared bandwidth.

### 2.2 Other Benefits of Sharing

We have shown in the previous section that a network that allows shared bandwidth will have a lower overall call blocking probability than a network that does not share bandwidth. A small call blocking probability is a desirable characteristic in networks, thus making shared bandwidth desirable in a network layout. We argue that shared bandwidth is not only desirable but essential in some networks for a variety of reasons.

### 2.2.1 Expansion of the Solution Space

The use of shared bandwidth expands the solution space for some problem formulations. Suppose that the objective function being used to evaluate network performance is one in which there is an upper bound on the loss probability. When using this type of objective function, the goal is to minimize the probability of setup while maintaining a loss probability that is lower than the upper bound. We described this type of objective function in Section 1.1.3.

In a network in which no bandwidth is shared, there may be no VP layout and bandwidth allocation that maintains the loss probability below the upper bound. In this case, no solution can be found to the VPDBA problem. By allowing shared bandwidth, the overall loss probability can be decreased and the solution space of the VPDBA problem can be expanded.

### 2.2.2 Allows Local Control

The use of shared bandwidth provides additional local control. Consider a network in which all of the bandwidth in the network is reserved for VPs. Assume that several traffic sources are serviced by the network and that each traffic source has a dedicated VP. Suppose that one of the traffic sources experiences a burst. In a network configuration that does not allow shared bandwidth, this bursty traffic source will quickly use all of the servers assigned to it. Calls that arrive when all of the reserved servers are in use will be lost. If some of the network bandwidth is reserved for shared use, the amount of loss due to bursty traffic decreases. When some bandwidth is shared and a traffic source experiences a burst, the servers reserved for this source are used first. When all of the reserved servers are in use, the remaining calls in the traffic burst overflow the reserved servers and use the shared servers. Only when all of the reserved and shared servers are busy are the calls lost.

Shared servers can be used to handle bursts from any traffic source. There is no need to reconfigure the VP layout or bandwidth allocations of the network VPs, reducing network management costs.


Figure 2.8: An example of a network with link failures.

### 2.2.3 Improved Connectivity

Sharing improves the connectivity of networks. Consider a network in which all bandwidth is assigned to VPs and only a few paths exist between a particular source-destination pair. Then a few link failures can cause severance of service. In a network that allows shared bandwidth, when a few failures occur, calls can still be serviced. If the VP assigned for a call experiences a link failure, the call can find a link only route using the shared bandwidth as shown in Figure 2.8. For a fairly connected network, a path will likely exist between the source and destination for the call.

### 2.3 Summary

We introduced a new scheme for sharing bandwidth that improves the network performance in terms of loss probability especially with a moderate to large number of sources. Our scheme does not increase the amount of work that must be done by the network or bandwidth manager and therefore has less potential to increase setup delays in a network.

Our scheme allows many streams to share a pool of unreserved bandwidth for calls that overflow from a VP assigned to an individual source. Thus our scheme reduces the need to reconfigure the VP layout and capacity allocation due to changes in traffic characteristics.

## Chapter 3

## Line Network Base Case

The VPDBA problem is NP-Complete as we discussed in Chapter 1. Because the solution to the distribution problem clearly affects the optimality of the solution to the allocation problem, we opt to solve these jointly by solving the problems in sequence iteratively. The algorithm is shown in Figure 3.1.

A key step in the solution of the VPDBA problem is the evaluation of the performance measures for the resulting layout and capacity assignment. We could estimate the performance measures using simulation. However the time needed to run a simulation of the system increases non-linearly with network size. To avoid lengthy simulations, we would like to be able to calculate performance measures theoretically by solving the equivalent Markov chain. However, as the size and complexity of the network increases, the difficulty of solving the Markov chain increases. We will propose a decomposition method that simplifies the calculation of performance measures. The performance measure approximation method proposed would be used in the second step of the algorithm shown in Figure 3.1. We investigate several methods for combining results from the decomposed networks to obtain a good approximation of the performance measures of interest.

Our goal is to provide a robust heuristic for solving the VPDBA problem. As a first


Figure 3.1: Algorithm for solving the VPDBA problem
step toward a solution for the VPDBA problem for a general network, we will consider the solution for a simple network with a line topology. Finding the optimal solution to the VPDBA problem for a line network is still a complex process. Therefore, we consider a simpler case initially. In this initial case, a single end-to-end VP has already been established in the line network. We develop an effective performance measure approximation method for this base case. Later we will use this base case as a sub-model for a general line network and the general network case.

### 3.1 Simplified Network Model Description

We describe the modified network model for the base case of a line network. In this model, a single end-to-end VP has been established within the network.

Consider a simple network of $N+1$ nodes where node $i$ is connected to node $i+1$ $\forall i, 0 \leq i \leq(N-1)$ as shown in Figure 3.2. A VP has been established between node 0 and node $N$.


Figure 3.2: An example network.

- At each node $i$ there are $K_{i}$ servers. $V_{i}$ of these servers are VP servers that are reserved for use by calls from node 0 to node $N . S H_{i}$ of these servers are shared servers that can be used to handle local traffic as well as calls from node 0 to node $N$ that can not be handled by the VP servers.
- Two types of calls arrive in the network.

1. Calls arrive at node 0 that are destined for node $N$. These arrivals are Poisson distributed with arrival rate $\lambda_{v p}$ and use the VP servers if one is available at each node between 0 and $N$ inclusive. If there is not a VP server available at each node, these calls can use the shared servers, reserving one shared server at each
node at the time that the call arrives at node 0 . If no server is available. the call is lost.
2. At each node $i, 0 \leq i \leq(N-1)$, Poisson distributed local calls arrive with arrival rate $\lambda_{i}$. Local calls can only use shared servers. If no shared server is available at the node, then the call is lost.

- Services are exponentially distributed with parameter $\mu$.

We are then interested in the $P($ loss $), P($ setup $)$ and value of the objective function of the form $F=\alpha P($ loss $)+(1-\alpha) P($ setup $)$. This objective function can be used to determine the optimal VP capacity allocation for the single end-to-end VP established in the network.

### 3.2 Simulation

Before considering theoretical performance measure approximation methods, we develop a simulation to validate our theoretical performance model. This simulation will be used to study the performance of a simple network containing a single end-to-end VP as discussed in Section 3.1. We present the pseudocode for the corresponding simulation and show the validity of the simulation method.

### 3.2.1 Pseudocode

A next event simulation for the $N+1$ node network described in Section 3.1 was written. The pseudocode for this simulation follows.

```
generate an arrival at node O for the VP
for each node i
    generate a local arrival at node i
currentEvent = get the first event from the event list
while (number_of_calls_arrived < MAX_number_of_calls)
    currentTime = currentTime + currentEvent->time
    if (currentEvent->type == arrival)
        increment number_of_calls_arrived
        if (call is for VP)
            if (VP server is available)
                increment number_of_calls_requiring_no_setup
                mark one VP server used at each node i, 0 <= i <= N
                generate a service event
            else if (shared server is available at each node i, 0 <= i <= N)
                increment number_of_calls_requiring_setup
                mark one shared server used at each node i, 0 <= i <= N
                generate a service event
            else
                increment number_VP_Loss
            generate the next VP arrival
        else // (call is local)
            if (shared server is available at this node)
                increment number_of_calls_requiring_setup
                mark one shared server used at this node
                generate a service event
            else
                increment number_Local_Loss[this node]
            generate the next local arrival at this node
    else // (call is service)
        if (call was local)
            unmark one shared server at this node
        else // (call was VP)
            if (call was handled by VP servers)
                unmark one VP server at each node i, 0 <= i <= N
            else // (call handled by shared servers)
                unmark one shared server at each node i, 0 <= i <= N
    currentEvent = get next event;
```

The simulation continues until the maximum number of arrivals have entered the system. The probability of a loss is calculated using the following formula:

$$
P(\text { loss })=\frac{\left(\sum_{i=0}^{(N-1)} \text { number_Local_Loss }[i]\right)+n^{(1) m b e r}-V P L_{-} \text {oss }}{\text { number_of_calls_arrived }}
$$

and the probability of a setup is calculated using the following formula:

$$
P(\text { setup })=\frac{\text { number_of_calls_requiring_setup }}{\text { number_of_calls_requiring_setup }+ \text { number_of_calls_requiring_no_setup }}
$$

### 3.2.2 The Validity of the Simulation

This section describes the network configuration studied and the solution of the equivalent Markov chain. Then the various test cases are listed and the results for the simulations and theoretical solutions are compared.

### 3.2.2.1 Markov Chain Solution Method

The following solution method is used to obtain the theoretical solution for the loss probability in each network test case. First the state space for the system is defined. Then the Markov chain is written for the system based on the state transition rates. Then we solve this chain for the state probabilities. Finally the state probabilities can be used to calculate the theoretical probability that a call will be lost.

Consider a system with 2 nodes. At each node there is one VP server and one shared server as in Figure 3.3. Then each state of the system can be uniquely described by a triple. Let

$$
V_{\text {used }}=\text { the number of VP servers in use }
$$



Figure 3.3: The system modeled in the Markov chain solution.

$$
\begin{aligned}
& S H_{0}=\text { the number of shared servers in use at node } 0 \\
& S H_{\mathrm{L}}=\text { the number of shared servers in use at node } 1
\end{aligned}
$$

Then the state of the system can be written as a triple,

$$
S=\left(V_{\text {used }}, S H_{0}, S H_{1}\right)
$$

However, there are two transitions each with rate $\lambda_{v p}$ that can be made to state ( $1,1,1$ ). Suppose the system is in state $(1,0,0)$ and experiences a VP arrival. The VP server is already in use, but a shared server is available at each node. So the VP call will be admitted to the shared servers, causing the transition to state ( $1,1,1$ ). Suppose the system is in state $(0,1,1)$ and experiences a VP arrival. The VP server is free and so the call is admitted to this server causing the transition to state $(1,1,1)$. Because two transitions occur to the same state, $(1,1,1)$ with the same rate, we must have a method of differentiating between these two types of transitions. Otherwise when the service in state ( $1,1,1$ ) were completed, we wouldn't know to which state the next transition should occur. To solve this problem, a designation has been added to differentiate between a transition to state ( $1,1,1$ ) where a VP call uses shared servers, designated ( $1,1,1, S H$ ) and a transition to state ( $1,1,1$ ) where a VP call is using the VP server, designated ( $1,1,1, V P$ ).

We can then write the Markov chain for the system as shown in Figure 3.4 and solve for the probability that the system is in a given state. These state probability results can be combined to find the theoretical probability of a loss for a system. Each state probability


Figure 3.4: The Markov chain for the system in Figure 3.3.
is multiplied by the arrival rate to that state and summed. The sum is then divided by the total arrival rate to the system.

$$
\begin{aligned}
P(\text { loss }) & =\left[\lambda_{1} P(0,0,1)+\lambda_{0} P(0,1,0)+\left(\lambda_{0}+\lambda_{1}\right) P(0,1,1)+\left(\lambda_{1}+\lambda_{v p}\right) P(1,0,1)\right. \\
& +\left(\lambda_{0}+\lambda_{v p}\right) P(1,1,0)+\left(\lambda_{0}+\lambda_{1}+\lambda_{v p}\right) P(1,1,1, V P) \\
& \left.+\left(\lambda_{0}+\lambda_{1}+\lambda_{v p}\right) P(1,1,1, S H)\right] /\left[\lambda_{0}+\lambda_{1}+\lambda_{v p}\right]
\end{aligned}
$$

### 3.2.2.2 Test Cases

The theoretical solutions were found for the test cases listed in Section B.1.1.1 of Appendix B Table B.1. All test cases have a network as shown in Figure 3.3 and therefore can be modeled by the Markov chain shown in Figure 3.4.

### 3.2.2.3 State Probability Results

The Markov chain for each of the 10 test cases was solved for the steady state probabilities. These results are shown in Section B.1.1.2 of Appendix B Table B.2.

### 3.2.2.4 Results

Each simulation was run for $1,000,000$ calls. The confidence intervals for the simulation results are based on batches of 1,000 data points and indicate a $95 \%$ confidence that the true mean lies within the indicated range. The percent difference between the two loss probability values obtained was calculated. Table 3.1 shows that the values are very close to one another in all test cases. The maximum percent difference for the test cases considered was less than $25 \%$. It should be noted that loss probabilities must have a value between 0 and 1 by definition. While a difference of $25 \%$ represents a potential difference $+/-0.25$, in our test cases the actual difference between the simulation result and theoretical result that resulted in this percent difference was 0.04 . In all but 2 test cases, the percent difference was less than $5 \%$. Thus we conclude that valid performance measures can be obtained by using our simulation method.

### 3.3 Approximate Markov Model

We want to be able to calculate the overall loss probability for a given system without running a simulation. Clearly the results can be obtained by solving the equivalent Markov chain for the system but the state space becomes very large as the number of servers or number of nodes increase.

| Test <br> Case | Theoretical <br> P (loss) | Simulated <br> P (loss) | Percent <br> Difference |
| :--- | :--- | :--- | :--- |
| 1 | 0.3500753703 | $0.342678+/-0.000030$ | 2.11308 |
| 2 | 0.3333333 | $0.319288+/-0.000031$ | 4.21359 |
| 3 | 0.9009563858 | $0.871313+/-0.000023$ | 3.29021 |
| 4 | 0.5938601909 | $0.659844+/-0.000037$ | 9.99991 |
| 5 | 0.7211203632 | $0.719222+/-0.000031$ | 0.263252 |
| 6 | 0.7503944727 | $0.720470+/-0.000031$ | 3.98783 |
| 7 | 0.8663134572 | $0.865871+/-0.000022$ | 0.0510736 |
| 8 | 0.1802141443 | $0.136488+/-0.000024$ | 24.2634 |
| 9 | 0.9131143467 | $0.910919+/-0.000019$ | 0.240424 |
| 10 | 0.47817245 | $0.472787+/-0.000033$ | 1.12626 |

Table 3.1: Comparison of theoretical and simulation results for the test cases in Table B.1.

We would like to break the larger network, as shown in Figure 3.2, into a series of smaller systems, each with one node, as in Figure 3.5. These smaller systems can easily be solved by writing the corresponding Markov chain and solving the balance equations for each system. Then the results from these smaller chains can be combined to approximate the solution for the original larger system. Because of the dependence between the systems (which we will demonstrate), we need to find a good method for combining the results from the smaller systems.

### 3.3.1 Notation

We will be considering the solution to the base case network as described in Section 3.1. Subsequently, the following notation will be used.

- $\lambda_{i}$ refers to the arrival rate for local calls at node $i$.
- $\lambda_{v p}$ refers to the arrival rate for VP calls in the original system.
- $\lambda_{v p_{i}^{\prime}}$ refers to the arrival rate for VP calls in the smaller system. $\lambda_{v p_{i}^{\prime}}^{\prime}$ is calculated as


Figure 3.5: The example network broken into smaller systems.
follows:

$$
\left(\lambda_{v p_{i}}\right)^{\prime}=\left(1-\left(P\left(\text { loss }_{v p_{i-1}}\right)\right)^{\prime}\right)\left(\lambda_{v p_{i-1}}\right)^{\prime} \forall i \geq 1
$$

and

$$
\left(\lambda_{v p_{0}}\right)^{\prime}=\lambda_{v p_{0}}
$$

and

$$
P\left(\text { loss }_{v p_{0}}\right)^{\prime}=P\left(\text { loss }_{v p_{0}}\right)
$$

- $P_{i}^{v}$ is the probability that the VP servers are all busy at node $i$ where $\lambda_{v p}$ is used as the arrival rate for the VP calls.
- $P_{i}^{v \prime}$ is the probability that the VP servers are all busy at node $i$ where $\lambda_{v p i}^{\prime}$ is used as the arrival rate for the VP calls.
- $P\left(\right.$ loss $\left._{i}\right)$ is the probability of a local loss at node $i$ in the smaller system containing
node $i$ where $\lambda_{v p}$ is used as the arrival rate for the VP calls.
- $P\left(\text { loss } s_{i}\right)^{\prime}$ is the probability of a local loss at node $i$ in the smaller system containing node $i$ where $\lambda_{u p i}^{\prime}$ is used as the arrival rate for the VP calls.
- $P\left(\right.$ loss $\left._{v p_{i}}\right)$ is the probability of a VP loss in the smaller system containing node $i$ where $\lambda_{v p}$ is used as the arrival rate for the VP calls.
- $P\left(\text { loss }_{v p_{i}}\right)^{\prime}$ is the probability of a VP loss in the smaller system containing node $i$ where $\lambda_{v p}{ }_{i}^{\prime}$ is used as the arrival rate for the VP calls.


### 3.3.2 Proof of Subsystem Dependence

If the subsystems were independent, we would have a product-form network and would be able to derive an exact solution for the performance measures for the original system. We now show that the subsystems are not independent.

Theorem 3.1 Consider a line network containing $N$ nodes. Suppose that the network is separated into $N$ subsystems, each containing a single node, then these subsystems are not independent.

## Proof:

1. Consider a system with 2 nodes as in Figure 3.3. The network contains one shared server and one VP server at each node. Let $A$ be the event that no shared servers are in use at node 0 . Let $B$ be the event that no shared servers are in use at node 1 .
2. Assume that the subsystems are independent. The system could be split as shown in Figure 3.6.


Figure 3.6: The network in Figure 3.3 broken into smaller systems.
3. Let $P_{s}(A \cap B)$ be the probability that there are no shared servers in use at node 0 and that there are no shared servers in use at node 1 in the original system. Let $P_{0}(A)$ be the probability that there are no shared servers in use at node 0 in the subsystem containing node 0 . Let $P_{1}(B)$ be the probability that there are no shared servers in use at node 1 in the subsystem containing node 1 .
4. Then $P_{s}(A \cap B)=P_{0}(A) P_{\mathrm{l}}(B)$ if the events $A$ and $B$ are independent.
5. To prove that the subsystems are not independent, we need only show that for some system, $P_{s}(A \cap B) \neq P_{0}(A) P_{1}(B)$.
6. First consider system $s$. For the input parameters shown write and solve the corre-

$$
\begin{array}{ll}
\lambda_{0}=0.5 & V_{0}=1 \\
\lambda_{1}=5.0 & V_{1}=1 \\
\lambda_{\mu p}=10.0 & S H_{0}=1 \\
\mu=1.0 & S H_{1}=1
\end{array}
$$

sponding Markov chain to calculate the theoretical state probabilities.

$$
\begin{array}{ll}
P[0,0,0] & =0.00502513 \\
P[0,0,1] & =0.0251256 \\
P[0,1,0] & =0.00251256 \\
P[0,1,1] & =0.0125628 \\
P[1,0,0] & =0.0502513 \\
P[1,0,1] & =0.251256 \\
P[1,1,0] & =0.0251256 \\
P[1,1,1, V P] & =0.125628 \\
P[1,1,1, S H] & =0.502513
\end{array}
$$

$$
\text { So } \begin{aligned}
P_{s}(A \cap B) & =P[0,0,0]+P[0,0,1] \\
& =0.00502513+0.0251256 \\
& =0.03015073
\end{aligned}
$$

7. Now write the Markov chain for each of the subsystems to obtain the theoretical state probability results.

| Subsystem 0 |  |
| :--- | :--- |
| $\lambda_{0}$ | $=0.5$ |
| $\lambda_{v p}$ | $=10.0$ |
| $\mu$ | $=1.0$ |
| $V_{0}$ | $=1$ |
| $S H_{0}$ | $=1$ |
| $P[0,0]_{0}$ | $=0.0152931$ |
| $P[0,1]_{0}$ | $=0.075616$ |
| $P[1,0]_{0}$ | $=0.0849618$ |
| $P[1,1]_{0}$ | $=0.824129$ |


| Subsystem 1 |  |
| :--- | :--- |
| $\lambda_{1}$ | $=5.0$ |
| $\lambda_{v p}$ | $=10.0$ |
| $\mu$ | $=1$ |
| $V_{1}$ | $=1$ |
| $S H_{1}$ | $=0.00936849$ |
| $P[0,0]_{1}$ | $=0.0815406$ |
| $P[0,1]_{1}$ | $=0.0589868$ |
| $P[1,0]_{1}$ | $=0.850104$ |
| $P[1,1]_{1}$ |  |

So

$$
\begin{aligned}
P_{0}(A) & =P_{0}[0,0]+P_{0}[0,1] \\
& =0.0152931+0.0849618 \\
& =0.1002549
\end{aligned}
$$

And

$$
\begin{aligned}
P_{\mathrm{l}}(B) & =P_{1}[0,0]+P_{1}[0,1] \\
& =0.00936849+0.0589868 \\
& =0.06835529
\end{aligned}
$$

Therefore

$$
\begin{aligned}
P_{0}(A) P_{1}(B) & =(0.1002549)(0.06835529) \\
& =0.0068529528
\end{aligned}
$$

However
$0.0068529528 \neq 0.03015073$
So

$$
P_{s}(A \cap B) \quad \neq P_{0}(A) P_{1}(B)
$$

Thus events $A$ and $B$ are not independent, implying that the subsystems are not independent. Hence the events at one node in the system effect the other nodes in the system.

Because the subsystems are not independent, we investigate several methods of approximating the performance measures of the original system using the subsystem results and compare the approximated performance measures to the performance measures found by simulation.

### 3.3.3 Test Cases

Before presenting our approximation methods and results, we describe the test cases used to test the approximations. We focus on the probability of loss in the system as a performance measure. Several networks with various parameter values were examined. Table B. 3 in Section B.2.1 of Appendix B lists the parameter values for the 13 test cases considered. The test cases were designed with a variety of network sizes from 2 to 15 nodes and with various arrival rates to test the effect of these parameters on the overall loss probability.

### 3.3.4 Simulation Results

A simulation was run for each of the test cases in Table B.3. The resulting loss probability for each test case is shown in Appendix B Section B.2.2 Table B.4. All simulations were run for $1,000,000$ calls. The confidence intervals indicated were calculated based on batches of 1,000 samples and represent a $95 \%$ confidence that the true mean lies within the indicated range of the given mean. We will later use these simulation results in a comparison with the performance measures calculated using our approximation method.

### 3.3.5 Subsystems with Original Arrival Rates

Each of the networks described in Section 3.3.3 was divided into a series of subsystems each containing a single node. Then the probability of loss for each of the subsystems was found by solving the Markov chain for each of the corresponding systems. If the original system given in Section 3.3.3 has $i$ nodes, then it was broken into $i$ subsystems. Each of these subsystems has two Poisson distributed call arrival streams having arrival rates $\lambda_{i}$ and $\lambda_{v p}$. The service rate in the subsystems is equal to the service rate in the original system $\mu$. The
subsystems each contain the same number of VP servers and shared servers as the original system.

The performance measures obtained by solving these system include the state probabilities, probability that the VP servers are busy at node 0 , probability of loss occurring to a local call, and the probability of a loss occurring to a VP call. These performance measures are shown for each of the network test cases in Section B.2.3 of Appendix B Table B.5. Blank row entries appear in Table B. 5 when the probabilities in these rows will not be used in the approximation calculations.

### 3.3.6 Subsystems with Thinned Arrival Rates

When the network is broken into subsystems, it was assumed that the VP input stream has the same rate at each node. However, in the original model when VP calls arrive at node 0 they are either accepted or lost based on the availability of servers at all nodes. So in the original system, the decision to accept or reject a VP call is made at node 0 only. Other nodes only experience arrivals that were accepted at node 0 . Therefore, the other nodes in the original system will experience lower arrival rates for VP calls.

The following example illustrates the significance of this observation. Suppose the arrival rate of VP calls is high and the arrival rate of local calls at node 0 is high and the arrival rate of local calls at all other nodes is low. Then in the large system, many VP calls will be rejected because there is a high probability that all VP servers will be busy because the VP call arrival rate is high. There is also a high probability that a shared server will not be available at every node in the network because the arrival rate of local calls to node 0 is high. However, when this network is split into subsystems each with the same VP call
arrival rate, this same behavior is not modeled. The subsystem containing node 0 will still reject many VP calls since the VP arrival rate is high and the arrival rate of calls to node 0 is high, so there is a good chance that no server will be available for a call. However the other subsystems will admit a larger number of VP calls, because while the virtual path arrival rate is the same, the local call arrival rate is lower. Thus calls will be admitted to shared servers at these nodes that would have been rejected in the original system.

By assuming all subsystems have a VP input stream with rate $\lambda_{v p}$, we are overestimating the arrival rate of VP calls to some of the nodes in the network. To compensate for this fact, we will thin the arrival rate of VP calls to each node in the network based on the following formula.

$$
\left(\lambda_{v p_{i}}\right)^{\prime}=\left(1-\left(P\left(\operatorname{loss}_{v p_{i-1}}\right)\right)^{\prime}\right)\left(\lambda_{v p_{i-1}}\right)^{\prime} \forall i \geq 1
$$

and

$$
\left(\lambda_{v p_{0}}\right)^{\prime}=\lambda_{v p_{0}}
$$

and

$$
P\left(\operatorname{loss}_{v p_{0}}\right)^{\prime}=P\left(\operatorname{loss}_{v p_{0}}\right)
$$

The intuition for this formula is as follows. At each node $i$, a number of VP calls will be lost. Thus at future nodes $j, j>i$, these VP calls will not arrive since they have already been lost at node $i$. The thinned loss rate formula reduces the VP call arrival rate at each node. To calculate the resulting thinned rate, we multiply the probability that a VP call is not rejected by the previous node $\left(1-\left(\text { Ploss }_{v p_{i-1}}\right)\right)^{\prime}$ by the VP call arrival rate at the previous node $\left(\lambda_{v p_{i-1}}\right)^{\prime}$. This approximates the actual arrival rate of VP calls for a given node.

Table B. 6 in Section B.2.4 of Appendix B shows the results obtained by solving the

Markov chain for each of the subsystems using the thinned arrival rates. The state probabilities, probability that the VP servers are all busy at node 0 , probability of loss occurring to a local call, and the probability of a loss occurring to a VP call of each of the network test cases are shown.

### 3.3.7 Approximations

We now propose several approximation methods and then study their performance. The approximation methods are all based on the idea of using the steady state probabilities from the Markov chain solutions of the subsystems to calculate the loss rate for local calls and the loss rate for VP calls. These loss rates are summed and divided by the total rate at which calls enter the system. The intuition that we used to develop each approximation is explained as each approximation is defined.

Approximation 1 As a first approximation, we break the larger system into a series of single node systems that are easy to solve using a Markov chain. In the series of smaller systems, there are $N$ streams of VP calls, one in each of the smaller systems. In the larger system there is only a single stream of VP calls. As a first approximation, we include all $N$ streams of VP calls in the formula.

$$
P(\text { loss })=\frac{\sum_{i=0}^{N-1} \lambda_{i} P\left(\text { loss }_{i}\right)+\sum_{i=0}^{N-1} \lambda_{v p} P\left(\text { loss }_{v p_{i}}\right)}{\left(\sum_{i=0}^{N-1} \lambda_{i}\right)+(N)\left(\lambda_{v p}\right)}
$$

Approximation 2 We hypothesized that the VP calls were getting too much emphasis in Approximation 1. The VP calls are counted $N$ times in Approximation 1. In Approximation 2, we tried to correct this by counting the VP calls just once in the numerator and once in the denominator. Because there are really $N$ loss probabilities for the VP calls, one for
each of the subsystems, we need a method of combining these results into a single measure. We used the straight average of the VP loss rate over the $N$ systems in the numerator and used $\lambda_{v p}$ in the denominator.

$$
P(\text { loss })=\frac{\sum_{i=0}^{N-1} \lambda_{i} P\left(\text { loss }_{i}\right)+\left(\lambda_{v p} \frac{1}{N} \sum_{i=0}^{N-1} P\left(\text { loss }_{v p_{i}}\right)\right)}{\left(\sum_{i=0}^{N-1} \lambda_{i}\right)+\lambda_{v p}}
$$

Approximation 3 In Approximation 3, we use the idea of thinning the VP arrival rates based on the number of VP calls that were lost in the previous subsystem. This idea was discussed in Section 3.3.6. So if a VP call is lost in the subsystem containing node $i$, we decrease the average arrival rate to the subsystem containing node $i+1$ accordingly. In other words

$$
\left(\lambda_{v p_{i}}\right)^{\prime}=\left(1-\left(P\left(\operatorname{loss}_{v p_{i-1}}\right)\right)^{\prime}\right)\left(\lambda_{v p_{i-1}}\right)^{\prime} \forall i \geq 1
$$

and

$$
\left(\lambda_{v p_{0}}\right)^{\prime}=\lambda_{v p_{0}}
$$

and

$$
P\left(\text { loss }_{v p_{0}}\right)^{\prime}=P\left(\text { loss }_{v p_{0}}\right)
$$

We then substitute the value of $\left(\lambda_{v p_{i}}\right)^{\prime}$ for $\lambda_{v p}$ and the substitute the value of $P\left({ }^{(o s s} s_{v p_{i}}\right)^{\prime}$ for $P\left(\right.$ loss $\left._{v p_{i}}\right)$ in Approximation 1 and obtain Approximation 3.

$$
P(l o s s)=\frac{\sum_{i=0}^{N-1} \lambda_{i} P\left(\text { loss }_{i}\right)+\sum_{i=0}^{N-1}\left(\lambda_{v p_{i}}\right)^{\prime}\left(P\left(\text { loss }_{v p_{i}}\right)^{\prime}\right)}{\left(\sum_{i=0}^{N-1} \lambda_{i}\right)+\sum_{i=0}^{N-1}\left(\lambda_{v p_{i}}\right)^{\prime}}
$$

Approximation 4 In Approximation 4, we modify Approximation 3 to reflect the loss rates for the local calls for the subsystems with an arrival rate of $\lambda_{v p}{ }_{i}^{\prime}$ for VP calls.

$$
P(\text { loss })=\frac{\sum_{i=0}^{N-1} \lambda_{i}\left(P\left(\text { loss }_{i}\right)^{\prime}\right)+\sum_{i=0}^{N-1}\left(\lambda_{v p_{i}}\right)^{\prime}\left(P\left(\text { loss }_{v p_{i}}\right)^{\prime}\right)}{\left(\sum_{i=0}^{N-1} \lambda_{i}\right)+\sum_{i=0}^{N-1}\left(\lambda_{v p_{i}}\right)^{\prime}}
$$

Approximation 5 In Approximation 5, we modify Approximation 2 by substituting the thinned rates and corresponding loss probabilities found using $\lambda_{v p_{i}^{\prime}}{ }^{\prime}$. An average of the $\lambda_{v p_{i}^{\prime}}$ values has also been substituted for the value of $\lambda_{v p_{i}}$ in the denominator. The average is thought to better reflect the original system that contains a single VP arrival stream.

$$
P(\text { loss })=\frac{\sum_{i=0}^{N-1} \lambda_{i}\left(P\left(\text { loss }_{i}\right)^{\prime}\right)+\frac{\sum_{i=0}^{N-1}\left(\lambda_{\left.u p_{1}\right)^{\prime}}\left(P\left(\text { loss }_{v p_{i}}\right)^{\prime}\right)\right.}{N}}{\left(\sum_{i=0}^{N-1} \lambda_{i}\right)+\frac{\sum_{i=0}^{N-1}\left(\lambda_{u p_{i}}\right)^{\prime}}{N}}
$$

Approximation 6 In Approximation 6, we attempt to weight the loss rates based on the arrival rates of the various VP streams. Rather than taking a straight average of the arrival rate multiplied by the probability of a loss for each subsystem in the numerator, we divide this quantity by the sum of the arrival rates. The denominator still contains a straight average of the thinned VP arrival rates.

$$
P(\text { los.s })=\frac{\sum_{i=0}^{N-1} \lambda_{i}\left(P\left(\text { loss }_{i}\right)^{\prime}\right)+\frac{\sum_{i=0}^{N-1}\left(\lambda_{v p_{i}}\right)^{\prime}\left(P\left(\text { loss }_{v p_{i}}\right)^{\prime}\right)}{\left.\sum_{i=0}^{N}\right)^{\prime}\left(\lambda_{v p_{i}}\right)^{\prime}}}{\left(\sum_{i=0}^{N-1} \lambda_{i}\right)+\frac{\sum_{i=0}^{N=0}\left(\lambda_{v p_{i}}\right)^{\prime}}{N}}
$$

Approximation 7 In Approximation 7, we experiment with a method of obtaining a better approximation for the VP arrival rate. We want to simplify the approximation and reflect the fact that the average $\lambda_{v p_{i}}{ }^{\prime}$ is very close to the original $\lambda_{v p}$.

$$
P(\text { loss })=\frac{\sum_{i=0}^{N-1} \lambda_{i}\left(P\left(\text { loss }_{i}\right)^{\prime}\right)+\sum_{i=0}^{N-1}\left(\lambda_{v p_{i}}\right)^{\prime}\left(P\left(\text { loss }_{v p_{i}}\right)^{\prime}\right)}{\left(\sum_{i=0}^{N-1} \lambda_{i}\right)+\lambda_{v p}}
$$

Approximation 8 In Approximation 8, we attempt to improve the accuracy of the previous approximations by using true weighted averages of the VP loss rates. We multiply each VP loss rate by the arrival rate and divide by the sum of the arrival rates to obtain a weighted
average.

$$
P(\text { loss })=\frac{\sum_{i=0}^{N-1} \lambda_{i}\left(P\left(\text { loss }_{i}\right)^{\prime}\right)+\frac{\sum_{i=0}^{N-1}\left(\left(\lambda_{u p_{p}}\right)^{\prime}\right)^{2}\left(P\left(\text { loss }_{v v_{i}}\right)^{\prime}\right)}{\sum_{i=0}^{N-1}\left(\lambda_{v p_{i}}\right)^{\prime}}}{\left(\sum_{i=0}^{N-1} \lambda_{i}\right)+\frac{\sum_{i=0}^{N-1}\left(\left(\lambda_{v p_{i}}\right)^{\prime}\right)^{2}}{\sum_{i=0}^{N-1}\left(\lambda_{i p_{i}}\right)^{\prime}}}
$$

Approximation 9 Approximation 9 is a modification of Approximation 7. We use an approximation of the weighted average of the VP call loss rate.

$$
P(\text { loss })=\frac{\sum_{i=0}^{N-1} \lambda_{i}\left(P\left(\text { loss }_{i}\right)^{\prime}\right)+\lambda_{v p} \frac{\sum_{i=0}^{N-i}\left(\lambda_{v p_{i}}\right)^{\prime}\left(P\left(\text { loss }_{v p_{j}}\right)^{\prime}\right)}{\sum_{i=0}^{N-1}\left(\lambda_{v p_{i}}\right)^{\prime}}}{\left(\sum_{i=0}^{N-1} \lambda_{i}\right)+\lambda_{v p}}
$$

Approximation 10 Approximation 10 uses a different method of calculating the probability of a loss of local and VP calls. In this approximation, let
$P_{i}^{r}=$ the probability that the shared servers are all busy at node i $P_{i}^{v}=$ the probability that the VP servers are ali busy at node i

Then let
$P^{v, r}=$ the probability that a VP call is rejected by the shared servers.

$$
P^{v, r}=1-\prod_{i=0}^{N-1}\left(1-P_{i}^{r}\right)
$$

Note that a VP call is rejected by the shared servers when there is not a shared server available at each node. Since $P_{i}^{r}$ is the probability that the shared servers are all busy at node i, then $\left(1-P_{i}^{r}\right)$ is the probability that there is a shared server available at node i. Then $\left(\prod_{i=0}^{N-1}\left(1-P_{i}^{r}\right)\right)$ is the probability that there is a shared server available at all nodes in the network. So $P^{v, r}$ is the probability that a shared server is not available at all nodes in the network.

Then let

$$
P_{v p}=\text { probability that a VP call is rejected }=P_{0}^{v} P^{u, r}
$$

Therefore the overall loss probability for the system is

$$
P(\text { Loss })=\frac{\left(\sum_{i=0}^{N-1} \lambda_{i} P_{i}^{r}\right)+\lambda_{v p} P_{v p}}{\left(\sum_{i=0}^{N-1} \lambda_{i}\right)+\lambda_{v p}}
$$

Approximation 11 Approximation 11 is a modification of Approximation 10 using the thinned rates and weighted averages.

$$
P(\text { Loss })=\frac{\left(\sum_{i=0}^{N-1} \lambda_{i}\left(P_{i}^{T}\right)^{\prime}\right)+\frac{\sum_{i=0}^{N-1}\left(\left(\lambda_{v p}\right)^{\prime}\right)^{2}}{\sum_{i=0}^{N-1}\left(\lambda_{v p}\right)^{\prime}}\left(P_{v p}\right)^{\prime}}{\left(\sum_{i=0}^{N-1} \lambda_{i}\right)+\frac{\left.\sum_{i=1}^{N=1}\left(\lambda_{v p}\right)^{\prime}\right)^{2}}{\sum_{i=0}^{N=1}\left(\lambda_{v p}\right)^{\prime}}}
$$

### 3.3.8 Approximation Results

Table B. 7 in Section B.2.5 of Appendix B displays the resulting loss probabilities calculated using the subsystem performance measures shown in Table B.5 and Table B. 6 and the above approximation methods. For each test case, the loss probability for the simulation of the original system is shown for comparison. We omit the confidence intervals for the simulation results in Table B. 7 because the intervals were presented previously in Table B. 4 and were extremely small.

Table 3.2 shows the difference between the probability of a loss found by simulating the original system and approximate probability of a loss found using the approximation methods described. A negative (positive) difference indicates that the simulation result was smaller (larger) than the approximation result. In the table, an underline indicates that for the given test case, the approximation result in this column is closest to the simulation result. The sum of the absolute value of all the differences for each approximation method
was calculated and appears as the last row in the table. This sum represents the overall performance of the approximation method.

| test <br> case | difference 1 | difference 2 | difference 3 | difference 4 | difference 5 | difference 6 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0.027756 | 0.003073 | 0.027732 | 0.027773 | 0.003101 | 0.001228 |
| 2 | 0.005869 | 0.001401 | 0.005872 | 0.005910 | 0.001449 | $\underline{0.000269}$ |
| 3 | 0.008423 | 0.001689 | 0.008236 | 0.007751 | 0.000927 | $\underline{0.000140}$ |
| 4 | 0.039309 | 0.004959 | 0.038334 | 0.038410 | 0.004754 | 0.003276 |
| 5 | 0.029791 | 0.001133 | 0.023608 | 0.025621 | $\underline{-0.000272}$ | -0.014354 |
| 6 | 0.058030 | -0.029472 | 0.035663 | 0.101149 | $\underline{0.023994}$ | 0.040806 |
| 7 | 0.035274 | -0.034289 | 0.029429 | 0.049612 | -0.012345 | -0.009440 |
| 8 | -0.038615 | -0.066470 | 0.111887 | 0.183751 | 0.187587 | 0.308739 |
| 9 | -0.002095 | -0.045636 | 0.052488 | 0.073370 | -0.002066 | $\underline{0.000742}$ |
| 10 | $\underline{0.002738}$ | -0.063659 | 0.074533 | 0.126093 | 0.042790 | 0.136802 |
| 11 | 0.079138 | -0.041674 | 0.108392 | 0.143217 | 0.031901 | 0.038188 |
| 12 | -0.076604 | -0.136654 | 0.088649 | 0.187374 | 0.129443 | 0.163490 |
| 13 | -0.008181 | -0.137250 | 0.052926 | 0.134134 | 0.017168 | 0.022021 |
| SUM | 0.411823 | 0.567359 | 0.657749 | 1.104165 | 0.457797 | 0.739495 |


| test case | difference 7 | difference 8 | difference 9 | difference 10 | difference 11 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | $\underline{-0.000580}$ | 0.003106 | 0.003144 | 0.000845 | 0.000857 |
| 2 | -0.000854 | 0.001449 | 0.001470 | 0.001149 | 0.001185 |
| 3 | -0.000618 | 0.000927 | 0.000942 | 0.001012 | 0.000290 |
| 4 | -0.000534 | 0.004749 | 0.005033 | -0.000127 | $\underline{-0.000173}$ |
| 5 | -0.006283 | -0.000462 | 0.003323 | -0.005628 | -0.005885 |
| 6 | -0.068005 | 0.024792 | 0.037422 | -0.096350 | -0.030545 |
| 7 | -0.040041 | -0.008566 | $\underline{-0.003938}$ | -0.049329 | -0.026461 |
| 8 | -0.084778 | 0.126266 | 0.185387 | -0.205076 | $\underline{-0.002038}$ |
| 9 | -0.045306 | -0.002328 | 0.005727 | -0.060181 | -0.026366 |
| 10 | -0.084327 | 0.025340 | 0.086388 | 0.098066 | -0.039970 |
| 11 | -0.057308 | 0.031095 | 0.046515 | -0.029270 | $\underline{-0.020197}$ |
| 12 | -0.079277 | 0.091908 | 0.158347 | -0.231263 | $\underline{0.010241}$ |
| 13 | -0.075235 | 0.014566 | 0.043888 | -0.193484 | -0.024838 |
| SUM | 0.543146 | 0.335554 | 0.581524 | 0.971780 | $\underline{0.189046}$ |

Table 3.2: The differences between the simulated and approximated loss probability values for each test case.

### 3.3.8.1 Best Individual Performances

Approximation 11 performed well on the average and also came closest to the simulation result in 4 of the 13 test cases. Approximations 1, 5, 6, 7 and 9 also performed well in some of the test cases. Approximation 6 was closest to the simulation result in 3 of the 13 test cases. Approximations 1 and 5 were closest to the simulation result in 2 of the 13 test cases. Approximations 7 and 9 were closest to the simulation result in 1 of the 13 test cases.

### 3.3.8.2 Best Overall Performance

Four of the approximations gave good results: 1, 5, 8, and 11. We do not know why Approximation 1 works well. We expected Approximation 5 to work well. It uses thinned rates for the arrival rates of the VP calls and an average of the thinned loss rates for the VP calls. We expected Approximation 8 to work well for the same reason. It also uses the thinned rates for the arrival rates of the VP calls and a weighted average of the thinned loss rates for the VP calls. Approximation 11 gave the smallest sum of the differences for the 13 test cases. Based on these test cases, it is the most accurate approximation method. Approximation 11 is based on finding the probability that the shared and VP servers are busy at each node and using these probabilities to calculate the probability of a loss. This approximation uses the thinned rates as well as a weighted value for $\lambda_{v p}^{\prime}$ and is expected to perform well.

### 3.3.8.3 Upper and Lower Bounds

From the results it appears that Approximation 7 is an upper bound for the loss probability. Approximations 3 and 4 appear to be lower bounds for the loss probability, where

Approximation 3 gives a tighter bound in almost all of the test cases (the exception being test case 3 ).

We would expect the results from Approximation 7 to be larger than the actual loss probabilities because this approximation over-compensates for the losses due to the VP calls in the numerator only. Thus the numerator is larger than it should be and the resulting loss probability approximation is larger than the loss probability result in the simulation for all test cases.

Approximations 3 and 4 over-compensate for the losses due to the VP calls in both the numerator and denominator. This over-compensation results in a lower calculated loss probability than is seen in the simulation of the original system. It is interesting that Approximation 3 gives a tighter bound than Approximation 4. The only difference between the approximations is that Approximation 3 uses the values for $P\left(\operatorname{loss}_{i}\right)$ from the system that uses $\lambda_{v p}$ whereas Approximation 4 uses the values for $P\left(\text { loss }_{i}\right)^{\prime}$ from the system that uses the thinned arrival rates for VP calls $\lambda_{v p}^{\prime}$. This suggests that the subsystem results that use original VP arrival rate may be more accurate than subsystem results that use the thinned VP arrival rates. We investigate the effect of $\lambda_{v p}$ and $\lambda_{v p_{i}^{\prime}}^{\prime}$ on the loss probabilities in the next section.

### 3.3.9 The Effect of VP Arrival Rates on the Approximations

### 3.3.9.1 The Effect of VP Arrival Rates on $P_{i}^{r}$

To gain further understanding of the results obtained with the approximation methods, we examined the quantities used in the approximations, paying special attention to those used in Approximations 10 and 11. Approximation 11 gave the best overall performance
for the test cases studied. However, Approximation 10 did not perform nearly as well in spite of the similarity between its formula and the formula used in Approximation 11. In order to understand why, we studied the results found in each test case. The individual values for $P_{i}^{r}=P\left(\right.$ loss $\left._{i}\right)$ and $P_{v p}$ were compared for the simulation of the original system. calculations using $\lambda_{v p}$ as the VP arrival rate, and calculations using $\lambda_{v p_{i}}^{\prime}$ as the VP arrival rate. Table B. 8 in Section B.2.6.1 of Appendix B shows the values for $P_{i}^{r}$ and $P_{v p}$ for each of the test cases in each of these situations. All simulations were run for $1,000,000$ calls. The confidence intervals for the simulations are based on batches of 1,000 data points and represent a $95 \%$ confidence that the mean lies within the indicated range of the sample mean.

In many of the test cases, the value of $P_{i}^{r}$ found by solving the subsystem is larger than the corresponding value of $P_{i}^{r}$ found by simulation of the original system. In general the $P_{0}^{r}$ value in each subsystem as found using $\lambda_{v p}^{\prime}$ as the VP arrival rate is closer to the $P_{0}^{r}$ value found for the original system than the $P_{0}^{r}$ value for the subsystem using $\lambda_{v p}$ as the VP arrival rate. However in several systems, the value of $P_{i}^{r}$ in the subsystem for a small $i$ value is not very close to the value obtained by simulating the original system, even when this quantity is calculated using the thinned arrival rate $\lambda_{v p}^{\prime}$. Consider test case 13 . The simulated value for $P_{0}^{r}$ is 0.378473 , but the value for the subsystem using $\lambda_{v p}^{\prime}$ is $P_{0}^{r}=0.592215$.

We see that in the test cases in which the calculated value of $P_{i}^{r}$ is much too large for small $i$ values, as the value of $i$ increases, the original and subsystem $P_{i}^{r}$ values become closer. Again consider test case 13. The simulated value of $P_{14}^{r}$ is 0.004017 while the subsystem value using $\lambda_{v p}^{\prime}$ is 0.00938642 . These values are much closer than the values for $P_{0}^{r}$ in the same test case.

As seen in Table B.8, when using the presented estimation method, the simulation value of $P_{i}^{r}$ and the calculated value of $P_{i}^{r}$ used in the approximation calculation often differ greatly. We hypothesize that a better overall approximation of the loss probability is possible if a more accurate value for $\sum_{i=0}^{N-1} \lambda_{i} P\left(\text { loss } s_{i}\right)^{\prime}$ than the one used in our previous calculations is used. Specifically, we need a better method for calculating $P_{i}^{r}=P\left(\right.$ loss $\left._{i}\right)$.

### 3.3.9.2 Alternative Calculation Methods for $P_{i}^{r}$

In order to improve our approximation results, we attempt to find a more accurate method of calculating $P_{i}^{r}=P\left(\right.$ loss $\left._{i}\right)$ using a more accurate model of the system that we are solving. We consider systems with different values of $\lambda_{v p}$ and obtain $P_{i}^{r}$ by solving the Markov chains for these systems.

The first model of the system uses the theoretical values obtained using a system that thins the VP arrival rates through the entire sequence of subsystems.

The second model starts with the thinned rates. After the results for the last subsystem are obtained, the VP call arrival rate is set to the last value obtained for $\lambda_{v p_{i}}{ }^{\prime}$. Then the theoretical value for $P_{i}^{r}$ for each of the subsystems is re-calculated by solving the corresponding Markov chain using the new $\lambda_{v p}$ value as the VP call arrival rate in each subsystem.

The third model uses only the value obtained for $\lambda_{v p_{i}}{ }^{\prime}$ in the middle subsystem. We define the middle subsystem as the subsystem with index $\lceil(N-1) / 2\rceil$ where $(N+1)$ is the number of nodes in the system. Then the Markov chain for each of the subsystems is re-solved using this middle value of $\lambda_{v p_{i}}{ }^{\prime}$ as the VP call arrival rate. From the solutions obtained, the values of $P_{i}^{r}$ are re-calculated.

The final model uses the uses the average of all the theoretical $\lambda_{v p_{i}}{ }^{\prime}$ values obtained for
the entire sequence of subsystems as the VP call arrival rate. Then using this new VP call arrival rate, the Markov chains for all of the subsystems are re-solved and the values of $P_{i}^{r}$ are re-calculated.

Appendix B Table B. 9 (Section B.2.6.2) shows the resulting values of $\sum_{i=0}^{N-1} \lambda_{i} P\left(\text { los.s. }_{i}\right)^{\prime}$ obtained by these four solution methods. Confidence intervals for the simulation values are not presented because the confidence intervals for the systems presented previously were very small and can be ignored.

The difference between the result obtained by each solution method and the value obtained by simulating the original system is shown in Table 3.3. The underlined value is the value found by a solution method that is closest to the simulation value for each test case. The sum of the absolute values of the difference for each solution method is calculated and displayed in the last row of the table. This sum represents the overall performance of the solution method.

| test case | thin difference | final difference | middle difference | average difference |
| :--- | :--- | :--- | :--- | :--- |
| 1 | -0.000734 | $\underline{-0.000722}$ | -0.000885 | -0.000804 |
| 2 | -0.000744 | $\underline{-0.000642}$ | -0.000845 | -0.000743 |
| 3 | -0.000879 | $\underline{-0.000815}$ | -0.000900 | -0.000895 |
| 4 | -0.002666 | 0.009655 | -0.002610 | $\underline{-0.000283}$ |
| 5 | -0.022708 | $\underline{-0.008648}$ | -0.036789 | -0.022284 |
| 6 | -0.282710 | 0.216419 | $\underline{-0.148157}$ | -0.228450 |
| 7 | -0.528296 | $\underline{-0.196630}$ | -0.427808 | -0.510648 |
| 8 | $\underline{-0.011278}$ | 0.997223 | 0.449678 | -0.288625 |
| 9 | -0.385829 | $\underline{-0.110133}$ | -0.227111 | -0.338594 |
| 10 | -0.799889 | $\underline{0.140926}$ | -0.561001 | -0.958655 |
| 11 | -0.292439 | 0.293599 | $\underline{-0.253556}$ | -0.396022 |
| 12 | -0.603035 | 1.148769 | 0.367545 | $\underline{-0.346324}$ |
| 13 | -1.205071 | $\underline{0.201470}$ | -0.248909 | -0.820805 |
| SUM | 4.136278 | 3.325651 | $\underline{2.725794}$ | 3.913132 |

Table 3.3: Difference results for values in Table B. 9 for the alternative $P_{i}^{r}$ calculation methods.

The table shows that using the final value of $\lambda_{v p_{i}}{ }^{\prime}$ as the VP call arrival rate for all of the subsystems gave the solution closest to the solution found by the simulation of the original system in the most test cases (8 of 13 test cases). However, the method of using the middle value of $\lambda_{v p_{i}}{ }^{\prime}$ gave the best overall performance based on the sum of the differences for the test cases considered.

### 3.3.9.3 Effect of $P_{i}^{r}$ on the Approximation Solution

Both the method of using the final value of $\lambda_{v p_{i}}{ }^{\prime}$ as the VP call arrival rate and the method of using the middle value of $\lambda_{v p_{i}}{ }^{\prime}$ as the VP call arrival rate produced values of $\sum \lambda_{i} P\left(\text { loss }_{i}\right)^{\prime}$ that were closer to the corresponding value produced by simulation of the original system than the value produced by the method of thinning all of the VP arrival rates. We now use the improved values of $\sum \lambda_{i} P\left(\operatorname{loss}_{i}\right)^{\prime}$ in calculating the overall loss probability as found by Approximation 11. We consider only the results from Approximation 11 because it was the most accurate approximation method of those considered in Section 3.3.7. The results are shown in Appendix B Section B.2.6.3 Table B.10.

The difference between the loss probability value obtained by simulating the original system and the value obtained using each approximation of $\sum \lambda_{i} P\left(\text { loss }_{i}\right)^{\prime}$ is shown in Table 3.4. The underlined value is the value found by a solution method that is closest to the simulation value for each test case. The sum of the absolute values of the differences for each solution method is calculated and displayed in the last row of the table. The sum represents the overall performance of the solution method.

The method of using the final value of $\lambda_{v p_{i}^{\prime}}$ as the arrival rate for the VP calls in the subsystem models and the method of using the middle value of $\lambda_{v p_{i}^{\prime}}$ as the arrival rate

| test <br> case | difference <br> thinned | difference <br> final | difference <br> middle |
| :--- | :--- | :--- | :--- |
| 1 | 0.000857 | 0.000862 | $\underline{0.000807}$ |
| 2 | 0.001185 | 0.001236 | $\underline{0.001134}$ |
| 3 | 0.000290 | 0.000315 | $\underline{0.000282}$ |
| 4 | -0.000173 | 0.001390 | $\underline{-0.000166}$ |
| 5 | -0.005885 | $\underline{-0.003742}$ | -0.008032 |
| 6 | -0.030545 | $\underline{0.016065}$ | -0.017980 |
| 7 | -0.026461 | $\underline{-0.011021}$ | -0.021783 |
| 8 | $\underline{-0.002038}$ | $\underline{0.079205}$ | 0.035096 |
| 9 | -0.026366 | $\underline{-0.007713}$ | -0.015627 |
| 10 | -0.039970 | $\underline{0.009320}$ | -0.027454 |
| 11 | -0.020197 | 0.020336 | $\underline{-0.017508}$ |
| 12 | $\underline{0.010241}$ | 0.103564 | 0.061946 |
| 13 | -0.024838 | 0.030578 | $\underline{0.012834}$ |
| SUM | $\underline{0.189046}$ | 0.285347 | 0.220649 |

Table 3.4: Differences between simulated $P$ (loss) values and those found using the alternative methods for calculating $P_{i}^{r}$.
for the VP calls in the subsystem models improve the accuracy of the final loss probability result in several cases when compared to the loss probability result obtained by thinning the VP call arrival rates through the subsystems. However the method of thinning the VP call arrival rates for the subsystems performs better when you consider the overall performance measure.

The most accurate method of approximation for a given test case depends on the parameter values for that test case. The method of thinning the VP call arrival rates works best for test cases that have large local call arrival rates in the middle of the system as in test cases 8 , and 12. The method of using the final $\lambda_{v p_{i}^{\prime}}$ value as the VP call arrival rate works best for test cases in which all or most of the local call arrival rates are high. The method of using the middle $\lambda_{v p_{i}^{\prime}}^{\prime}$ value as the VP call arrival rate works best for test cases in which the local call arrival rates toward the end of the system are large. Because the actual
distribution of arrival rates may not be known throughout a system, we conclude that it is best to use the method of thinning the VP call arrival rates throughout the subsystems to obtain the state probability results. This method of thinning the arrival rates gives the most accurate overall performance in our test cases.

### 3.3.10 Summary

We have developed a method of theoretically calculating the performance measures for a given network based on dividing the system into a sequence of subsystems that can be rapidly solved and then combined. We considered several methods of approximating the overall loss probability in a network of which the best was Approximation 11. Approximation 11 produced an approximate value for the probability of a loss that was within $+/-$ 0.01 of the simulated value on average and within $+/-0.04$ in all test cases.

### 3.4 Optimal VP Capacity Assignment in a Simple Network

We have developed an accurate approximation method for the probability of a loss in a line network. We now demonstrate that this approximate calculation can be used to determine the optimal capacity assignment for a single VP in a simple network. Later we will show that the performance measure approximation method can be' used to determine the optimal location and capacity assignment for VPs in more general networks.

### 3.4.1 Problem Formulation

We consider the following problem. Given a graph $G=(V, E)$ of $N+1$ nodes where node $i$ is connected to node $i+1 \forall i, 0 \leq i \leq(N-1)$ as shown in Figure 3.2. A single VP is
established between node 0 and node $N$. At each node there are $K$ servers, $V$ of which are VP servers that are reserved for use by calls from node 0 to node $N$, and $S H$ of which are shared servers that can be used to handle local traffic as well as calls from node 0 to node $N$ not carried by the VP servers. We wish to determine the optimal number of servers to be assigned to this VP.

Two types of calls arrive in the network. Calls arrive at node 0 destined for node $N$ with arrival rate $\lambda_{v p}$ and can use either a VP server if available or else a shared server. In addition, local calls arrive at each node with rate $\lambda_{i}$ and can only use shared servers.

Recall that we want to determine the capacity function $c^{*}=(V, S H)$ such that the cost function

$$
F=\alpha P(\text { loss })+(1-\alpha) P(\text { setup })
$$

is minimized.

### 3.4.2 Solution Method

With $K$ servers at each node in the network, the optimal number of VP servers, $V$, will be in the range $[0, K]$. The optimal value $V$ can be determined by exhaustive search of the solution space. To determine the optimal number of VP servers $V$, we use our Markov Chain approximation method to calculate the probabilities of interest.

$$
P(\text { no_setup })=\frac{\left(1-P_{0}^{v}\right) \lambda_{v p}}{\left(\sum_{i=0}^{N-1} \lambda_{i}\right)+\lambda_{v p}}
$$

We can then solve for the $P(\text { setup })^{\prime}=1-P($ loss $)-P($ no_setup $)$ since each call must either be handled by a VP server (not incur a setup), handled by a shared server (incur a setup) or lost by the network.

Note that $P(\text { setup })^{\prime}$ will not necessarily be 1 when $V=0$. When $V=0$ none of the network servers are assigned to the VP. Thus all calls accepted in the network incur a setup cost. However not all of the calls are accepted by the network. Thus using the formulas above, the $P(\text { setup })^{\prime}$ need not equal 1 in this case. Instead we will define

$$
P(\text { setup })=\frac{P(\text { setup })^{\prime}}{P(\text { setup })^{\prime}+P(\text { no_setup })}
$$

In the case where $V=K$, the method described above is not used to calculate $P$ (setup). When $V=K$ the $P($ setup $)=0$ for all test cases because all servers are assigned to the VP. Thus no accepted call can incur a setup cost. After calculating the P (loss) and P (setup) for a given test case with a given capacity distribution, we will solve for $F=$ $\alpha P($ loss $)+(1-\alpha) P($ setup $)$, and find the value of $V$ that minimizes $F$.

### 3.4.3 Test Cases

We will consider the 13 test cases used in the previous sections. The parameter values are given in Section B.2.1 Appendix B Table B.3.

### 3.4.4 Results

Table B. 11 in Appendix B (Section B.3.1.1) shows the resulting $P$ (loss) and $P$ (setup) values for each test case for each capacity distribution. The probabilities were calculated using the theoretical methods described above as well as by simulation. Both values are listed in the table for comparison. The simulation values were obtained by running the simulation for $1,000,000$ calls. The confidence intervals for the simulations were obtained based on batches
of 1,000 data points and represent a $95 \%$ confidence that the true mean lies in the indicated interval.

The simulated and approximated probabilities were then used to calculate the value of $F$ for each test case with each possible capacity distribution. For each capacity distribution, $F$ was calculated using a range of $\alpha$ values, $\alpha \in 0.1,0.2,0.3, \ldots, 0.9$. The resuiting $F$ values are shown in Appendix B Section B.3.1.2 Table B.12. The optimal capacity allocations as determined by the theoretical calculations and the simulation are underlined for each test case and $\alpha$ value. Table 3.5 shows the optimal VP capacity allocation as determined by the theoretical calculation and the simulation for each test case and $\alpha$ value.

| Test Case 1 |  |  | Test Case 2 |  |  | Test Case 3 |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\alpha$ | Theor- <br> etical | Simula- <br> tion | $\alpha$ | Theor- <br> etical | Simula- <br> tion | $\alpha$ | Theor- <br> etical | Simul- <br> tion |
| 0.1 | 5 | 5 | 0.1 | 5 | 5 | 0.1 | 5 | 5 |
| 0.2 | 5 | 5 | 0.2 | 5 | 5 | 0.2 | 5 | 5 |
| 0.3 | 5 | 5 | 0.3 | 5 | 5 | 0.3 | 5 | 5 |
| 0.4 | 5 | 5 | 0.4 | 5 | 5 | 0.4 | 5 | 5 |
| 0.5 | 5 | 5 | 0.5 | 5 | 5 | 0.5 | 5 | 5 |
| 0.6 | 1 | 1 | 0.6 | 2 | 2 | 0.6 | 2 | 2 |
| 0.7 | 1 | 1 | 0.7 | 2 | 2 | 0.7 | 2 | 2 |
| 0.8 | 1 | 1 | 0.8 | 2 | 2 | 0.8 | 1 | 1 |
| 0.9 | 0 | 0 | 0.9 | 1 | 1 | 0.9 | 1 | 1 |


| Test Case 4 |  |  | Test Case 5 |  |  | Test Case 6 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\alpha$ | Theoretical | Simulation | $\alpha$ | Theoretical | Simulation | $\alpha$ | Theoretical | Simultion |
| 0.1 | 6 | 6 | 0.1 | 3 | 3 | 0.1 | 5 | 5 |
| 0.2 | 6 | 6 | 0.2 | 3 | 3 | 0.2 | 5 | 5 |
| 0.3 | 6 | 6 | 0.3 | 3 | 3 | 0.3 | 5 | 5 |
| 0.4 | 6 | 6 | 0.4 | 3 | 3 | 0.4 | 5 | 5 |
| 0.5 | 6 | 6 | 0.5 | 3 | 3 | 0.5 | 5 | 5 |
| 0.6 | 0 | 0 | 0.6 | 3 | 3 | 0.6 | 5 | 5 |
| 0.7 | 0 | 0 | 0.7 | 0 | 0 | 0.7 | 2 | 2 |
| 0.8 | 0 | 0 | 0.8 | 0 | 0 | 0.8 | 1 | 1 |
| 0.9 | 0 | 0 | 0.9 | 0 | 0 | 0.9 | 0 | 0 |
| Test Case 7 |  |  | Test Case 8 |  |  | Test Case 9 |  |  |
| $\alpha$ | Theoretical | $\begin{aligned} & \text { Simula- } \\ & \text { tion } \end{aligned}$ | $\alpha$ | Theoretical | Simulation | a | Theoretical | Simultion |
| 0.1 | 5 | 5 | 0.1 | 5 | 5 | 0.1 | 5 | 5 |
| 0.2 | 5 | 5 | 0.2 | 5 | 5 | 0.2 | 5 | 5 |
| 0.3 | 5 | 5 | 0.3 | 5 | 5 | 0.3 | 5 | 5 |
| 0.4 | 5 | 5 | 0.4 | 5 | 5 | 0.4 | 5 | 5 |
| 0.5 | 5 | 5 | 0.5 | 5 | 5 | 0.5 | 5 | 5 |
| 0.6 | 5 | 5 | 0.6 | 5 | 5 | 0.6 | 5 | 1 |
| 0.7 | 0 | 0 | 0.7 | 5 | 5 | 0.7 | 0 | 0 |
| 0.8 | 0 | 0 | 0.8 | 5 | 4 | 0.8 | 0 | 0 |
| 0.9 | 0 | 0 | 0.9 | 2 | 2 | 0.9 | 0 | 0 |
| Test Case 10 |  |  | Test Case 11 |  |  | Test Case 12 |  |  |
| $\alpha$ | Theoretical | Simula- tion | $\alpha$ | Theoretical | Simulation | $\alpha$ | Theoretical | Simultion |
| 0.1 | 5 | 5 | 0.1 | 5 | 5 | 0.1 | 5 | 5 |
| 0.2 | 5 | 5 | 0.2 | 5 | 5 | 0.2 | 5 | 5 |
| 0.3 | 5 | 5 | 0.3 | 5 | 5 | 0.3 | 5 | 5 |
| 0.4 | 5 | 5 | 0.4 | 5 | 5 | 0.4 | 5 | 5 |
| 0.5 | 5 | 5 | 0.5 | 5 | 5 | 0.5 | 5 | 5 |
| 0.6 | 5 | 5 | 0.6 | 5 | 5 | 0.6 | 5 | 5 |
| 0.7 | 5 | 5 | 0.7 | 1 | 1 | 0.7 | 5 | 5 |
| 0.8 | 5 | 5 | 0.8 | 0 | 0 | 0.8 | 1 | 2 |
| 0.9 | 0 | 0 | 0.9 | 0 | 0 | 0.9 | 1 | 1 |


| Test Case 13 |  |  |
| :--- | :--- | :--- |
| $\alpha$ | Theor- <br> etical | Simula- <br> tion |
| 0.1 | 5 | 5 |
| 0.2 | 5 | 5 |
| 0.3 | 5 | 5 |
| 0.4 | 5 | 5 |
| 0.5 | 5 | 5 |
| 0.6 | 5 | 5 |
| 0.7 | 0 | 0 |
| 0.8 | 0 | 0 |
| 0.9 | 0 | 0 |

Table 3.5: Optimal VP capacity allocation as determined using the theoretical method and through simulation.

In almost all test cases, for all values of $V$ and $\alpha$, the optimal capacity distribution found through simulation and the optimal capacity distribution found using the theoretical calculations are identical. The instances where the optimal capacity distributions found by the two solution methods are not identical are Test Case 8 with $\alpha=0.8$, Test Case 9 with $\alpha=0.6$ and Test Case 12 with $\alpha=0.8$. In these three test cases, we see that if the optimal capacity distribution were chosen by the theoretical calculation, the optimality of the solution is affected only slightly. For example in Test Case 8 with $\alpha=0.8$, the theoretically calculated optimal capacity distribution is $V=5$ with $F=0.583443$. The simulated $F$ for this test case, $\alpha$, and $V=5$ is 0.583422 , which differs only slightly from the optimal value chosen by the simulation results, $V=4, F=0.580552$.

### 3.4.5 Summary

We have shown that our performance measure approximation method that calculates the $P$ (loss) can be extended to calculate our other performance measure $P$ (setup). We then show that the optimal solution to the capacity function $c^{*}=(V, S H)$ can be determined
using our periormance measure approximarions. The solutions obrained using the performance measure approximation method were compared to the solutions obcained through simulation for several test cases. In all cases, the solutions obtained using the performance measure approximation method were equivalent to those obtained through simulation. Thus we conclude that our approximation method is accurate and can be used in an algorithm to determine the optimal capacity distribution for a given networta.

### 3.5 Optimal VPDBA Solution for a Simple Network

We now show that our performance measure approximation method can be expanded to apply to a more general class of line networks.

### 3.5.1 Problem Formulation



Figure 3.7: A 5 node network.

We consider the following problem. A simple network of $(N \div 1)$ nodes exists in which each node $i$ is connected to node $i+1 \forall i, 0 \leq i \leq(N-1)$. An example of such a network with 5 nodes is pictured in Figure 3.7. Calls arrive at each node in the network. A stream of traffic exists between each node pair in the network $i, j$ where $0 \leq i \leq(N-1)$, $(i \div 1) \leq j \leq N$. We wish to find the optimal placement and capacity allocation for a
single VP in this network. Thus depending on the placement of the VP, the stream that is designated to use the VP will change.

At each node there are $K$ servers. Along all nodes traversed by the VP, $V$ of these servers are reserved for use for VP calls. All other servers are shared severs and can be used to handle non-VP as well as VP calls.

### 3.5.2 Expanded Performance Measure Approximation Method

Our performance measure approximation method must be modified to apply to this system because in the previous case our system always contained a single stream of VP traffic and a single stream of non-VP traffic at each node, whereas the current system there may exist several streams of non-VP traffic and one stream or no stream of VP traffic.

As in the previous approximation, we will divide the system into a series of single node systems, solve the Markov chains for each, and combine the results to approximate the loss probability for the original system.

We will use the following ideas in the calculation of the loss probability:

- We let
$P_{i}^{r}=$ the probability that the shared servers are all busy at node i
$P_{i}^{v}=$ the probability that the VP servers are all busy at node i
- In the previous approximation, we thinned the rate of the VP calls at each node to account for losses incurred at previous nodes in the network. In our expanded approximation, we will thin the rate of all traffic streams that traverse more nodes than the source node and destination node. So in a 5 node network, we would thin
$\lambda_{02}, \lambda_{03}, \lambda_{04}, \lambda_{13}, \lambda_{14}$, and $\lambda_{24}$. We let $\lambda_{i j}^{a}$ be the thinned arrival rate of calls from source node $i$ to destination node $j$ at node $a$ on the route from $i$ to $j$. In general, we thin the stream $\lambda_{i j}$ as follows.

$$
\begin{aligned}
& \text { if }(j=(i+1)) \text { or if }(i=0) \text { then }\left(\lambda_{i j}^{i}\right)^{\prime}=\lambda_{i j} \\
& \text { else }\left(\lambda_{i j}^{a}\right)^{\prime}=\left(1-\left(P_{a-1}^{v}\right)^{\prime}\right)\left(\lambda_{i j}^{a-1}\right)^{\prime}
\end{aligned}
$$

Otherwise
if $(j=(i+1))$ or if $(i=0)$ then $\left(\lambda_{i j}^{i}\right)^{\prime}=\lambda_{i j}$
else $\left(\lambda_{i j}^{a}\right)^{\prime}=\left(1-\left(P_{a-1}^{r}\right)^{\prime}\right)\left(\lambda_{i j}^{a-1}\right)^{\prime}$

- When a stream is thinned, we use the weighted average of the $\lambda$ values for the stream in the loss probability formula.

$$
\operatorname{avg}\left(\lambda_{i j}\right)=\frac{\sum_{a=i}^{(j-1)}\left(\left(\lambda_{i j}^{a}\right)^{\prime}\right)^{2}}{\sum_{a=i}^{(j-1)}\left(\lambda_{i j}^{a}\right)^{\prime}}
$$

- We calculate the probability of a loss for each non-VP stream using a method similar to that used to calculate the VP loss rate in the previous approximation method.

We know that a call arriving at node $i$ with a destination of node $j$ that is not a VP call will be rejected by the shared servers when there is not a shared server available at each node. Since $P_{a}^{r}$ is the probability that the shared servers are all busy at node $a,\left(1-P_{a}^{r}\right)$ is the probability that there is a shared server available at node $a$. Then $P^{R i j}=\left(\prod_{a=i}^{j-1}\left(1-P_{a}^{r}\right)\right)$ is the probability that a shared server is not available at all nodes on the route between source node $i$ and destination node $j$. Note that when $j=i+1$, then $P^{R i j}=P_{i}^{r}$.

- We calculate the loss probability using a method similar to that used above to calculate the probability of a loss from a non-VP stream.

We know that a VP call is rejected when there is no VP server available for its use on the VP and there is not a shared server available at each node along the VP.

We let

$$
P^{R i j}=\text { the probability that all shared servers are busy on path } i j .
$$

Then,

$$
P_{v p}=\text { the probability that a VP call is rejected }=P_{v p-b e g i n}^{v} P^{R i j}
$$

Then using these loss probabilities for the individual streams, we can calculate the overall probability of a loss in the network.

$$
P(l o s s)=\frac{\sum_{\forall i, \forall j, i j \neq v p} a v g\left(\lambda_{i j}\right) P^{R i j}+\operatorname{avg}\left(\lambda_{v p}\right) P_{v p}}{\sum_{i=0}^{(N-1)} \sum_{j=(i+1)}^{N} \operatorname{avg}\left(\lambda_{i j}\right)}
$$

From the state probabilities and input values, we can calculate the $P$ (no_setup). In the new network model, this value cannot be calculated exactly, because in this case $P_{v p-b e g i n}^{u}$ represents the probability that the VP servers are all busy at the source node of the VP. Therefore, this quantity will be affected by the behavior of the nodes that precede the VP source node in the network.

$$
P(\text { no_setup })=\frac{\left(1-P_{v p \_b e g i n}^{v}\right) \lambda_{v p}}{\sum_{\forall i, \forall j, i j \neq v p} \lambda_{i j}+\lambda_{v p}}
$$

As in the previous approximation method, we observe that all call are either lost, serviced by a VP server or serviced by a shared server. Thus the probability of being lost and handled
by a server must sum to 1 .

$$
P(\text { loss })+P(\text { no_setup })+P(\text { setup })^{\prime}=1
$$

To calculate the $P($ setup $)$ for the system, we want to determine the probability that a call that is accepted by the network uses a shared server. To calculate this $P$ (setup) value, we use the following formula.

$$
P(\text { setup })=\frac{P(\text { setup })^{\prime}}{P(\text { no_setup })+P(\text { setup })^{\prime}}
$$

We can then calculate the value of the objective function $F=\alpha P($ loss $)+(1-\alpha) P($ setup $)$. By using an exhaustive search method that examines all possible VP placements and capacity allocations, we are guaranteed to find the position and capacity assignment that minimizes this objective function.

### 3.5.3 Test Cases

We use the 10 test cases listed in Table B. 13 in Appendix B (Section B.4.1) to evaluate the performance of our expanded performance measure estimation method.

### 3.5.4 Results

An exhaustive search of all possible VP placement and capacity allocations was performed for each test case, using both our performance measure estimation method and simulation. Simulations were each run for $1,000,000$ calls. Confidence intervals for all values for $P$ (loss) and $P$ (setup) were calculated based on batches of 1,000 data points. All confidence intervals
were found to be very small. The results from the simulation were considered to be equally optimal if the difference in their objective function values was smaller than the largest of the confidence intervals (approximately 0.00001). For the results listed in Table 3.6, the optimal solution was defined to be the solution that minimized the objective function $F=0.5 P($ loss $)+0.5 P($ setup $)$.

| Test Case | Approximation | Simulation |
| :--- | :--- | :--- |
| 1 | VP: $0-3,5$ servers | VP: $0-3,5$ servers |
| 2 | VP: $3-4,2$ servers | VP: 3-4, 2 servers |
| 3 | VP: $0-4,5$ servers | VP: $0-4,5$ servers |
| 4 | VP: $0-2,3$ servers | VP: $0-2,3$ servers |
| 5 | VP: $1-4,2$ servers | VP: $1-4,2$ servers |
| 6 | VP: $0-2,2$ servers | VP: $2-4,2$ servers or VP: $0-2,2$ servers |
| 7 | VP: $2-3,3$ servers | VP: 2-3, 3 servers |
| 8 | VP: $0-1,3$ servers | VP: $0-1,3$ servers |
| 9 | VP: $0-4,3$ servers | VP: $0-4,3$ servers |
| 10 | VP: $3-7,3$ sevvers | VP: 3-7, 3 servers |

Table 3.6: Comparison of approximation method results and simulation results for the test cases in Table B. 13 .

In all test cases, both the optimal placement and capacity distribution found through simulation and the optimal placement and capacity distribution found using the theoretical approximation method are identical. In Test Case 6, the simulation found two optimal solutions (within 0.00001 of each other) however the theoretical method only found one of these solutions to be optimal. Clearly selecting the one solution found using the theoretical method would not adversely affect the network performance because it was found to be optimal through simulation as well. We conclude that the generalized performance measure approximation method is accurate. We have shown that the approximation method can be used in an algorithm to calculate performance measures that can then be used to find the
optimal placement and capacity allocation for a single VP.

### 3.5.5 Summary

We have extended the performance measure approximation method presented in Section 3.4 to apply to a more general class of line networks, in which a traffic stream exists between each node pair in the network. We then showed that the optimal placement and capacity allocation for a single VP can be accurately determined using our performance measure approximation method.

### 3.6 Summary of Base Case

We have considered several concepts that are key to solving the VPDBA problem. To avoid the complexity of solving a large Markov chain equivalent to the network system, we developed an efficient method for estimating the probability of a loss in a network with a given layout and traffic parameters. We propose a method of decomposing the original system into a sequence of subsystems, solving the subsystems, and then combining the results to approximate the results of the original system. Because the subsystems are not independent, we considered several approximations for approximating the overall loss probability in a network. We then showed that the performance measure approximation method can be used to determine the optimal capacity allocation for a simple line network, and extended our performance measure approximation method to apply to a more general class of networks. We have shown that the solutions obtained using this extended performance measure approximation method are equivalent to those obtained through simulation for all test cases considered. We conclude that our extended approximation method is accurate
and can be used in an algorithm to determine the optimal placement and capacity allocation for a single VP in a given network.

## Chapter 4

## Single Node Network Base Case

Before generating our model for the line network, we first consider a simple single node model containing multiple VPs. We show that an expanded version of our original approximation method (for a single node) provides accurate results for this new model.

### 4.1 Problem Formulation

We consider the following problem. A single node experiences arrivals from multiple VP streams as well as multiple non-VP streams. In general there are $i$ VP streams and $j$ nonVP streams that traverse the node. The node has a number of servers $K$ associated with it. $V_{a}$ of these servers are associated with the $a$-th VP passing through the node, $0 \leq a \leq i$. All other servers are shared and can be used by the non-VP traffic streams as well as by VP calls that cannot be handled by the VP servers due to insufficient bandwidth.

For a node with $i$ VP arrival streams, the Poisson arrival rate at each stream will be denoted $\lambda_{v p_{a}} \forall a, 1 \leq a \leq i$. Similarly the node will have associated with it $j$ non-VP arrival streams each with Poisson arrival rate $\lambda_{b} \forall b, 1 \leq b \leq j$. The average holding time of all calls, as usual, is denoted by $\mu$. This single node model is depicted in Figure 4.1.


Figure 4.1: The single node model.

### 4.2 Expanded Approximation Method

Our previous solution methods assumed that only a single VP existed in the network. In this single VP model, we could generate the statistics about the system by keeping track of the number of VP servers in use at each node and the number of shared servers in use at each node. Thus the Markov chain modeling the server usage at each node was simple and two dimensional.

However, as we expand our model to consider systems with multiple VPs, we notice that directly applying our previous approximation method complicates the Markov chain substantially. For a node with $i$ VPs traversing a node, we need to keep track of the number of VP servers of each type $a, 1 \leq a \leq i$. We also need to keep track of the number of shared servers in use at this node. Thus for a node with $i$ VP streams and $j$ non-VP streams the exact Markov chain model for this node will have $i+1$ dimensions. For $i>2$ it becomes very difficult to construct and work with a Markov chain of such dimension. Thus we need
to consider an extension of our earlier approximation method that does not involve such Markov chain complexity.

We use the following steps to approximate the overall performance measures $P($ loss $)$ and $P$ (setup) for the single node system.

1. Consider all $j$ of the non-VP arrival streams as a single arrival stream having an overall arrival rate of $\lambda=\sum_{b=1}^{j} \lambda_{b}$. Grouping these arrivals as a single stream has no impact on the model since all $j$ of these non-VP arrival streams only have access to the shared servers.
2. Break the model of the single node with $i$ VPs into $i$ systems each with one VP arrival stream and one non-VP arrival stream. Thus each single VP system can be modeled using a two dimensional Markov chain that can be easily solved. Solve each single VP system with VP arrival stream $\lambda_{v p_{a}}$ for $P^{v_{a}}$, the probability that the $V P_{a}$ servers are all busy.
3. For each single VP system, calculate a new non-VP arrival rate based on the probability that VP calls are lost at the other nodes. In other words, for the system containing $V P_{a}$, calculate the "true" non-VP arrival rate $s_{a}=\lambda+\sum_{\forall c, ~} c \neq a \quad \lambda_{v p_{c}} P^{v_{c}}$. This step is necessary because if we ignore the impact of the overflow calls from all of the VPs, we will be significantly under-estimating the arrival rate to the shared servers. This under-estimation could have a negative impact on the calculation of the system performance measures.
4. Re-solve each single VP system using $\lambda_{v p_{a}}$ as the arrival rate for the VP calls and $s_{\boldsymbol{a}}$ as the arrival rate for the non-VP calls. Again, this results in an easily-solved two
dimensional Markov chain. Solve the system for:
$P^{r_{a}}=$ the probability that all of the shared servers are busy in system $a$ $P^{r, v p_{a}}=$ the probability that all shared and $V P_{a}$ servers are busy in system $a$ $P^{v_{a}}=$ the probability that all $V P_{a}$ servers are busy in system $a$
5. Use the probabilities calculated in each system to calculate the approximate performance measures for the original system.

$$
\begin{aligned}
& P(\text { loss })=\frac{\lambda_{a=1}^{i} P^{r a}+\sum_{a=1}^{i} \lambda_{u p_{a}} P^{r, u p a}}{\lambda+\sum_{a=1}^{i} \lambda_{v p_{a}}} \\
& P(\text { no setup })=\frac{\sum_{a=1}^{i}\left(1-P^{v a} a \lambda_{u p_{a}}\right.}{\lambda+\sum_{a=1}^{i} \lambda_{u p_{a}}} \\
& P(\text { setup })^{\prime}=1-P(\text { loss })-P(\text { no setup }) \\
& P(\text { setup })=\frac{P(\text { setup })^{\prime}}{P(\text { setup })^{\prime}+P(\text { no setup })}
\end{aligned}
$$

### 4.3 Simulation

A next-event simulation was written to model this single node network. It was tested for validity and shown to be valid. The single node, multiple VP network simulation was run for various networks containing a single node and single VP stream. The resuiting performance measures were compared to the performance measures obtained using the multiple node, single VP network simulation for the same network test cases. The results matched in all test cases. In addition, the performance measures obtained by the single node, multiple VP network simulation were compared to those obtained through the equivalent Markov chain solution for networks containing a single VP. The results were very close in all test cases. Thus we conclude that our single node, multiple VP simulation is valid.

### 4.4 Test Cases

Ten test cases were used to compare the resulting performance measures found through the approximation method to those obtained by simulation. Each test case was a single node system containing between 2 and 10 VPs. The specifics of the input parameters for each test case are shown in Appendix C Table C.1.

### 4.5 Results

The results obtained by the performance measure approximation method and simulation are shown in Table 4.1. The confidence intervals reported in the tables were calculated using batches of 1,000 data points and represent a $95 \%$ level of confidence that the true mean lies within the indicated range. All simulations were run for 100,000 calls. In all test cases, the results found using the performance measure approximation method and those found through simulation were very close in value. On average, the values for $P$ (loss) had a percent difference of $2.0 \%$. The values for $P($ setup $)$ had a percent difference of $3.1 \%$. The values for $P$ (no setup) differed by $0.6 \%$. We note that even in the test cases resulting in the observed worst case behavior, the difference between the approximated performance measure and the simulated performance measure was approximately 0.05 , which is a relatively small difference. In addition, the test cases exhibiting the worst behavior were the test cases with parameters representing a heavy traffic load that is unlikely to occur in practice.

| p (loss) |  |  |  |  |
| :--- | :--- | :--- | :--- | :---: |
| test <br> case | approximation | simulation | percent <br> difference |  |
| 1 | 0.5947505421 | $0.590759+/-0.000125$ | 0.671129 |  |
| 2 | 0.6759527727 | $0.625322+/-0.000124$ | 7.490280 |  |
| 3 | 0.4265988939 | $0.421527+/-0.000117$ | 1.188910 |  |
| 4 | 0.5431407826 | $0.538770+/-0.000123$ | 0.804724 |  |
| 5 | 0.5006049809 | $0.494078+/-0.000130$ | 1.303820 |  |
| 6 | 0.4798931500 | $0.477005+/-0.000130$ | 0.601832 |  |
| 7 | 0.4995906333 | $0.496564+/-0.000140$ | 0.605823 |  |
| 8 | 0.5885366111 | $0.553998+/-0.000131$ | 5.868560 |  |
| 9 | 0.6469980714 | $0.644736+/-0.000106$ | 0.349626 |  |
| 10 | 0.5241362710 | $0.519302+/-0.000120$ | 0.922331 |  |
| average percent difference | 1.980704 |  |  |  |
| p (setup) |  |  |  |  |
| test | approximation | simulation |  |  |
| case |  |  |  |  |
| 1 | 0.2120798316 | $0.219488+/-0.000110$ | 3.375200 |  |
| 2 | 0.5885369684 | $0.644059+/-0.000127$ | 8.620640 |  |
| 3 | 0.1587503518 | $0.166129+/-0.000080$ | 4.441520 |  |
| 4 | 0.3222564558 | $0.328427+/-0.000116$ | 1.878820 |  |
| 5 | 0.3644481323 | $0.372348+/-0.000110$ | 2.121640 |  |
| 6 | 0.5888652966 | $0.591145+/-0.000103$ | 0.385642 |  |
| 7 | 0.6498103266 | $0.651764+/-0.000109$ | 0.299752 |  |
| 8 | 0.5218059769 | $0.531412+/-0.000131$ | 1.807640 |  |
| 9 | 0.2816716704 | $0.286201+/-0.000134$ | 1.582570 |  |
| 10 | 0.1257380549 | $0.134445+/-0.000089$ | 6.476210 |  |
| average percent difference | 3.098963 |  |  |  |


| p (no setup) |  |  |  |
| :--- | :--- | :--- | :--- |
| test <br> case | approximation | simulation | percent <br> difference |
| 1 | 0.3193042210 | $0.319417+/-0.000105$ | 0.0353078 |
| 2 | 0.1333334545 | $0.133363+/-0.000063$ | 0.0221542 |
| 3 | 0.4823734788 | $0.482372+/-0.000101$ | 0.0003066 |
| 4 | 0.3096333852 | $0.309749+/-0.000092$ | 0.0373253 |
| 5 | 0.3173914371 | $0.317543+/-0.000093$ | 0.0477299 |
| 6 | 0.2138339755 | $0.213828+/-0.000069$ | 0.0027945 |
| 7 | 0.1752381927 | $0.175314+/-0.000068$ | 0.0432409 |
| 8 | 0.1967593333 | $0.208991+/-0.000083$ | 5.8527200 |
| 9 | 0.2535712857 | $0.253587+/-0.000081$ | 0.0061968 |
| 10 | 0.4160295493 | $0.416070+/-0.000106$ | 0.0097221 |
| average percent difference |  |  | 0.605750 |

Table 4.1: The simulated and approximated results for the single node, multiple VP test cases.

### 4.6 Summary

We have expanded the previous approximation method to apply to single node systems containing multiple VPs. To simplify the calculations necessary for solution, we decompose the system containing $i$ VPs into $i$ subsystems each containing a single VP arrival stream. To improve the accuracy of our solution method, we calculate the probability of VP overflow from each stream, and then use these probabilities to estimate the actual arrival rate to the shared servers in each subsystem. We have compared the performance measures obtained by our solution method to those obtained through simulation. Our approximation method produces results very close to those obtained through simulation. We conclude that our approximation method is valid and effective for calculating performance measures in a single node, multiple VP network.

## Chapter 5

## Approximation Method for

## General Line Networks

We now consider a line network containing multiple nodes and multiple VPs. In order to quickly calculate performance measures for our generalized network model, we extend our previous performance measure approximation methods. Our expanded approximation method combines the method that we used to calculate performance measures in the line network containing multiple nodes and a single VP with the method used to calculate performance measures in the single node network containing multiple VP and non-VP arrival streams. We show that our expanded performance measure approximation method is accurate. We provide evidence that our approximation method can be used in an algorithm to determine an effective placement and bandwidth allocation to VPs within a network.

### 5.1 Problem Formulation

We consider a line network with multiple nodes and arrivals from multiple streams. Each node has a number of servers $K$ associated with it. We would like to determine the optimal
number of VPs for the nerwork. the optimal placement of VPs within the network, and thie notimal number of servers thar should be assigned to each VP. As before, servers not assigned to any VP are shared and can be used by both non-VP and $V P$ calls.

We assume that a single traffic stream exists between each source and each destination node. The Poisson arrival race of a stream from source node $s$ to destination node $d$ will be denoted $\lambda_{s d}$. An example of a this type of network model containing 5 nodes is depicted in Figure 5.1 below.


Figure 5.1: A $\overline{\text { a }}$ node network.

### 5.2 Expanded Approximation Method

Consider a network of $N$ nodes in which each node $v, 0 \leq v<N$, has some number $p_{v}$ VPs traversing it. Suppose that each node has $K$ servers associated with it. In order to solve for the performance measures in this network, we need to keep track of the number of servers $k_{q_{v}} 0 \leq k_{q_{v}} \leq K$ assigned to each VP $q_{v} 0 \leq q_{v}<p_{v}$ at each node $v 0 \leq v<N$. We also need to keep track of the number of shared servers $s_{v} 0 \leq s_{v} \leq K$ in use at each node. Thus for a node with $p_{v}$ VP streams and $w_{v}$ non-VP streams, the exact Markov chain model for this node is impractical because it has $p_{v}+1$ dimensions. So as we discussed in
the previous model, all non-VP streams can be considered jointly as a single stream. We now expand the previous solution methods to apply to a general multiple node, multiple VP line network.

Our approximation method uses the following steps to solve for the $P($ loss $)$ and $P(s e t u p)$ in a multiple node, multiple VP network.

1. Decompose the multi-node system with $N$ nodes into a series of $N$ single node systems. At each node $v$ the actual arrival rates will be approximated by thinning each stream using the $P$ (loss) for that stream at the previous node.

- The actual arrival rate $\lambda_{s, d_{v}}^{v p_{q}}$ for the $q^{t h}$ VP arrival stream from node $s$ to node $d$ at node $v$ where $0 \leq q<p_{v}$ is estimated using the following formula.

$$
\begin{aligned}
& \left(\lambda_{s, d_{v}}^{v p_{q}}\right)^{\prime}=\left(1-P\left(\text { loss }_{s, d_{v-1}}^{v p_{q}}\right)^{\prime}\right)\left(\lambda_{s, d_{v-1}}^{v p_{q}}\right)^{\prime} \forall v \geq 1 \\
& \left(\lambda_{s, d_{0}}^{v p_{q}}\right)^{\prime}=\lambda_{s, d_{0}}^{v p_{q}} \\
& P\left(\text { loss }_{s, d_{0}}^{v p_{q}}\right)^{\prime}=P\left(\text { loss }_{s, d_{0}}^{v p_{q}}\right)
\end{aligned}
$$

where $P\left(l o s s_{s, d_{v}}^{v p_{q}}\right)$ is the probability that the all of the servers assigned to the $q^{\text {th }}$ VP and all of the shared servers are busy at node $v$.

- The actual arrival rate $\lambda_{s, d_{v}}^{L}$ for a non-VP arrival stream from node $s$ to node $d$ at node $v$ is estimated using the following formulas.

$$
\begin{aligned}
& \left(\lambda_{s, d_{v}}^{L}\right)^{\prime}=\left(1-\left(P^{r_{v-1}}\right)\right)^{\prime}\left(\lambda_{s, d_{v-1}}^{L}\right)^{\prime} \forall v \geq 1 \\
& \left(\lambda_{s, d_{0}}^{L}\right)^{\prime}=\lambda_{s, d_{0}}^{L} \\
& \left(P^{r_{0}}\right)^{\prime}=P^{r_{0}}
\end{aligned}
$$

where $P^{r_{v}}$ is the probability that all of the shared servers are busy at node $v$.
2. Begin with the lowest numbered non-solved single node system. Solve for the loss
probability of each individual stream in this single node system using the following method.

- Suppose that the node under consideration has $w$ non-VP arrival streams. Consider all $w$ of the non-VP arrival streams as a single arrival stream having an overall arrival rate of $\lambda_{v}^{L^{\prime}}=\sum_{b=1}^{w} \lambda_{b_{v}}^{L \prime}$ where $\lambda_{b_{v}}^{L \prime}$ is the thinned arrival rate of each non-VP arrival stream as described above. Grouping these arrivals as a single stream has no impact on the model since all $w$ of these non-VP arrival streams only have access to the shared servers.
- Break the model of the single node with $p>1$ VPs into $p$ systems each with one VP arrival stream and one non-VP arrival stream. Number these systems $0 \ldots(p-1)$. The non-VP arrival stream in each single-VP system will be equal to the non-VP arrival stream in the single node, multiple VP system $\lambda_{v}^{L}$. Thus each single VP system can be modeied using a two dimensional Markov chain that can be easily solved. Solve each single VP system with VP arrival stream $\lambda_{v}^{\nu p_{q}{ }^{\prime}}$ for $P^{v_{q}}=$ the probability that the VP servers assigned to VP $q 0 \leq q<p_{v}$ are all busy. This probability will be used to estimate the true non-VP arrival rate for each single VP system.
- For each single VP system, calculate a new non-VP arrival rate based on the probability that VP calls are lost in the other single VP systems at this node. In other words, for the system containing $V P_{q}$, calculate the "true" non-VP arrival rate

$$
s_{q}=\lambda_{v}^{L^{\prime}}+\sum_{\forall c, c \neq q} \lambda_{v}^{v p_{c} \prime} P^{v_{c}}
$$

where $0 \leq c<p_{v}$. This step is necessary because if we ignore the impact of the overflow calls from all the other VPs at this node, we will be significantly underestimating the arrival rate to the shared servers.

- Re-solve each single VP system still using $\lambda_{v}^{u p_{q}{ }^{\prime}}$ as the arrival rate for the VP calls but now using $s_{q}$ as the arrival rate for the non-VP calls. Again, this results in an easily solved two dimensional Markov chain. Solve the system for:

$$
\begin{aligned}
& P_{v}^{r_{q}}=\text { probability that all of the shared servers are busy in system } q \\
& P_{v}^{r, v p_{q}}=\text { probability that all shared and } V P_{q} \text { servers are busy in system } q \\
& P_{v}^{v_{q}}=\text { probability that all } V P_{q} \text { servers are busy in system } q
\end{aligned}
$$

- The loss probabilities of each single VP system are then averaged to find the overall loss probability for non-VP arrival streams at the node $v$.

$$
P_{v}^{r}=\frac{\sum_{v_{q}} P_{v}^{r_{q}^{q}}}{P_{v}}
$$

3. After the system is solved at node $v$, the performance measures at that node are used to estimate the actual call arrival rate at node $(v+1)$. In this way, the actual arrival rates for each stream at each node are estimated based on the $P($ loss $)$ at the previous node.
4. After the probabilities have been calculated at each node, we use these results to calculate the approximate performance measures for the original system. First a weighted average of all of the $\lambda$ values for each particular source-destination pair is calculated.

$$
\Lambda_{s, d}=\frac{\sum_{i=s}^{d-1}\left(\left(\lambda_{j, d}^{i}\right)^{\prime}\right)^{2}}{\sum_{i=s}^{d-1}\left(\lambda_{j, d}^{i}\right)^{\prime}}
$$

$$
P(\text { loss })=\frac{\sum_{\forall i, j} \Lambda_{i,}^{\prime} P\left(\text { loss }_{i j}\right)}{\sum_{\forall i, j} \Lambda_{i j}^{\prime}}
$$

where $P\left(l o s s_{i j}\right)=P^{r_{i}}$ if $\lambda_{i j}$ is a non-VP stream
$=P^{r, v p_{a}}$ if $\lambda_{i j}$ is the $a^{t h}$ VP at the node and $i$ is the source node of the corresponding VP

$$
P(\text { no setup })=\frac{\sum_{n=1}^{p}\left(1-P^{v_{a}}\right) \Lambda_{y_{p n}}^{\prime}}{\sum_{\gamma i, j} \Lambda_{i, j}}
$$

where $\left(1-P^{v_{a}}\right)$ is the probability that all of the servers assigned to the $a^{t h}$ VP are busy at the source node of the VP.

$$
\begin{aligned}
& P(\text { setup })^{\prime}=1-P(\text { loss })-P(\text { no setup }) \\
& P(\text { setup })=\frac{P(\text { setup })^{\prime}}{P(\text { setup })^{\prime}+P(\text { no setup })}
\end{aligned}
$$

### 5.3 Using the Performance Measure Approximation Method

To show the validity of our approximation method, we compare the performance measures found using simulation to the performance measures found using our approximation method for various network test cases. In addition, we show that our approximation method can be used to find the optimal number and layout of VPs and optimal capacity allocation to VPs within a network. We present several network test cases and the corresponding optimal solutions found through exhaustive search of all simulation solutions as well as through exhaustive search of all solutions obtained through approximation. The details of these experiments are described in this section.

### 5.3.1 Validity of the Simulation

A next event simulation was written for the multiple node, multiple VP network. To verify the validity of our simulation, we considered several bases cases containing a single VP. The performance measures for the network were calculated using our new simulation. These results were compared to results obtained by running the same network using the previously verified simulation for the multiple node, single VP network. The performance measures matched in all test cases. We conclude that the simulation method is valid.

### 5.3.2 Validity of Performance Measure Approximation Method

In order to verify that the expanded approximation method produces results have the same level of accuracy as those obtained through simulation, several test cases were run. In these cases, a specific network layout was given. Then the performance measures for the network were calculated using our approximation method and by running the corresponding simulation. The resulting values of the equation

$$
F=\alpha P(\text { loss })+(1-\alpha) P(\text { setup })
$$

were then compared for each network test case.
The test cases are described in Appendix D Table D. 1 (Section D.1.1.1). All test cases contain between 5 and 10 nodes, 2 and 7 VPs and each node within each network has 3 to 10 servers associated with it. There are 10 network scenarios considered, each with unique parameters. Within each network scenario, the performance measures for 5 different VP layouts and capacity assignments were calculated. These test cases then form 10 groups with 5 layouts per group for a total of 50 test cases considered. For each group, the network parameters are given. The lambda values are listed in increasing $i, j$ or-
$\operatorname{der}\left(\lambda_{01}, \lambda_{02}, \ldots, \lambda_{12}, \lambda_{13}, \ldots\right)$. The VP layout for each test case is listed as $(S D-V)_{0}$, $(S D-V)_{1}, \ldots$ where $S$ is the source node of the VP, $D$ is the destination node of the VP and $V$ is the number of servers assigned to that VP. Any streams not listed in this layout are not assigned VP servers and only transmit information using the shared servers within the network.

The performance measure results are listed in Section D.1.1.2 of Appendix D Tables D.2, D. 3 and D.4. All simulation results were obtained by running each test case for 10,000 calls. Each simulation solution listed represents the mean of 500 data points with a $95 \%$ level of confidence. We note that all confidence intervals are very small and will be ignored hereafter. The percent difference between the simulated performance measure and approximated performance are listed in Table 5.1.

In all cases, the simulation and approximation results corresponded very closely with one another. The average percent difference observed was $9.5 \%$ for loss probabilities, $4.2 \%$ for setup probability and $6.7 \%$ for the probability that a setup does not occur. Table 5.2 shows the number of results that lie within a given percent difference range for each performance measure calculated. We observe that most of the approximated loss probabilities were less than $20 \%$ different from the simulated values. The percent differences for the setup probabilities were much smaller with most of the approximated values falling less than $5 \%$ different than the simulated values. The percent differences for the probability of no setup cost being incurred was also small in most cases with the majority of the approximated solutions having less than a $10 \%$ difference from the simulated solutions.

We note that in some cases, our approximation method performs much worse than the average case behavior. Particularly the loss probabilities calculated for test cases 10,36 and
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| TC | loss percent difference | setup percent difference | nosetup percent difference | TC | loss percent difference | setup percent difference | nosetup percent difference |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0.906915 | 1.7665 | 1.79302 | 26 | 1.54077 | 0.875373 | 8.86527 |
| 2 | 16.7492 | 8.75514 | 34.6914 | 27 | 3.61394 | 1.26576 | 3.34854 |
| 3 | 19.4097 | 7.47135 | 26.8381 | 28 | 2.59789 | 2.06589 | 0.499491 |
| 4 | 8.078400 | 3.16155 | 1.49655 | 29 | 4.18389 | 4.32667 | 0.397401 |
| 5 | 15.764000 | 47.411 | 5.10816 | 30 | 0.51494 | 1.15537 | 1.91084 |
| 6 | 18.0281 | 1.11418 | 1.93236 | 31 | 10.7074 | 2.14298 | 2.61875 |
| 7 | 19.7043 | 0.756051 | 2.48039 | 32 | 16.141 | 3.96701 | 7.01199 |
| 8 | 18.1140 | 0.684974 | 2.41963 | 33 | 8.20764 | 0.631104 | 0.209282 |
| 9 | 12.1374 | 1.00943 | 5.51082 | 34 | 7.42545 | 1.23672 | 2.71038 |
| 10 | 20.5236 | 1.91486 | 4.62471 | 35 | 16.2539 | 2.97237 | 6.51716 |
| 11 | 11.7854 | 1.3438 | 0.668521 | 36 | 20.6511 | 0.603225 | 0.826 |
| 12 | 11.2095 | 2.78064 | 3.39451 | 37 | 15.5685 | 0.985493 | 1.9724 |
| 13 | 1.40529 | 1.0908 | 1.15046 | 38 | 24.7158 | 1.46641 | 1.38424 |
| 14 | 2.08405 | 8.45171 | 8.24939 | 39 | 13.6341 | 1.86565 | 4.9354 |
| 15 | 16.3655 | 4.42288 | 7.352 | 40 | 17.8135 | 4.81993 | 16.1415 |
| 16 | 3.84745 | 2.46243 | 4.02201 | 41 | 4.77104 | 8.84431 | 19.2363 |
| 17 | 2.04618 | 0.3931 | 0.522315 | 42 | 9.4235 | 17.1961 | 35.4234 |
| 18 | 18.5193 | 2.19027 | 5.60588 | 43 | 5.63397 | 1.71012 | 1.29412 |
| 19 | 3.13829 | 3.94996 | 10.6006 | 44 | 8.36749 | 11.9389 | 19.895 |
| 20 | 7.38361 | 8.19146 | 6.61535 | 45 | 6.20177 | 3.53495 | 3.76311 |
| 21 | -12.6898 | 1.34306 | 6.16523 | 46 | 0.917468 | 3.29029 | 8.44586 |
| 22 | 5.09787 | 3.6932 | 7.17308 | 47 | 0.563805 | 2.24416 | 8.8131 |
| 23 | 6.72258 | 0.32182 | 2.83409 | 48 | 1.90346 | 1.56457 | 4.67725 |
| 24 | 0.70572 | 0.279624 | 1.11649 | 49 | 10.0496 | 13.9582 | 16.0561 |
| 25 | 6.02397 | 1.56295 | 3.66128 | 50 | 3.21397 | 0.32086 | 1.52562 |

Table 5.1: Difference in simulated and approximated loss, setup, and nosetup probabilities for test cases in Table D.1.

38 , setup probability for test case 42 , and probability of no setup for test cases 2,3 and 42 .
In the networks associated with these test cases, the traffic parameters indicate that the network is heavily loaded. For example in the first network (that corresponds to test cases 2 and 3), the network is heavily loaded by $\lambda_{03}=0.75, \lambda_{04}=4.0$ and $\lambda_{05}=5.0$. Such a heavily loaded situation is unlikely to occur in practice. Even in these extreme situations, out approximation method performs fairly accurately. The purpose of the approximation method is to provide an approximate value for the performance measures associated with

| Percent <br> Difference Range | Number of Losses | Number of Setups | Number of No Setups |
| :--- | :--- | :--- | :--- |
| $x<1 \%$ | 5 | 10 | 7 |
| $1 \leq x<5 \%$ | 12 | 31 | 22 |
| $5 \leq x<10 \%$ | 11 | 5 | 13 |
| $10 \leq x<15 \%$ | 7 | 2 | 1 |
| $15 \leq x<20 \%$ | 12 | 1 | 4 |
| $20 \leq x<25 \%$ | 3 | 0 | 0 |
| $25 \leq x<30 \%$ | 0 | 0 | 1 |
| $30 \leq x<40 \%$ | 0 | 0 | 2 |
| $40 \leq x<50 \%$ | 0 | 1 | 0 |

Table 5.2: Number of percent difference results for each statistic falling in the indicated ranges.
a particular network that can be used in an algorithm for solving the VPDBA problem. An average percent difference of $10 \%$ can be tolerated in such an application. We conclude that our approximation method is reasonably accurate and is appropriate for determining performance measures in multiple node, multiple VP networks.

### 5.3.3 VPDBA Solution Experiment

We now verify that our approximation method can be used effectively to find the optimal solution to the VPDBA problem for a specific network test case. We consider the optimal solution to be the solution that minimizes $F=\alpha P($ loss $)+(1-\alpha) P($ setup $)$ for the network. The optimal solution includes $V^{*}$ the number of VPs, $\wp^{*}$ the placement of the VPs, and $c^{*}$ the bandwidth allocation to the VPs.

In each test case, all possible solutions $\left(V^{*}, \wp^{*}, c^{*}\right)$ were enumerated. Then the performance measures were obtained for each possible solution using both simulation and the approximation method. The optimal solution in each case was the solution that minimized the overall network performance measure $F$ for an $\alpha$ value of 0.5 . This value of $\alpha$ was
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 chosen because it places equal emphasis on the $P$ (loss) and $P$ (setup).
### 5.3.3.1 Test Cases

We considered small networks with 5 nodes. Each node had 4-5 servers associated with it and each network had 10 arrival streams. While these networks test cases are small, the number of possible solution examined in the exhaustive search of all possible solutions for each network ranged from 13,000 to 52,000 . The specifics of the input parameters for each test case are shown in Appendix D Table D. 5 (Section D.1.2.1).

These test cases were designed to consider various network situations. In test case 1 , the first node in the network receives the majority of the traffic. The heavily loaded streams run the length of the network. In test case 2, the heavily loaded stream arrives in the middle of the network and the path followed is much shorter. In both test cases 1 and 2 , it is fairly obvious that the network will perform well when the streams that make significant contributions to the overall network load are assigned VP servers. However the optimal capacity assignment is not necessarily clear. In the third test case, no single stream is the obvious dominant source of incoming traffic. In this case, the optimal solution to the VP layout and capacity allocation problem is unclear to the user.

### 5.3.3.2 Results

Table 5.3 shows the optimal $F$ value and layout and capacity solution as determined by exhaustive search of the simulated network performance measures and the network performance measures approximated using our approximation method in each test case. The layout and capacity are expressed as $S D(V)$ where $S$ is the source node of the VP, $D$ is
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| $\begin{aligned} & \hline \text { test } \\ & \text { case } \end{aligned}$ | simulation optimal solution | simulation <br> $F$ value | approximation optimal solution | approximation $F$ value |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $\begin{aligned} & 5: 02(1), 03(2), 04(2), \\ & 23(1), 34(3) \end{aligned}$ | 0.206659 | $\begin{aligned} & 7: 01(1), 02(1), 03(2), \\ & 04(1), 14(1), 23(1), 34(3) \end{aligned}$ | 0.208561 |
| 2 | $\begin{aligned} & 6: 01(2) .02(2), 13(2) \\ & 23(1), 24(1), 34(3) \end{aligned}$ | 0.200047 | $\begin{aligned} & 6: 01(2), 02(2), 13(2), \\ & 23(1), 24(1), 34(3) \end{aligned}$ | 0.202435 |
| 3 | $\begin{aligned} & \text { 8: 01(2), 02(1), 03(1), } \\ & 12(1), 13(1), 23(1), \\ & 24(1), 34(3) \end{aligned}$ | 0.125871 | $\begin{aligned} & 8: 01(2), 02(1), 03(1) \\ & 12(1), 13(1), 23(1), \\ & 24(1), 34(3) \end{aligned}$ | 0.125289 |

Table 5.3: Resulting optimal number, placement and capacity for VPs in each network based on simulated values and approximated values.
the destination node of the VP and $V$ is the number of servers assigned to this VP. Tables $5.4,5.5$ and 5.6 give more detailed information about the solutions found for each test case. In Tables 5.4, 5.5 and 5.6 the number of equivalent solutions has been noted. This represents the number of solutions within $+/-0.025$ of the optimal $F$ value. We consider these essentially equivalent solutions to be equally optimal.

### 5.3.3.3 Conclusion

For each network test case, thousands of VP configurations were considered. In all test cases, the optimal solution found using our approximation method had an overall performance measure $F$ that was very close to the optimal $F$ value found through simulation. In test cases 2 and 3 , the solution found using the performance measure approximation method and the solution found through simulation were identical. In addition, the overall network performance measure $F$ calculated via simulation and approximation were extremely close $(+/-0.002338$ for test case 2 and $+/-0.000582$ for test case 3$)$ representing a $1.2 \%$ difference for test case 2 and $0.5 \%$ difference in test case 3 . In test case 1 , the layouts selected as

| test case 1 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| simulation |  |  |  | approximation method |  |  |
| number of vps | optimal solution | F value | number of equivalent | optimal solution | $F$ value | number of equivalent |
| 0 |  | 0.602758 | 1 |  | 0.649445 | 1 |
| 1 | 03(5) | 0.327057 | 1 | 03(5) | 0.331764 | 1 |
| 2 | 03(3), 04(2) | 0.251921 | 3 | 03(3), 04(2) | 0.273550 | 8 |
| 3 | $\begin{aligned} & 03(3), 04(2), \\ & 34(3) \end{aligned}$ | 0.213920 | 9 | $\begin{aligned} & 03(3), 04(2), \\ & 34(3) \end{aligned}$ | 0.228140 | 9 |
| 4 | $\begin{aligned} & 02(1), 03(2), \\ & 04(2), 34(3) \end{aligned}$ | 0.223457 | 23 | $\begin{aligned} & 02(1), 03(3), \\ & 04(1), 34(4) \end{aligned}$ | 0.226276 | 13 |
| 5 | $\begin{aligned} & 02(1), 03(2), \\ & 04(2), 23(1) \\ & 34(3) \end{aligned}$ | 0.206659 | 21 | $\begin{aligned} & 02(1), 03(3), \\ & 04(1), 23(1), \\ & 34(4) \end{aligned}$ | 0.208810 | 20 |
| 6 | $\begin{aligned} & 02(2), 03(2), \\ & 04(1), 23(1), \\ & 24(1), 34(3) \end{aligned}$ | 0.221936 | 63 | $\begin{aligned} & 02(2), 03(2), \\ & 04(1), 23(1), \\ & 24(1), 34(3) \end{aligned}$ | 0.221224 | 32 |
| 7 | $\begin{aligned} & 01(1), 02(1), \\ & 03(2), 04(1), \\ & 14(1), 23(1), \\ & 24(3) \end{aligned}$ | 0.210783 | 30 | $\begin{aligned} & 01(1), 02(1), \\ & 03(2), 04(1), \\ & 14(1), 23(1), \\ & 34(3) \end{aligned}$ | 0.208561 | 22 |
| 8 | $\begin{aligned} & 01(1), 02(1), \\ & 03(2), 04(1), \\ & 12(1), 23(1), \\ & 24(1), 34(3) \end{aligned}$ | 0.215937 | 5 | $\begin{aligned} & 01(1), 02(1), \\ & 03(2), 04(1) \\ & 12(1), 23(1) \\ & 24(1), 34(3) \end{aligned}$ | 0.214060 | 15 |
| 9 | $\begin{aligned} & 01(2), 02(1), \\ & 03(1), 04(1), \\ & 12(1), 14(1), \\ & 23(1), 24(1), \\ & 34(2) \end{aligned}$ | 0.246461 | 8 | $\begin{aligned} & 01(1), 02(1), \\ & 03(1), 04(1), \\ & 12(1), 14(1), \\ & 23(1), 24(1), \\ & 34(2) \end{aligned}$ | 0.219963 | 5 |

Table 5.4: Optimal VP layout and capacity for each possible number of VPs for the network in Test Case 1.
optimal via simulation and via our performance method had overall network performance measures ( $F$ values) with a $0.9 \%$ difference or $+/-0.025$ from each other. The approximated $F$ value for the optimal layout found through simulation (01(4), 12(2), 13(2), 23(2), 34(4)) was 0.215057 while the approximated $F$ value for the optimal layout found through

| test case 2 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| simulation |  |  |  | approximation method |  |  |
| number of vps | optimal solution | F value | number of equivalent | optimal solution | F value | number of equivalent |
| 0 |  | 0.603874 | - |  | 0.614286 | 1 |
| 1 | 04(4) | 0.478747 | 4 | 04(4) | 0.478726 | 3 |
| 2 | 01(4), 13(4) | 0.316777 | 3 | 01(3), 13(4) | 0.311112 | 3 |
| 3 | $\begin{aligned} & 01(4), 13(2), \\ & 24(2) \end{aligned}$ | 0.285116 | 20 | $\begin{aligned} & 01(3), 13(3), \\ & 24(1) \end{aligned}$ | 0.281117 | 21 |
| 4 | $\begin{aligned} & 01(2), 02(2), \\ & 13(2), 24(2) \end{aligned}$ | 0.257768 | 7 | $\begin{aligned} & 01(2), 02(2) \\ & 13(2), 24(2) \end{aligned}$ | 0.238121 | 12 |
| 5 | $\begin{aligned} & 01(2), 02(2), \\ & 13(2), 23(1), \\ & 24(1) \end{aligned}$ | 0.239428 | 18 | $\begin{aligned} & 01(2), 02(2), \\ & 13(2), 24(2), \\ & 34(2) \end{aligned}$ | 0.218600 | 33 |
| 6 | $\begin{aligned} & 01(2), 02(2), \\ & 13(2), 23(1), \\ & 24(1), 34(3) \end{aligned}$ | 0.200047 | 20 | $\begin{aligned} & 01(2), 02(2), \\ & 13(2), 23(1), \\ & 24(1), 34(3) \end{aligned}$ | 0.202435 | 25 |
| 7 | $\begin{aligned} & 01(2), 02(1), \\ & 03(1), 12(1), \\ & 13(1), 24(2), \\ & 34(2) \end{aligned}$ | 0.220909 | 30 | $\begin{aligned} & 01(2), 02(1), \\ & 03(1), 12(1), \\ & 13(1), 24(2), \\ & 34(2) \end{aligned}$ | 0.221853 | 32 |
| 8 | $\begin{aligned} & 01(2), 02(1), \\ & 03(1), 12(1), \\ & 13(1), 23(1), \\ & 24(1), 34(3) \end{aligned}$ | 0.206427 | 8 | $\begin{aligned} & 01(2), 02(1), \\ & 03(1), 12(1), \\ & 13(1), 23(1), \\ & 24(1), 34(3) \end{aligned}$ | 0.204837 | 10 |

Table 5.5: Optimal VP layout and capacity for each possible number of VPs for the network in Test Case 2.
approximation (01(1), 02(1), 03(2), 04(1), 14(1), 24(1), 34(3)) was 0.208561. The difference between these two approximated values is 0.006496 . We claim that the overall network performance in these two test cases is essentially the same and that the solutions can be considered equally optimal.

We also observe that in the intermediate layout and capacity results obtained for the test cases, many of the overall performance measures for specific numbers of VPs are very close to one another. In many cases the optimal layout and capacity assignment found
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| test case 3 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| simulation |  |  |  | approximation method |  |  |
| number of vps | optimal solution | F value | number of equivalent | optimal solution | F value | number of equivalent |
| 0 |  | 0.643511 | I |  | 0.528922 | 1 |
| 1 | 34(2) | 0.436760 | 4 | 34(2) | 0.440528 | 4 |
| 2 | 03(4), 34(4) | 0.367041 | 12 | 03(4), 34(4) | 0.366966 | 10 |
| 3 | $\begin{aligned} & 01(4), 13(4), \\ & 34(4) \end{aligned}$ | 0.267016 | 8 | $\begin{aligned} & 01(3), 13(4), \\ & 34(4) \end{aligned}$ | 0.264087 | 9 |
| 4 | $\begin{aligned} & 01(4), 13(2), \\ & 23(2), 34(4) \end{aligned}$ | 0.225085 | 61 | $\begin{aligned} & 01(3), 13(2), \\ & 23(2), 34(4) \end{aligned}$ | 0.219653 | 69 |
| 5 | $\begin{aligned} & 01(4), 12(2), \\ & 13(2), 23(2), \\ & 34(4) \end{aligned}$ | 0.174702 | 73 | $\begin{aligned} & 01(3), 12(3), \\ & 23(2), 24(2), \\ & 34(2) \end{aligned}$ | 0.168676 | 67 |
| 6 | $\begin{aligned} & 01(4), 12(3), \\ & 13(1), 23(2), \\ & 24(1), 34(2) \end{aligned}$ | 0.143855 | 47 | $\begin{aligned} & 01(3), 12(2), \\ & 13(1), 23(2), \\ & 24(1), 34(3) \end{aligned}$ | 0.135016 | 39 |
| 7 | $\begin{aligned} & 01(4), 12(2), \\ & 13(1), 14(1), \\ & 23(1), 24(1) \\ & 34(2) \end{aligned}$ | 0.140576 | 17 | $\begin{aligned} & 01(3), 12(2), \\ & 13(1), 14(1), \\ & 23(1), 24(1) \\ & 34(2) \end{aligned}$ | 0.135016 | 13 |
| 8 | $\begin{aligned} & 01(2), 02(1), \\ & 03(1), 12(1), \\ & 13(1), 233(1) \\ & 24(1), 34(3) \end{aligned}$ | 0.125871 | 6 | $\begin{aligned} & 01(2), 02(1), \\ & 03(1), 12(1), \\ & 13(1), 23(1), \\ & 24(1), 34(3) \end{aligned}$ | 0.125289 | 7 |

Table 5.6: Optimal VP layout and capacity for each possible number of VPs for the network in Test Case 3.
via simulation and our approximation method for a specific number of VPs within a given network were identical.

We conclude that our approximation method is valid and can be used to accurately evaluate network performance without using time-consuming simulation. Thus our performance measure approximation method is appropriate for use in a heuristic algorithm to determine the optimal placement of and capacity allocation to VPs with in a general line network.

### 5.4 Summary

We have expanded the previous approximation methods to apply to multiple node systems containing multiple VPs. Our approximation method produces results very close to those obtained through simulation. In addition, the optimal VPDBA solution identified through our approximation method and the optimal solution identified by simulation were identical in all test cases considered. We conclude that our approximation method is effective and can be used in an algorithm to determine the optimal solution to the VPDBA problem.

## Chapter 6

## Algorithm for the VPDBA

## Problem

We have shown that using shared bandwidth in a network containing VPs can provide many benefits. We have also developed a method for approximating network performance measures in a network containing shared bandwidth and have shown that our approximation method is accurate. We now present our heuristic algorithm for VP Distribution and Bandwidth Allocation that explicitly considers shared bandwidth. The goal of the algorithm is to find a good solution to the NP-Complete VPDBA problem including the placement of VPs and capacity allocation to VPs within the network.

The algorithm that we have developed uses a greedy strategy to quickly determine a good solution to the VPDBA problem for a given network and set of network parameters. Our algorithm guarantees that each VP layout produced will contain shared bandwidth. By using shared bandwidth, our algorithm produces solutions that provide improved performance in several respects when compared to the solutions produced by algorithms that do not consider shared bandwidth. Specifically, our algorithm produces VP layouts and capacity assignments that exhibit a degree of fairness not seen in VP layouts created with
previous VPDBA algorithms. Our algorithm guarantees that in the resulting network, no traffic stream will be completely denied service even if not allocated VP capacity. Using shared bandwidth, some losses are still possible for each VP and non-VP stream, however no stream will be forced to loose all of its traffic so that better service may be provided to other streams within the network. While providing improved fairness, our algorithm produces solutions with network-wide performance measures comparable to those produced by other algorithms.

We begin by summarizing previous algorithms for the VPDBA problem. Then we present our algorithm for the VPDBA problem. In this chapter, we restrict our network topology to be a simple line. Later, we will discuss extensions of our algorithm that apply to more general networks. We present several test cases and show that our algorithm produces results that are in many ways superior to those produced by the previously developed algorithms.

### 6.1 Previous VPDBA Algorithms

The problem of VPDBA has been studied previously in the literature and heuristic algorithms for VP distribution and capacity allocation have been presented $[34,18,17,1,16$, $7,8,40,29,4]$. However, previous studies have failed to explicitly consider the idea of shared bandwidth. In addition, the majority of these works consider network models and problem formulations that differ greatly from the model and problem formulation used in our approach. The algorithms presented in [17, 18, 1, 40, 29] use methods of combining existing VPs to form new VP layouts. These algorithms focus on network topology data
rather than performance measures. The work done by [34] and [8] explores the effect of parameters on network performance but does not present an algorithm for VP Distribution and Bandwidth Allocation.

We focus on the three previous algorithms that use models closely related to our network model. In these algorithms, VPs are assigned and then capacities are adjusted in an attempt to optimize some measure of network performance. However, in these algorithms there is no guarantee that every incoming traffic stream in the network will be allocated capacity on a VP. If five streams share a single link, the previous algorithms allow all of the capacity to be allocated to a few of the streams. Thus, some streams suffer complete loss of service in order to improve the performance of other streams within the network.

Before presenting our heuristic algorithm for VPDBA, we summarize these algorithms for solving the VPDBA problem in closely related network models. Later the resulting solution for these algorithms will be compared to the solution determined by our algorithm for several test cases.

### 6.1.1 Gain/Loss Ratio Method

Arvidsson [7] presents a greedy algorithm for VP Distribution and Bandwidth Allocation. A high, initially acceptable call loss level is assigned to each traffic stream. In [7] the initial loss levels are assigned to be 0.50 . In other words, half of the calls on each stream can be lost initially. This parameter value seems to be arbitrary as no justification or intuition is provided for the choice of initial loss level value. When running this algorithm, we used the value of 0.50 as the initial loss level.

After the initial loss levels have been assigned, the shortest path is calculated for each
source-destination pair within the network. Then each traffic stream is considered and the network performance gain achieved by adding one unit of capacity to the VP associated with the traffic stream is calculated. Similarly, the network performance loss achieved by adding one unit of capacity to the VP associated with the traffic stream is calculated. These performance measures are calculated using the Erlang B formula. After the gain and loss have been calculated for each traffic stream, the gain/loss ratio is calculated for each traffic stream. The traffic stream with the highest gain/loss ratio is selected to receive an additional unit of capacity. If there is no gain achieved by adding capacity to the VP associated with any stream then the algorithm determines whether the loss levels have been achieved. If they have not, then loss levels are reduced and the algorithm proceeds. If they have, then the algorithm terminates with the VP distribution and capacity assignment as the final solution. The pseudocode for this algorithm is shown in Appendix E.

### 6.1.2 Overall Blocking Rate Method

Cheng and Lin [16] present a greedy algorithm for the VPDBA problem. In their algorithm, all capacity is initially assigned to the one hop paths within the network. Thus initially, the traffic streams corresponding to these one hop paths are the only VPs within the network. All other traffic streams are completely lost since they do not have any capacity assigned to handle their calls.

As the algorithm proceeds, the capacity is adjusted by the following sequence of steps. First the current overall blocking rate is calculated using the Erlang B formula. Increasing the capacity allocated to each traffic source by one unit is considered. A new blocking rate is calculated assuming that one unit of capacity is added to the traffic source under
consideration and subtracted from each of the corresponding one hop routes on the same physical path. If the overall blocking rate is lowered by one or more of these new capacity assignments, then the assignment with the lowest overall blocking rate is selected as the new VP layout and capacity assignment and the algorithm continues to try to improve the layout and capacity assignment. If no new capacity assignment results in a lower blocking rate, then the algorithm terminates with the current layout and capacity assignment. The pseudocode for this algorithm is shown in Appendix E.

### 6.1.3 Blocking Drift Method

Aneroussis and Lazar [4] present a greedy algorithm for VP capacity assignment. Their algorithm does not address how the layout of the VPs should be chosen for a network. So that we may compare the performance of this algorithm with the other algorithms discussed as well as our own algorithm for VP distribution and capacity assignment, we add a step to the algorithm in which VPs are distributed. We assume that all streams are potentially VPs with assigned capacities of zero. Then we proceed to the capacity assignment adjustment algorithm presented by Aneroussis and Lazar.

The capacity assignment algorithm uses three phases. In the first phase, all sourcedestination pairs for which the blocking constraints are not satisfied are considered. For each of these source-destination pairs, the capacity for this traffic source is increased while holding the capacity of all other VPs constant. Then the blocking drift is calculated for the new capacity assignment. The blocking drift $D_{b}$ is defined to be

$$
D_{b}=\sum_{\forall w \in V, k \in K} \max \left(0, P_{w}^{k}-\beta_{w}^{k}\right)
$$

where $W$ is the set of all source-destination pairs, $K$ is the set of all traffic classes, $P_{w}^{k}$ is
the percentage of call attempts for traffic class $k$ for the source-destination pair $w$ that are denied service due to the unavailability of resources, and $\beta_{w}^{k}$ is the blocking constraint for traffic class $k$ from source-destination pair $w$. The blocking probability is calculated using the Erlang B formula. If one of the new assignments results in a lower blocking drift, then the assignment with the lowest blocking drift is selected as the new capacity assignment.

In the second phase, signaling violations are considered. Our model does not consider signaling violations. Therefore, we ignore this phase of the algorithm and assume that no signaling constraints are violated. Phase one and two are repeated until no blocking violations or signaling violations are incurred.

After all blocking violations and signaling violations are satisfied, then the algorithm proceeds to phase three that attempts to further optimize the VP capacity assignment. In this phase, the network throughput is calculated for each source-destination pair using the Erlang B formula. Then the network revenue is calculated. Network revenue is sum of the network throughput for each source-destination pair multiplied by the revenue obtained by accepting one call from this source-destination pair. In our experiments, we assume that each traffic source produces equal network revenue. Every VP whose capacity can be increased by one unit is considered. The new network revenue is calculated for each of these new capacity assignments. If none of the new capacity assignments results in a higher network revenue, then the algorithm terminates, otherwise the capacity assignment with the highest revenue is selected as the new network layout and capacity assignment and phase three is repeated. The pseudocode for this algorithm is presented in Appendix E.

### 6.2 VPDBA Algorithm with Bandwidth Sharing

We present our algorithm, compare the performance of our algorithm with the optimal solution found by exhaustive search of the solution space for several networks, present test cases used to compare our algorithm to the other algorithms discussed in this chapter, and compare the results of our algorithm to the results produced by other algorithms.

### 6.2.1 Our Algorithm

We use a greedy strategy to distribute VPs and assign capacity to them while ensuring that the resulting network contains shared bandwidth. As an initial step, we force one unit of bandwidth to remain unreserved or shared within the network. Additional units of bandwidth may be shared as determined by our bandwidth allocation process. By forcing this shared bandwidth to remain unreserved within the network, we provide a degree of fairness to all traffic sources within the network. It is never the case that all network capacity on a particular link is assigned completely to one or more VPs. In this way, our algorithm allocates capacity to VPs but does not force the loss of all incoming non-VP traffic. The presence of shared bandwidth also provides greater network flexibility and reduces the need for re-distributing capacity when traffic patterns change in the network.

After the single unit of shared bandwidth is set aside, the algorithm begins to determine the VP distribution and capacity allocation. At each step of the algorithm, the stream that contributes the most significantly to overall call loss probability experienced by the network is given one additional unit of reserved VP capacity. Our algorithm continues to assign capacity in this fashion until all capacity available for VPs has been distributed or until the
network performance ceases to improve with the addition of capacity to any VP. Pseudocode for this algorithm is shown below.

1. Calculate the current overall network performance using out network performance measure approximation method. The overall network performance is defined to be $F=\alpha P($ lo.ss $)+(1-\alpha) P($ setup $)$
2. On each link in the network, one unit of capacity is set aside. This capacity is guaranteed to be shared bandwidth.
3. While there is capacity remaining that has not been allocated (either to a VP or in step 2 above) and the network performance is improving
(a) Consider all traffic sources that can have an increased amount of capacity allocated to them. Calculate the amount of traffic currently lost from each of these streams.
(b) Select the traffic stream that has the highest amount of traffic loss associated with it. The VP capacity of the selected stream is increased by one unit.
(c) The network performance $F$ is re-calculated
(d) If the network performance of the new VP layout and capacity assignment has not improved when compared to the previous network performance, then return to the previous VP layout and capacity assignment and stop, otherwise continue to try to improve network performance.

### 6.3 Our Algorithm vs. Exhaustive Search

We considered three network test cases for which an exhaustive search method was used to calculate the optimal VP layout and capacity allocation. For each of these test cases, we ran our algorithm and compared the resulting VP layout and capacity allocation to that found by the exhaustive search. We present the layout and capacity assignment as well as the overall network performance for each test case using each solution method. The test cases are shown in the Appendix D in Table D.5.

The resulting layout and capacity allocation and corresponding network performance value for each of the three test cases is shown in Table 6.1. In all test cases considered, the performance measure for the resulting layout and capacity allocation produced by our algorithm are within 0.15 of the performance measures for the true optimal solution as found by exhaustive search.

| test case | exhaustive search layout | network performance $\alpha=0.5$ | our algorithm layout | network performance $\alpha=0.5$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 01(1),02(1),03(2) | 0.208561 | 03(3), 04(1), 34(3) | 0.286351 |
|  | 04(1), 14(1), 23(1), 34(3) |  |  |  |
| 2 | 01(2), 02(2), 13(2), | 0.202435 | $\begin{aligned} & 01(1), 02(1), 03(1), \\ & 13(1), 24(1) \end{aligned}$ | 0.340908 |
|  | 23(1), 24(1), 34(3) |  |  |  |
| 3 | 01(2), 02(1), 03(1) | 0.125289 | $\begin{aligned} & 12(1), 13(1), 23(1) \\ & 24(1), 34(2) \end{aligned}$ | 0.263817 |
|  | $\begin{aligned} & 12(1), 13(1), 23(1) \\ & 24(1), 34(3) \end{aligned}$ |  |  |  |

Table 6.1: The resulting layout and capacity assignment as produced by our algorithm and exhaustive search.

Our algorithm always produces a VPDBA solution that includes shared bandwidth. Because of this fact, the probability of call setup will never be zero for our algorithm. Therefore, when the network performance is calculated, our network will always have a probability of
call setup that contributes to the final network statistic, while this is not necessarily true of the optimal solution found through exhaustive search. In the test cases considered, the VPDBA solution found through exhaustive search contained no shared bandwidth. Thus none of the accepted calls incurred a call setup cost. So the probability of a call setup was zero for these optimal solutions. As such, we would expect the overall network performance of the VPDBA solutions produced by our algorithm to be higher than those found through exhaustive search. Table 6.2 shows the loss probability and setup probability for each of the solutions described in the table above. As a result of including shared bandwidth in our solution, we have some traffic that incurs a setup cost and contributes to the final network performance. We expect our algorithm to perform fairly well, but recognize that it will not always be capable of producing solutions with overall network performance measures that mimic the optimal because our algorithm includes shared bandwidth. The shared bandwidth helps ensure that no single traffic stream will be completely denied service in order to improve the performance for other streams. We conclude that our algorithm produces fairly good VP layouts and capacity assignments.

| Network | Algorithm | Loss | Setup |
| :--- | :--- | :--- | :--- |
| 1 | Anewalt | 0.343228 | 0.229474 |
| 1 | Exhaustive Search | 0.430113 | 0 |
| 2 | Anewalt | 0.327516 | 0.354300 |
| 2 | Exhaustive Search | 0.404870 | 0 |
| 3 | Anewalt | 0.145929 | 0.381000 |
| 3 | Exhaustive Search | 0.250578 | 0 |

Table 6.2: The Loss and Setup Probabilities for our algorithm and exhaustive search.

### 6.4 Comparing Our Algorithm to Previous Algorithms

We have shown that our algorithm produces results that compare favorably with the solutions found through exhaustive search. We now present 10 test cases and use our algorithm as well as the other algorithms discussed to produce a VP layout and capacity assignment for each test case. Then we calculate network performance measures including the loss probability, setup probability, fraction of traffic handled and the fraction of streams handled for each resulting VP layout and capacity assignment. We show that our algorithm produces VPDBA solutions that provide superior network performance in some respects without sacrificing overall network performance.

### 6.4.1 Performance Measures

To compare the performance of the VP layout and capacity assignments produced by our algorithm to those produced by the previously studied algorithms, we use several performance measures. We compare the overall network performance $F=\alpha P($ loss $)+(1-\alpha) P($ setup $)$ using a range of $\alpha$ values. In addition, we individually compare the loss probability and setup up probability for each layout. We also identify the number of traffic streams that are able to transmit some information as a fraction of the total number of streams in the network. Finally, we look at the fraction of the total traffic carried in each case. This is the sum of the estimated amount of each traffic source carried divided by the sum of the total amount of traffic offered to the network. Our performance measure approximation method is used to calculate these performance measures.

### 6.4.2 Assumptions

We restrict our attention to line networks at this time.
The algorithm proposed by Arvidsson assigns initially acceptable loss levels as the first step in the algorithm. In their paper a value of 0.50 is used for all traffic. We use the same parameter value as no intuition or reason for selecting this value is given.

The algorithm presented by Aneroussis and Lazar only considers capacity assignment and assumes that the location of VPs has been previously established. In order to compare the performance of their algorithm to our algorithm, we assume that each traffic source is assigned a VP with an initial capacity of zero. Then we use their capacity assignment algorithm to adjust these capacities. In this algorithm, a maximum blocking probability is initially assigned to each traffic source. No intuition is given for choosing a good value for this quantity. We assume that the maximum blocking probability is 0 for all traffic streams to try to produce the best possible layout. This algorithm also uses a revenue value for each traffic source. We assume that all traffic sources produce equal revenue and use a value of one in for the revenue for all traffic sources.

### 6.4.3 Test Cases

A set of ten test cases are considered in this experiment. Each test case contains between 4 and 6 nodes and between 3 and 5 servers on each link. The $\lambda$ values for each test case are listed in Appendix E Table E.1 (Section E.2.1).

In order to present a full range of network parameter values, the test cases were considered with a network load parameter $\gamma$. The value $\gamma$ varied between 0.1 and 10.0 . For $\gamma$ values between 0.1 and 1.0, the values varied by a step size of 0.1 . For $\gamma$ values greater
than 1.0 , the values varied by a step size of 1.0 . This allowed a more in depth study of the algorithms' performance for lightly loaded networks and heavily loaded networks.

### 6.4.4 Results

Each of the four algorithms was run for each test case. The value of $\alpha$ was varied over the range of possible values $0 \leq \alpha \leq 1.0$. The load of the network $\gamma$ was varied over a range of possible values $0 \leq \gamma \leq 10.0$. After the VP layout and capacity assignment was determined by each algorithm, the network performance measures were calculated for each network. We calculate the network performance measures, overall network performance, probability of loss, probability of setup, fraction of traffic handled, and fraction of the streams handled for each solution. Our performance measure approximation method was used to produce estimates of the loss probability, setup probability, overall network performance and fraction of traffic carried for each network.

The calculated performance measures for a single test case are shown in Figures 6.1, 6.2, 6.3 and 6.4 Similar results were obtained for other test cases and are shown in Section E.2.2 of Appendix E .

In figure 6.1, we see that our algorithm provides a lower loss probability for all $\gamma$ values less than 2.0. For a $\gamma$ value of 0.1 , the loss probability for our algorithm is 0.014 compared to the loss probabilities of $0.297,0.411,0.744$ for the other algorithms). For $\gamma$ values greater than 2.0 , our algorithm performs comparably to the best of the other algorithms.

In figure 6.2, we see that our algorithm produces networks that have a higher resulting probability of call setup. However, the call setup probability for the networks produced by our algorithm is still significantly lower than the setup probability for networks that do


Figure 6.1: Comparing the Probability of Loss for the layout produced from our algorithm and the layouts produced from the three other algorithms.
not contain VPs. The other algorithms only carry traffic on VPs - all traffic that is not assigned to a VP is lost. As a result their call setup probability is always essentially 0 . Our algorithm only services a portion of traffic on VPs. This increases the probability of call setup, but also increases the number of streams handled by the network.

In figure 6.3, we see that the fraction of traffic carried by the network produced by our algorithm is much higher than the fraction of traffic carried by the networks produced by


Figure 6.2: Comparing the Probability of Setup for the layout produced from our algorithm and the layouts produced from the three other algorithms.
the other algorithms for $\gamma$ values less than 2.0. It is highly undesirable for networks to provide no service to a large amount of the traffic offered to the network. For $\gamma$ values less than 2.0, our algorithm produces networks that handle greater than or equal to $20 \%$ more of the offered traffic than the networks produced by the other algorithms considered. Thus the network produced by our algorithm provides a more desirable level of service to the network traffic.


Figure 6.3: Comparing the Fraction of Traffic handled by the layout produced from our algorithm and the layouts produced from the three other algorithms.

The fraction of streams handled by the network is shown in Figure 6.4. The fraction of streams handled by the network is not affected by the value of $\alpha$. In addition, the value of the parameter is not greatly affected by the $\gamma$ parameter. The fraction of streams handled is almost constant through the entire range of $\alpha$ and $\gamma$ values with only slight variances.

The fraction of streams handled is always higher for networks produced by our algorithm. Our algorithm guarantees that $100 \%$ of the traffic streams will receive some level of service.


Figure 6.4: Comparing the Fraction of Streams handled by the layout produced from our algorithm and the layouts produced from the three other algorithms.

None of the other algorithms for the VPDBA problem provide this type of guarantee. In many cases, this guarantee produces significant effects on the traffic dynamics. For example in the test case results shown, our algorithm produces a network with $100 \%$ of the streams handled. However the other algorithms produce networks in which $40 \%, 30 \%$, $50 \%$ (approximately) of the traffic is handled. Clearly a VP layout that is only capable of handling calls from $50 \%$ or less of the traffic streams offered to the network is undesirable. In this way our algorithm produces solutions to the VPDBA problem that offer significant network benefits. Our algorithm guarantees that all streams will receive some level of service. No stream is completely denied service in order to improve the service given to
other streams.
The other test cases produced similar results. Our algorithm produces results that have the same or lower loss probabilities as the other algorithms. Our algorithm always produces VPDBA results that have higher setup probabilities since some traffic will be handled without VPs. Our algorithm handled more traffic and a much larger fraction of traffic streams in all test cases. These results are shown in Appendix E Section E.2.2.

### 6.5 Summary

We have shown earlier that shared bandwidth can provide many benefits within a VP network. We developed a performance measure approximation method for networks containing shared bandwidth. We have presented an algorithm for VP Distribution and Bandwidth Allocation that explicitly considers shared bandwidth. The algorithm ensures that the resulting VP layout and capacity assignment will contain some shared bandwidth. Thus total loss of non-VP streams is avoided. Our algorithm is simple and efficient. It uses a greedy strategy to select the best stream to add more VP capacity at each iteration of the algorithm. Our algorithm halts when the network performance ceases to improve when more VP capacity is added. In this way, all capacity is not assigned to VPs if it does not help to improve network performance. Rather we keep as much of the bandwidth shared as possible.

We have compared the network performance of the VP layouts and capacities produced by our algorithm to those produced by the other algorithms and have shown that our algorithm produces VPDBA solutions that provide $100 \%$ of the offered traffic streams with
some level of service. We have shown that solutions determined by our algorithm provide service to a greater amount of the offered traffic than solutions determined by the previous algorithms, resulting in a greater level of fairness in the resulting network. In addition, the resulting network can more easily adapt to changing traffic patterns by reducing the need for re-configuring the network over time. In addition to providing this increased level of fairness, our algorithm produces networks with loss probabilities and setup probabilities that are comparable to those produced by previous algorithms.

## Chapter 7

## The General Network

We now show that our greedy algorithm can be used in a network with a general topology to produce results similar to those produced for the line network.

### 7.1 VPDBA Algorithm with Bandwidth Sharing for a General Network

### 7.1.1 Our Algorithm for a General Network

Bèfore beginning the VPDBA process, we find the shortest path for each traffic stream using Dijkstra's algorithm. We assume that this shortest path will always be used for the purposes of our algorithm and performance approximation calculations. We then use a greedy strategy to distribute VPs and assign capacity to the links while ensuring that the resulting network contains shared bandwidth. As in the line case, we force one unit of bandwidth to remain unreserved or shared within the network; additional units of bandwidth may be shared as determined by our bandwidth allocation process.

After the single unit of shared bandwidth is set aside, the algorithm begins to determine the VP distribution and capacity allocation. At each step of the algorithm, the stream that
contributes the most significantly to overall call loss probability experienced by the network is given one additional unit of reserved VP capacity. Our algorithm continues to assign capacity in this fashion until all capacity available for VPs has been distributed or until the network performance ceases to improve with the addition of capacity to the VP under consideration. Pseudocode for this algorithm is shown below.

1. Determine the shortest path associated with each traffic stream.
2. Calculate the current overall network performance using out network performance measure approximation method. The overall network performance is defined to be $F=\alpha P($ loss $)+(1-\alpha) P($ setup $)$
3. On each link in the network, one unit of capacity is set aside. This capacity is guaranteed to be shared bandwidth.
4. While there is capacity remaining that has not been allocated (either to a VP or in step 2 above) and the network performance is improving
(a) Consider all traffic sources that can have an increased amount of capacity allocated to them. Calculate the amount of traffic currently lost from each of these streams.
(b) Select the traffic stream that has the highest amount of traffic loss associated with it. The VP capacity of the selected stream is increased by one unit.
(c) The network performance $F$ is re-calculated
(d) If the network performance of the new VP layout and capacity assignment has not improved when compared to the previous network performance, then return
to the previous VP layout and capacity assignment and stop, otherwise continue to try to improve network performance.

In order to calculate the performance of the general network quickly, we use a modification to the performance measure approximation used in the line networks previously considered. In our modified approach, we consider one traffic stream at a time. For each stream considered, we create a sub-network associated with the stream from the general network. The sub-network for each traffic stream has a line topology and contains all the nodes associated with the path of that stream and all of the traffic within the network that passes through the nodes associated with the stream. We then find the performance measures for the stream using the performance approximation methods detailed in Section 5.2 applied to the line network associated with the stream under consideration. The loss probability and setup probability associated with the stream of consideration are recorded and then the next stream in the general network is considered. After the individual performance of each stream is calculated, these measures are combined into an overall network performance measure using the formulas given in Section 5.2.

$$
\begin{aligned}
& P(\text { loss })=\frac{\sum_{v i, j} \Lambda_{i j}^{\prime} P\left(\text { loss }_{i j}\right)}{\sum_{\forall i, j} \Lambda_{i j}^{\prime}} \\
& P(\text { no setup })=\frac{\sum_{a=1}^{p}\left(1-P^{v_{a}}\right) \Lambda_{u p a}^{\prime}}{\sum_{\forall i, j} \Lambda_{i, j}^{\prime}} \\
& P(\text { setup })^{\prime}=1-P(\text { loss })-P(\text { no setup }) \\
& P(\text { setup })=\frac{P(\text { setup })^{\prime}}{P(\text { setup })^{\prime}+P(\text { no setup })}
\end{aligned}
$$

The overall network loss probability and setup probability are used to calculate the overall network performance for the general network under consideration using the formula

$$
F=\alpha P(\text { loss })+(1-\alpha) P(\text { setup })
$$

### 7.2 Evaluating Algorithm Performance

We evaluate the performance of our algorithm by comparing the performance results of general networks with VPDBA solutions determined by our algorithm to the performance of the same networks without VP assignments. In addition to overall network performance, we compare the loss probability and setup probability for each layout.

### 7.2.1 Assumptions

We assume that all links within the network are bi-directional and that the same amount of capacity has been allocated to the link in each direction. Thus if the link between node 0 and node 1 has 10 units of capacity, we assume that 5 units are used for traffic from node 0 to node 1 and 5 units are used for traffic from node 1 to node 0 .

### 7.2.2 Test Cases

Three network topologies were considered. Each Test Case represents a unique topology. Several traffic distributions were considered for each network topology. Connectivity and arrival rates were selected at random. Tables showing the connectivity and arrival rates for each network can be found in Appendix F Table F.l (Section F.1.1).

### 7.2.3 Results

Our algorithm was run for each network test case and traffic distribution. A VP layout and capacity assignment was determined by the algorithm and the network performance measures were calculated for each network. For each network test case, we compare the approximated performance measures for the network with no VP assignments to the ap-
proximated performance measures for the network with the VPDBA determined by our algorithm. The comparisons are shown in the following tables. For each test case and traffic distribution, we show the resulting performance measures using a variety of $\alpha$ values. In addition, we highlight the improvement in network performance for the $\alpha$ value of 0.6 . This value was chosen as a moderate value of $\alpha$ that does not overwhelmingly favor loss or setup probability. For the highlighted performance measures, we show the difference between the performance measures for a network with no VPs and the performance measures for the network with the VPDBA solution found using our algorithm. The actual VPDBA determined by our algorithm for each test case for all values of $\alpha$ are shown in Appendix $F$ Section F.1.2.2.

| Test Case 1 - Traffic Distribution 1 |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  | no VP | VPDBA algorithm result |
| alpha | loss <br> probability | setup <br> probability <br> ance | overall <br> perform- | loss <br> probability | setup <br> probability | overall <br> perform- <br> ance |  |  |  |
| 0.1 | 0.490016 | 1.0 | 0.9490016 | 0.433869 | 0.272687 | 0.288805 |  |  |  |
| 0.4 | 0.490016 | 1.0 | 0.7960064 | 0.433869 | 0.272687 | 0.337160 |  |  |  |
| 0.6 | 0.490016 | 1.0 | 0.6940096 | 0.433869 | 0.272687 | 0.369396 |  |  |  |
| 0.9 | 0.490016 | 1.0 | 0.5410144 | 0.480098 | 0.793688 | 0.511457 |  |  |  |


| Test Case 1 - Traffic Distribution 1-Alpha $=0.6$ |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: |
|  | no VP | VPDBA algorithm | difference | percent <br> difference |  |
| loss: | 0.490016 | 0.433869 | 0.056147 | 11.4582 |  |
| setup: | 1.0 | 0.272687 | 0.727313 | 72.7313 |  |
| performance: | 0.6940096 | 0.369396 | 0.324614 | 46.7736 |  |


| Test Case 1 - Traffic Distribution 2 |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: | :---: |
| no VP |  |  |  |  |  |  |  | VPDBA algorithm result |
| alpha | loss |  |  |  |  |  |  |  |
| probability | setup <br> probability <br> ance | overall <br> perform- | loss <br> probability | setup <br> probability | overall <br> perform- <br> ance |  |  |  |
| 0.1 | 0.370847 | 1.0 | 0.9370847 | 0.327637 | 0.262876 | 0.269352 |  |  |
| 0.4 | 0.370847 | 1.0 | 0.7483388 | 0.327637 | 0.262876 | 0.292666 |  |  |
| 0.6 | 0.370847 | 1.0 | 0.6225082 | 0.323947 | 0.267227 | 0.301259 |  |  |
| 0.9 | 0.370847 | 1.0 | 0.4337623 | 0.323744 | 0.738935 | 0.365263 |  |  |


| Test Case 1-Traffic Distribution 2 - Alpha $=0.6$ |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: | :---: |
|  | no VP | VPDBA algorithm | difference | percent <br> difference |  |  |
| loss: | 0.370847 | 0.323947 | 0.046900 | 12.6467 |  |  |
| setup: | 1.0 | 0.267227 | 0.732773 | 73.2773 |  |  |
| network performance: | 0.6225082 | 0.301259 | 0.321249 | 51.6056 |  |  |


| Test Case 2 Traffic Distribution 1 |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  | no VP | VPDBA algorithm resuit |  |  |  |  |  |
| alpha | loss <br> probability | setup <br> probability <br> ance | overall <br> perform- | loss <br> probability | setup <br> probability | overall <br> perform- <br> ance |  |
| 0.1 | 0.0476037 | 1.0 | 0.904760 | 0.0887154 | 0.134103 | 0.129564 |  |
| 0.4 | 0.0476037 | 1.0 | 0.619041 | 0.0887154 | 0.134103 | 0.115948 |  |
| 0.6 | 0.0476037 | 1.0 | 0.428562 | 0.0887154 | 0.134103 | 0.106870 |  |
| 0.9 | 0.0476037 | 1.0 | 0.142843 | 0.0542722 | 0.755723 | 0.124417 |  |


| Test Case 2-Traffic Distribution 1 - Alpha $=0.6$ |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: |
|  | no VP | VPDBA algorithm | difference | percent <br> difference |  |
| loss: | 0.0476037 | 0.0887154 | 0.041112 | 46.3411 |  |
| setup: | 1.0 | 0.134103 | 0.865894 | 86.5894 |  |
| network performance: | 0.428562 | 0.106870 | 0.321692 | 75.0631 |  |


| Test Case 2-Traffic Distribution 2 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | no VP |  |  | VPDBA algorithm result |  |  |
| alpha | loss probability | setup probability ance | overall perform- | loss probability | setup probability | overall performance |
| 0.1 | 0.297206 | 1.0 | 0.9297206 | 0.270126 | 0.238546 | 0.241704 |
| 0.4 | 0.297206 | 1.0 | 0.7188824 | 0.270126 | 0.238546 | 0.251178 |
| 0.6 | 0.297206 | 1.0 | 0.5783236 | 0.270126 | 0.238546 | 0.257494 |
| 0.9 | 0.297206 | 1.0 | 0.3674854 | 0.294774 | 0.960976 | 0.361394 |


| Test Case 2-Traffic Distribution 2 - Alpha $=0.6$ |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: |
|  | no VP | VPDBA algorithm | difference | percent <br> difference |  |
| loss: | 0.297206 | 0.270126 | 0.02708 | 9.1115 |  |
| setup: | 1.0 | 0.238546 | 0.761454 | 76.1454 |  |
| network performance: | 0.5783236 | 0.257494 | 0.320830 | 55.4758 |  |


| Test Case 3-Traffic Distribution 1 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | no VP |  |  | VPDBA algorithm result |  |  |
| alpha | loss probability | setup <br> probability <br> ance | overall perform- | loss probability | setup <br> probability | overall performance |
| 0.1 | 0.426907 | 1.0 | 0.9426907 | 0.445535 | 0.340384 | 0.350899 |
| 0.4 | 0.426907 | 1.0 | 0.7707628 | 0.443863 | 0.365446 | 0.396813 |
| 0.6 | 0.426907 | 1.0 | 0.6561442 | 0.443863 | 0.365446 | 0.412496 |
| 0.9 | 0.426907 | 1.0 | 0.4842163 | 0.399459 | 0.864811 | 0.445994 |


| Test Case 3-Traffic Distribution 1-Alpha $=0.6$ |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | no VP | VPDBA algorithm | difference | percent <br> difference |
| loss: | 0.426907 | 0.443863 | 0.016956 | 3.820097 |
| setup: | 1.0 | 0.365446 | 0.634554 | 63.4554 |
| network performance: | 0.6561442 | 0.412496 | 0.243648 | 37.13333 |


| Test Case 3-Traffic Distribution 2 |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | no VP |  |  | VPDBA algorithm result |  |  |
| alpha | loss probability | setup <br> probability <br> ance | overall perform- | loss probability | setup probability | overall performance |
| 0.1 | 0.002301 | 1.0 | 0.902301 | 0.0665417 | 0.226174 | 0.210211 |
| 0.4 | 0.002301 | 1.0 | 0.600920 | 0.0636039 | 0.233324 | 0.165436 |
| 0.6 | 0.002301 | 1.0 | 0.401381 | 0.0286559 | 0.48189 | 0.20995 |
| 0.9 | 0.002301 | 1.0 | 0.102071 | 0.0113238 | 0.586639 | 0.0688554 |


| Test Case 3-Traffic Distribution 2-Alpha $=0.6$ |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :---: |
|  | no VP | VPDBA algorithm | difference | percent <br> difference |  |
| loss: | 0.002301 | 0.0286559 | 0.0263549 | 91.9702 |  |
| setup: | 1.0 | 0.48189 | 0.51811 | 51.8110 |  |
| network performance: | 0.401381 | 0.20995 | 0.191431 | 47.6931 |  |

Table 7.1: The approximated performance measures and percent differences for the loss probability; setup probability and network performance for each test case

### 7.2.4 Conclusion

In all test cases considered the probability of setup was greatly reduced by including VPs when compared to networks that did not include VPs. The VPDBA solutions found by our algorithm greatly improved the cost of call setup in all cases considered. An improvement of $50 \%$ to $80 \%$ was observed in the probability of call setup in the test cases. We would
expect the networks containing VPs to have smaller setup probabilities when compared to networks without VPs since calls using the VPs will not incur setup costs.

In addition, the VPDBA solutions found using our algorithm did not have significantly different probabilities of call loss when compared to the networks without VPs. In two of the six cases, we saw that the solution including VPs had slightly higher probabilities of call loss. We would expect that networks using VPs would have slightly higher probability of call loss than networks that contained no VPs. Networks that contain no VPs assign resources as they are requested. In such a network there is never a time in which a call is denied service when resources are actually available to carry the call. In contrast, networks containing VPs may deny service to an incoming call if it does not have a VP associated with it and all shared resources are in use or if the VP associated with the call is currently being used to capacity and all shared resources are in use. In four of the six test cases, we observed a small improvement in call loss probability when using the VPDBA solution found by our algorithm. We would not expect that the probability of call loss would be reduced by including VPs in the network. The improvements are very small and we attribute them to the approximation method. Our approximation method only finds approximate solutions for performance measures associated with a network. Thus the loss probabilities for the network without VPs and the VPDBA solution found by our algorithm are likely very close in value. It is likely that the VPDBA solution actually has a slightly higher rather than lower probability of call loss. Because our approximation method is only intended to enable optimization, we can tolerate these small variations.

In all cases, the overall network performance for the network using the VPDBA solution was better than the overall network performance for the network without VPs. We would
expect this improvement because the reduction in call setup was so significant for the test cases, it is not surprising that the network performance was an improvement for all test cases and all alpha values.

We have shown that with our algorithm the probability of call setup can be significantly reduced while maintaining the probability of call loss similar to networks without VPs (the minimum possible value).

### 7.3 Comparison of Our Algorithm to Other Algorithms

We now compare the performance of VPDBA solutions produced by our algorithm to those produced by the three algorithms described in Chapter 6, using the same performance metric $F=\alpha P($ loss $)+(1-\alpha) P($ setup $)$. We also compare the loss probability, setup probability, fraction of traffic carried by each solution and the fraction of streams carried by each solution.

### 7.3.1 Test Cases

Two traffic distributions were considered for each of three network topologies. Connectivity and arrival rates were selected at random, shown in Table F. 1 in Appendix F (Section F.1.1).

### 7.3.2 Results

We compare the overall network performance, probability of loss, and probability of setup with various $\alpha$ values for each network test case for our algorithm and the other algorithms. We also compare the fraction of traffic carried, the sum of the estimated amount of each traffic source carried divided by the sum of the total amount of traffic offered to the network.

In addition, we also compare the number of streams that are able to transmit some information divided by the total number of streams in the network. Each following graph represents the results for a single performance measure for a single network test case as labeled. Results for other test cases are shown in Figures F.1- F. 25 in Appendix F Section F.1.2.1. The VPDBA results are given in tabular form in Section F.1.2.2 of Appendix F.


Figure 7.1: Comparing the Probability of Loss for the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 3, Traffic Distribution 1.


Figure 7.2: Comparing the Probability of Setup for the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 3, Traffic Distribution 1.


Figure 7.3: Comparing the Overall Performance of the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 3, Traffic Distribution 1.


Figure 7.4: Comparing the Fraction of Traffic carried by the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 3, Traffic Distribution 1.


Figure 7.5: Comparing the Fraction of Streams carried by the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 3, Traffic Distribution 1.

### 7.3.3 Conclusions

We discuss the results for each of the performance measures individually and then make general conclusions about the results.

### 7.3.3.1 Loss Probability

In all test cases, we observe that the VPDBA solution produced by our algorithm has a lower loss probability for all $\alpha$ values than the layout produced by all other algorithms, and this value is close to the optimal value found in non-VP solutions.

We also observe that in contrast to other algorithms, loss probabilities associated with our algorithm change with the value of $\alpha$ because our algorithm uses $\alpha$ in determining layout. As such we would expect that the loss probability will decrease as the value of $\alpha$ increases. We observe the expected behavior in four of the six test cases, the exceptions being Test Case 1, Traffic Distribution 1 and Test Case 2, Traffic Distribution 2. We suspect that that the slight increase in loss probability as the value of $\alpha$ increases in these test cases is a result of the estimated nature of our performance measures. Another possible explanation for the unexpected behavior is that the heuristic VPDBA algorithm finds a local optimal solution for this particular $\alpha$ value. This issue will be considered in future study.

### 7.3.3.2 Setup Probability

In all cases the setup probability associated with the solution produced by our algorithm increases with the value of $\alpha$, as the setup component of the overall network performance measure is weighted less. The other algorithms do not consider the value of $\alpha$ in their algorithm, thus the probability of setup does not vary with $\alpha$.

Except for cases of large $\alpha$ values, the setup probability associated with the layout produced by our algorithm lies between the best and worst probability of call setup associated with the layouts produced by the other algorithms in all test cases. The algorithm developed by Cheng [16] consistently has the lowest setup probability, a value of zero in all test cases because the capacity was completely allocated to VPs. The same is true of Aneroussis' algorithm [4]; in all cases considered except Test Case 1, Traffic Distribution 2, this algorithm terminated only when all resources had been allocated to VPs leaving no shared bandwidth in the network to incur a setup cost. This type of solution will have a low setup probability; however as we have argued, the choice to allocate all resources to VPs has a negative impact on the loss probability and fairness of the network.

The layouts produced by the algorithm developed by Arvidsson [7] always had a setup probability that exceeded the setup probability associated with our solution except in cases of large $\alpha$ values. When $\alpha$ is large, our algorithm places less emphasis on the setup probability and greater emphasis on the probability of loss. Thus, layouts produced by our algorithm with large $\alpha$ values will have larger probability of call setup and smaller probability of call loss than layouts produced with moderate or small $\alpha$ values. In all test cases, we observe a steep rise in the setup probability as the value of $\alpha$ increases and the weight placed on the setup measure of performance decreases. Note that the use of the $\alpha$ parameter allows the network manager to have an additional level of control over the VPDBA layout produced by the algorithm by specifying the importance of each of the performance measures in the overall network design.

All of the algorithms provide a reduction in call setup probability when compared to a network that does not contain VPs and must have a setup probability of $100 \%$. The
differences in setup probability observed by the four algorithms can be attributed to the algorithms themselves. Each uses a particular starting point for the VPDBA solution and a particular statistic to determine when to stop searching for a better VPDBA solution. It appears that the algorithm developed by Arvidsson emphasizes reducing the loss probability of the final layout, while the algorithms developed by Cheng and Aneroussis emphasize reducing the setup probability of the final layout. Our algorithm offers the most flexibility by allowing the network manager to choose whether the setup probability or loss probability should be minimized at a particular time. The manager can also choose to use a moderate value of $\alpha$ that will produce a solution that takes both measures into account.

### 7.3.3.3 Overall Performance

Recall that the overall network performance is calculated using the equation

$$
F=\alpha P(\text { loss })+(1-\alpha) P(\text { setup })
$$

For five of the six network topology and traffic distributions considered, there exists an $\alpha$ value at which our algorithm will yield the best overall network performance. In Test Case 2, Traffic Distribution 2 our algorithm did not produce the best overall network performance, but did come very close to the best network performance observed for several $\alpha$ values for this test case and traffic distribution. We note that in general, our algorithm produces results that are better in terms of overall performance when the value of $\alpha$ is high. We would expect this because a large value of $\alpha$ places greater emphasis on loss probability and less emphasis on setup probability. Our algorithm always produced layouts with lower loss probability than the other algorithms because our layouts contain shared bandwidth. The overall performance measure results show that there is a $\alpha$ value at which our network
will provide better overall performance in terms of combined loss and setup probability for many network situations.

VPDBA solutions found using our algorithm contains shared bandwidth, thus it is unlikely that the setup probability for a layout produced by our algorithm would ever be zero. Some calls would necessarily be carried by the shared bandwidth and incur a setup cost unless the amount of resources available to the network were so large as to allow every stream to be designated a VP with enough bandwidth to handle all calls. In this case the shared bandwidth would be present, but unused. It is unrealistic to assume that a network will contain such an overabundance of resources.

In four of the six test cases considered, the line representing the overall network performance contains a small increase followed by a small decrease as the value of $\alpha$ increases. This occurs because the VPDBA solution itself is discrete. The solution must contain a number of VPs, their placement and the capacity allocated to each VP. As such, we would not expect the curve representing the performance of the solutions over a range of $\alpha$ values to be completely smooth. While the probability of loss is decreasing as $\alpha$ increases and the probability of setup is decreasing as $\alpha$ increases, at particular positions in the graph it happens that the overall network performance is slightly higher at some $\alpha$ value. Again, this is due to the nature of the VPDBA solution. We note that the increases are small rather than dramatic.

### 7.3.3.4 Fraction of Traffic

The fraction of traffic is the sum of the estimated amount of each traffic source carried divided by the sum of the total amount of traffic offered to the network. In all cases, the
layout produced by our algorithm carries a larger fraction of traffic than that carried by the layouts produced by the other algorithms. This is expected as our algorithm produces layouts with guaranteed shared bandwidth that can be used to carry calls not allocated VP resources or calls for full VPs. Two of the other algorithms, Cheng [16] and Aneroussis [4], produced layouts in which all resources were distributed among certain traffic streams in the network. This allowed the layouts to provide very good service (with low loss probability and setup probability) for certain traffic streams, but also prohibited them from providing service to other streams in the network. A network that only provides through VPs is inflexible and impractical. Such a network divides resources among the streams that have the largest arrival rates and ignores all other network traffic completely. A network that provides a measure of fairness to the network traffic, allowing all source-destination pairs to receive some service is more practical and useful.

### 7.3.3.5 Fraction of Streams

The fraction of streams is the number of streams that are able to transmit some information divided by the total number of streams in the network. This performance measure gives us a another measure of the fairness of the network.

Layouts produced by our algorithm always provide some level of service to $100 \%$ of the streams within the network. In Test Case 2, Traffic Distributions 1 and 2, the layouts produced by the algorithm developed by Aneroussis also provide service to all streams within the network. We have already seen that our algorithm produced results that were better in terms of fraction of traffic carried and loss probability when compared to the layouts produced by Aneroussis' algorithm in these cases. We have also seen that in the
other test cases considered, the layout produced by Aneroussis' algorithm did not provide service to $100 \%$ of the traffic streams. For example in Test Case 3, Traffic Distribution 1, the layout produced by Aneroussis' algorithm handled approximately $50 \%$ fewer streams than the layout produced by our algorithm. The algorithm developed by Aneroussis does not guarantee that $100 \%$ of the traffic will receive some level of service, while our algorithm ensures that this will always be the case by including shared bandwidth.

The other algorithms produce layouts in which many streams are not allocated resources as VPs. If the layout does not contain shared bandwidth, then all streams not designated as VPs and provided resources, will be completely denied service. Again, a network that only provides service through VPs divides resources among the streams that have the largest arrival rates and ignores all other network traffic completely.

### 7.3.3.6 Observations

We have observed that if there are sufficient resources available so that every (or almost every) stream can be assigned enough bandwidth so as to handle all incoming calls for that stream, then the previous algorithms stand to produce a layout that will outperform the layout produced by our algorithm by allocating all resources to VPs. The resulting layout would have a setup probability of zero and the loss probability would be modest because the previous algorithms do a good job of allocating resources in a proportional manner, giving the most bandwidth to the most heavily loaded streams. On the other hand, our algorithm would yield a solution with a setup probability greater than zero because it must contain shared bandwidth. In terms of traffic and streams carried, there would be little or no difference observed between the layout produced by our algorithm and the layouts
produced by the previous algorithms. This is because enough resources exist so as to handle all calls from all streams at all times. In this situation, it is hard to argue that our algorithm would provide superior performance.

As mentioned previously, the more interesting scenario has limited resources. In this case, it is interesting and useful to determine how and where the resources should be distributed, a task accomplished by our algorithm. When the resources are limited, our algorithm will out perform the others, as it uses shared bandwidth to provide a lower loss probability and some service to each source-destination pair while still using VPs to provide a reduced setup probability compared to a solution with no VPs. The ability to guarantee some service to every stream is important considering that in some cases other algorithms provided service to $50 \%$ fewer streams than our algorithm.

The observations made in studying the general network case support the results of our earlier experiments with line networks in Chapter 2 and Chapter 6.

### 7.4 Summary

In this chapter, we have shown that our algorithm for finding good solutions to the VPDBA problem in a line network can be extended and applied to general networks. We considered several test cases and showed that the VPDBA solutions produced by our algorithm had better overall network performance and reduced costs of call setup when compared to networks containing no VPs. At the same time the VPDBA soiutions produced by our algorithm had similar probabilities of call loss when compared to networks containing no VPs.

We have also demonstrated that our algorithm finds VPDBA solutions that lead to improved network performance when compared to VPDBA solutions produced by previous algorithms. Our algorithm produces layouts that are fair and provide service to a greater amount of network traffic and provide some level of service to all network streams. In addition, our algorithm produces layouts that have a lower probability of call loss. The explicit inclusion of shared bandwidth by our algorithm is used to achieve these positive characteristics and other positive attributes for the network.

We conclude that VPDBA solutions containing shared bandwidth strike a balance between efficiency in terms of loss probability and setup probability and at the same time provide other network benefits. Our algorithm is guaranteed to produce VPDBA solutions that contain shared bandwidth and therefore solutions to the VPDBA problem produced by our algorithm have these positive qualities.

## Chapter 8

## Summary and Conclusion

Broadband high-speed networks, such as B-ISDN, are expected to play a dominant role in the future of networking due to their capability to service a variety of traffic types with very different bandwidth requirements such as video, voice and data. To increase network efficiency in B-ISDN and other such connection oriented networks, the concept of a virtual path (VP) has been proposed in the literature. Using VPs can potentially reduce call setup delays, simplify hardware, provide network flexibility, and reduce loss in the event of link or node failure.

In order to use VPs efficiently, two problems must be solved. The VPs must be placed within the network such that network performance is optimized and the network link capacity must be divided among the VPs such that the network performance is optimized. Most of the previous work aimed at solving these problems has focused on one problem in isolation of the other. At the same time, previous research efforts that have considered the joint solution of these problems have considered only restricted cases. In addition, these efforts have not explicitly considered the benefits of sharing bandwidth among VPs in the network.

### 8.1 Research Summary

We have formally studied the issue of shared bandwidth and made the following contributions to the study of the VPDBA problem.

- We introduced a new scheme for sharing bandwidth that improves the network performance in terms of loss probability. We have shown that capacity allocations using our shared bandwidth scheme have lower loss probability than capacity allocations that do not allow shared bandwidth. We have shown that as the number of traffic streams using the shared bandwidth pool increases, the benefits of sharing increase. We discussed other positive implications of shared bandwidth including expanding the solution space to the VPDBA problem, improving performance for networks with bursty traffic and improving connectivity.
- We created a network model and VPDBA problem formulation using two separate performance measures that results in additional flexibility. Our network model can be used to define the Virtual Path Distribution and Bandwidth Allocation (VPDBA) problem. Within our problem definition, we consider a weighted combination of two separate performance measures, the cost of setup and the probability of call loss. By adjusting the weight, a network manager can specify which component should be given greater emphasis during the design process.
- We developed a new performance measure approximation method that facilitates the simple calculation of the network performance measures of interest. An approximation method such as this is necessary because finding the exact performance measures using the non-product form Markov chain equivalent to
the network is impractical as the size and complexity of the network increases. Using a simulation to determine performance measures for networks has similar drawbacks in terms of time requirements and complexity. We use a decomposition method in which we divide the original system into a series of smaller systems, each of which can be easily solved by writing the corresponding Markov chain and solving the balance equations for the smaller system. Our approximation method then combines the results from the smaller chains to obtain an approximate solution for the original larger system. We have shown that the performance measure approximation method yields good results for the types of networks studied.
- We studied the VPDBA problem in the context of simple network topologies, gained intuition for the problem, and demonstrated that our approximation method could be used to successfully calculate network performance and determine a good VPDBA solution.

1. As a starting point, we studied networks with a line topology containing a single VP. We showed that the best capacity allocation found using our performance measure approximation method and the best capacity allocation found through simulation were equivalent in all test cases considered. In additional experiments using simple line networks, we showed that the approximation method and simulations chose the same optimal VPDBA solution for such a network.
2. We also considered a single node with multiple VP and non-VP streams and showed that our performance measure approximation method could be used to find a good solution to the VPDBA problem.
3. We then combined these two special case models into a more general line network model. In the general model, each node may have many VP and non-VP streams passing through it. We compared the performance measure results obtained through our approximation method to those obtained through simulation and showed that our approximation method is effective. We also demonstrated that our performance measure approximation method is accurate enough to be successfully used in an algorithm for solving the VPDBA problem.

- We developed an algorithm for solving the VPDBA problem and demonstrated its effectiveness in general line networks. Our VPDBA algorithm guarantees that all solutions will contain shared bandwidth. In the previous algorithms, there was no guarantee that each stream would be given some level of service. Streams could be completely denied service if the final solution produced by the algorithm assigned all of the available capacity on one or more links along their path to other VPs. We have discussed the advantages of including shared bandwidth in a VPDBA solution. We compared the network performance our the solutions determined by our algorithm to solutions determined by previous VPDBA algorithms. We showed that our algorithm produces solution with loss and setup probabilities comparable to those produced by previous algorithms. Our algorithm provides an increased level of fairness by providing service to a greater amount of the offered traffic than previous algorithms. Previous algorithms make no guarantee about the presence of shared bandwidth in the solution. In the cases considered, the other algorithms only carried traffic on VPs - all traffic that was not assigned to a VP was lost. As a result their
call setup probability was always essentially 0 . Our algorithm only services a portion of traffic on VPs. This increases the probability of call setup, but also increases the number of streams handled by the network.
- We expanded our algorithm to apply to general network topologies and demonstrated the effectiveness of our algorithm. We have shown that our algorithm finds VPDBA solutions that lead to improved network performance when compared to VPDBA solutions produced by previous algorithms. Our algorithm produces layouts that are fair and provide service to a greater amount of network traffic and provide some level of service to all network streams. The benefits produced by our algorithm are particularly dramatic when network resources are limited.

1. Our algorithm produces layouts that have a lower probability of call loss. We observed that VPDBA solutions found by our algorithm had very similar probabilities of call loss when compared to layouts with no VPs. This implies that the probability of call loss is near-optimal for the VPDBA solutions produced by our algorithm. The explicit inclusion of shared bandwidth by our algorithm is used to achieve these positive characteristics and other positive attributes for the network.
2. We have shown that our algorithm will outperform the previous algorithms in cases where resources are limited. This is accomplished through the guarantee that layouts produced by our algorithm will include shared bandwidth, thus providing a lower loss probability and guarantee of service to each source-destination pair while still using VPs to provide a reduced setup probability compared to
a solution with no VPs. Other algorithms can not make such claims about the solutions produced.
3. We have confirmed the findings from our earlier experiments by studying the behavior of general networks containing VPs and shared bandwidth. In situations in which there is competition for resources, the concept of shared bandwidth is valuable and results in a VPDBA layout with lower loss probability and a degree of fairness by allowing all streams to receive some service. These improvements are made at the sacrifice of increased probability of call setup.
4. We observed that even when shared bandwidth is used, thus elevating the setup probability for the VPDBA solution, the observed setup is still smaller than it would be for a network containing no VPs. We conclude that VPDBA solutions containing shared bandwidth strike a balance between efficiency in terms of loss probability and setup probability and at the same time provide other network benefits. Our algorithm is guaranteed to produce VPDBA solutions that contain shared bandwidth and therefore solutions to the VPDBA problem produced by our algorithm have these positive qualities.

### 8.2 Future Research Directions

Some of the directions for future research are described below.

## - Experiments with Bursty Traffic

In Chapter 2 we discussed the positive qualities associated with networks containing shared bandwidth. We noted that networks containing bursty traffic would partic-
ularly benefit from the presence of shared bandwidth. A network containing bursty traffic could typically require frequent redistribution of VP bandwidth to adapt to the changes in the bursty traffic if a VPDBA algorithm that did not guarantee shared bandwidth were used. However, in a VP solution containing shared bandwidth, fewer redistributions of bandwidth should be required because bursts could potentially be handled by shared bandwidth rather than individual VPs. The use of VPDBA solutions in networks with bursty traffic should reduce the necessity of frequent VP reconfigurations. Experiments using our VPDBA algorithm and networks with bursty traffic distributions could be done to confirm this hypothesis.

## - Further Experiments With Call Loss Probability

In Chapter 7 we observed that in two of the test cases considered (Test Case 1, Traffic Distribution 1 and Test Case 2, Traffic Distribution 2) the probability of call loss increased as the value of $\alpha$ increased. This result was unexpected because the value of $\alpha$ represents the weight or importance of the call loss in the calculation of overall network performance. We would expect that as $\alpha$ increases, the value of the loss probability would decrease. .Further study may provide intuition or explanation of why the loss probability increased with the value of $\alpha$ in these two cases.

## - Further Experiments with Fairness Schemes

We have shown that our algorithm for solving the VPDBA problem produces solutions with a degree of fairness when compared to solutions produced by previous algorithms. Our algorithm does not currently impose a completely fair distribution of resources. Some streams may lose more calls than other depending on their arrival rates and the
resource distribution. Further study could modify our VPDBA algorithm to provide increased fairness by evenly distributing losses among traffic streams throughout the network.

## - On-The-Fly Dynamic VPDBA Algorithm

Our algorithm for solving the VPDBA problem allows some flexibility for changes in the traffic distribution and network layout through shared bandwidth. If the arrival rate of a particular traffic stream increases unexpectedly, the calls will likely overflow the capacity assigned to the associated VP, but will be handled by the shared bandwidth. If drastic changes occur in the arrival rates of many streams simultaneously or for an extended period of time, then the VPDBA algorithm will need to be reapplied to the network in order to update the position of the VPs and resource distribution to the VPs. It may be possible to extend our algorithm to make intelligent decisions about the allocation of bandwidth to the VPs at the time at which the changes in traffic occur, rather than waiting for the algorithm to process the network information from scratch.

## - Study of Alternate Performance Measures

We have developed one performance measure approximation method that provides an estimate of network performance measures of interest. We have noted that our performance measure is not perfect, but does provide enough accuracy for use in our heuristic algorithm. Further study may yield performance measure approximation methods that are more accurate.

### 8.3 Conclusion

Networks are playing a more dominant role in every day life. As network use increases, the study of types of networks including B-ISDN becomes increasingly important. B-ISDN networks have two main performance measures of interest, the cost of call setup and the probability of call loss. One way of reducing the cost of call setup in B-ISDN networks is to include VPs within the network. In order to use VPs efficiently, the VPs must be placed within the network and capacity must be allocated to the VPs. Most previous algorithms focus on doing one of these tasks rather than considering the solution to the joint problem. In addition the previous work has not explicitly considered the benefits of including shared bandwidth in the VPDBA solution. We have formally studied the VPDBA problem and explicitly considered the benefits of shared bandwidth. We have developed a heuristic algorithm for solving the joint problem of VP distribution and bandwidth allocation that guarantees that the VPDBA solution produced will contain shared bandwidth. We have demonstrated the effectiveness of our algorithm in comparison to previous algorithms. We have also explicitly shown that including shared bandwidth in the VPDBA solution can have many positive implications for the performance of the network.

## Appendix A

## Shared Bandwidth

## A. 1 Shared Bandwidth Experiment

## A.1. 1 Test Cases

|  |  | System 1 <br> 0 shared <br> servers | System 2 <br> 30 shared <br> servers | System 3 <br> 20 shared <br> servers | System 4 <br> 12 shared <br> servers |
| :--- | :--- | :--- | :--- | :--- | :--- |
| number <br> traffic <br> sources | arrival <br> rate | number of <br> servers <br> per VP | number of <br> servers <br> per VP | number of <br> servers <br> per VP | number of <br> servers <br> per VP |
| 2 | 30 | 30 | 15 | 20 | 24 |
| 3 | 20 | 20 | 10 | - | 16 |
| 4 | 15 | 15 | - | 10 | 12 |
| 5 | 12 | 12 | 6 | - | - |
| 6 | 10 | 10 | 5 | - | 8 |
| 10 | 6 | 6 | 3 | 4 | - |
| 12 | 5 | 5 | - | - | 4 |
| 15 | 4 | 4 | 2 | - | - |
| 20 | 3 | 3 | - | 2 | - |
| 30 | 2 | 2 | 1 | - | - |

Table A.1: Description of parameter data for Test Case 1.

|  |  | System 1 <br> 0 shared <br> servers | System 2 <br> 24 shared <br> servers | System 3 <br> 16 shared <br> servers | System 4 <br> 12 shared <br> servers |
| :--- | :--- | :--- | :--- | :--- | :--- |
| number <br> of traffic <br> sources | arrival |  |  |  |  |
| rate | number of <br> servers <br> per VP | number of <br> servers <br> per VP | number of <br> servers <br> per VP | number of <br> servers <br> per VP |  |
| 2 | 24 | 24 | 12 | 16 | 18 |
| 4 | 12 | 12 | 6 | 12 | 9 |
| 6 | 8 | 8 | 4 | - | 6 |
| 8 | 6 | 6 | 3 | 4 | - |
| 12 | 4 | 4 | 2 | - | 3 |
| 16 | 3 | 3 | - | 2 | - |
| 24 | 2 | 2 | 1 | - | - |

Table A.2: Description of parameter data for Test Case 2.

## A.1.2 Sharing Experiment Loss and Setup Probability Results

| number <br> of VPs | $\begin{aligned} & \hline \mathrm{P}(\text { loss } \\ & \text { systern 1) } \end{aligned}$ | $\begin{aligned} & \mathrm{P} \text { (loss } \\ & \text { system 2) } \end{aligned}$ | $\begin{array}{\|l\|} \hline P(\text { loss } \\ \text { system 3) } \\ \hline \end{array}$ | $\begin{aligned} & \mathrm{P} \text { (loss } \\ & \text { system 4) } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 0.132418 | 0.101004 | 0.104897 | 0.110864 |
|  | +/-0.000053 | +/-0.000054 | +/-0.000055 | +/-0.000054 |
| 3 | 0.158861 | 0.106194 | - | 0.125006 |
|  | +/-0.000050 | +/-0.000053 |  | +/-0.000056 |
| 4 | 0.180281 | - | 0.122920 | 0.137973 |
|  | +/-0.000049 |  | +/-0.000056 | +/-0.000055 |
| 5 | 0.198546 | 0.116597 | - | - |
|  | +/-0.000048 | +/-0.000054 |  |  |
| 6 | 0.214627 | 0.121607 | - | 0.160992 |
|  | +/-0.000046 | +/-0.000055 |  | +/-0.000054 |
| 10 | 0.264907 | 0.139619 | 0.167402 | + |
|  | +/-0.000044 | +/-0.000055 | +/-0.000053 |  |
| 12 | 0.284898 | - | - | 0.213836 |
|  | +/-0.000043 |  |  | +/-0.000052 |
| 15 | 0.310671 | 0.158737 | - | - |
|  | +/-0.000039 | +/-0.000057 |  |  |
| 20 | 0.346164 | - | 0.219051 | - |
|  | +/-0.000037 |  | +/-0.000054 |  |
| 30 | 0.400018 | 0.201171 | - | - |
|  | +/-0.000034 | $+/-0.000056$ |  |  |

Table A.3: P (loss) results for Test Case 1.

| number <br> of VPs | $\begin{aligned} & \hline \mathrm{P}(\text { loss } \\ & \text { system } 1) \end{aligned}$ | $\begin{aligned} & \hline \mathrm{P} \text { (loss } \\ & \text { system 2) } \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline \mathrm{P} \text { (loss } \\ & \text { system 3) } \end{aligned}$ | $\begin{aligned} & \hline \mathrm{P}(\text { loss } \\ & \text { system 4) } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 0 | 0.474041 | 0.307318 | 0.179902 |
|  | +/-0.000000 | +/-0.000035 | +/-0.000033 | +/-0.000026 |
| 3 | 0 | 0.482978 | - | 0.190856 |
|  | $+/-0.000000$ | +/-0.000033 |  | +/-0.000025 |
| 4 | 0 | - | 0.327614 | 0.199035 |
|  | +/-0.000000 |  | +/-0.000030 | +/-0.000025 |
| 5 | 0 | 0.497446 | - | - |
|  | +/-0.000000 | +/-0.000032 |  |  |
| 6 | 0 | 0.503562 | - | 0.211284 |
|  | +/-0.000000 | +/-0.000031 |  | +/-0.000024 |
| 10 | 0 | 0.523621 | $0.362918+/-$ | - |
|  | +/-0.000000 | +/-0.000029 | +/-0.000027 |  |
| 12 |  | - | - | 0.234644 |
|  | +/-0.000000 |  |  | +/-0.000026 |
| 15 | 0 | 0.542792 | - | - |
|  | +/-0.000000 | +/-0.000029 |  |  |
| 20 |  | - | 0.397412 | - |
|  | +/-0.000000 |  | +/-0.000030 |  |
| 30 | 0 | 0.582743 | - | - |
|  | +/-0.000000 | +/-0.000027 |  |  |

Table A.4: P(setup) results for Test Case 1.

| number <br> of VPs | $\mathrm{P}($ loss <br> system 1) | P (loss <br> system 2) | P (loss <br> system 3) | $\mathrm{P}($ loss <br> system 4) |
| :--- | :--- | :--- | :--- | :--- |
| 2 | 0.146455 | 0.112478 | 0.117125 | 0.120891 |
| 4 | $+/-0.000051$ | $+/-0.000054$ | $+/-0.000053$ | $+/-0.000054$ |
| 4 | 0.198529 | 0.124921 | 0.138015 | 0.147567 |
| 6 | $+/-0.000048$ | $+/-0.000053$ | $+/-0.000053$ | $+/-0.000053$ |
|  | 0.235510 | 0.136507 | - | 0.170334 |
| 8 | $+/-0.000045$ | $+/-0.000056$ |  | $+/-0.000051$ |
|  | 0.264929 | 0.147191 | 0.172968 | - |
| 12 | $+/-0.000041$ | $+/-0.000053$ | $+/-0.000053$ |  |
|  | 0.310717 | 0.165724 | - | 0.222603 |
| 16 | $+/-0.000039$ | $+/-0.000055$ |  | $+/-0.000051$ |
|  | 0.346174 | - | 0.223558 | - |
| 24 | $+/-0.000037$ |  | $+/-0.000053$ | - |
|  | 0.400009 | 0.207302 | - | - |
|  | $+/-0.000035$ | $+/-0.000054$ |  |  |

Table A.5: P(loss) for Test Case 2.

| number <br> of VPs | $\begin{aligned} & \hline \mathrm{P} \text { (loss } \\ & \text { system 1) } \end{aligned}$ | $\begin{array}{\|l\|} \hline \mathrm{P} \text { (loss } \\ \text { system 2) } \\ \hline \end{array}$ | $\begin{aligned} & \mathrm{P} \text { (loss } \\ & \text { system 3) } \end{aligned}$ | $\begin{aligned} & \hline \mathrm{P} \text { (loss } \\ & \text { system 4) } \\ & \hline \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 0 | 0.473453 | 0.307363 | 0.227317 |
|  | +/-0.000000 | +/-0.000035 | +/-0.000032 | +/-0.000029 |
| 4 | 0 | 0.492692 | 0.330143 | 0.249676 |
|  | +/-0.000000 | +/-0.000033 | +/-0.000029 | +/-0.000027 |
| 6 | 0 | 0.507337 | - | 0.264438 |
|  | +/-0.000000 | +/-0.000030 |  | +/-0.000027 |
| 8 | 0 | 0.519403 | 0.358604 | - |
|  | +/-0.000000 | +/-0.000030 | +/-0.000028 |  |
| 12 | 0 | 0.538933 | - | 0.293415 |
|  | +/-0.000000 | +/-0.000029 |  | +/-0.000028 |
| 16 | 0 | - | 0.393925 | - |
|  | +/-0.000000 |  | +/-0.000028 |  |
| 24 | $0$ | $0.579512$ |  | - |
|  | $+/-0.000000$ | $+/-0.000029$ |  |  |

Table A.6: P(setup) for Test Case 2.

## A.1.3 Sharing Experiment Percent Difference Values

Test Case 1 - System 1 and 2

| number of VPs | f | g | $\mathrm{h}-\alpha=0.1$ | $\mathrm{~h}-\alpha=0.5$ | $\mathrm{~h}-\alpha=0.9$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 23.723361 | 100.000000 | 96.968017 | 76.972585 | 13.832563 |
| 3 | 33.152882 | 100.000000 | 96.432492 | 73.036567 | 0.623817 |
| 5 | 41.274566 | 100.000000 | 95.677779 | 67.665782 | 13.436293 |
| 6 | 43.340307 | 100.000000 | 95.388001 | 65.668963 | 17.271204 |
| 10 | 47.295088 | 100.000000 | 94.540485 | 60.058651 | 25.332622 |
| 15 | 48.905112 | 100.000000 | 93.840616 | 55.715159 | 29.492221 |
| 30 | 49.709513 | 100.000000 | 92.654638 | 48.971698 | 33.522936 |

Table A.7: Percent difference values for $f, g$, and $h$ for Test Case 1, System 1 and 2

Test Case 1 - System 1 and 3

| number of VPs | f | g | $\mathrm{h}-\alpha=0.1$ | $\mathrm{~h}-\alpha=0.5$ | $\mathrm{~h}-\alpha=0.9$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 20.783428 | 100.000000 | 95.387352 | 67.876472 | 4.765017 |
| 4 | 31.817551 | 100.000000 | 94.130419 | 59.985040 | 11.625986 |
| 10 | 36.807257 | 100.000000 | 92.285005 | 50.047707 | 21.585227 |
| 20 | 36.720456 | 100.000000 | 90.880243 | 43.846752 | 23.964396 |

Table A.8: Percent difference values for $f, g$, and $h$ for Test Case 1 , System 1 and 3

Test Case 1 - System 1 and 4

| number of VPs | f | g | $\mathrm{h}-\alpha=0.1$ | $\mathrm{~h}-\alpha=0.5$ | $\mathrm{~h}-\alpha=0.9$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 16.277243 | 100.000000 | 92.345701 | 54.458912 | 1.181780 |
| 3 | 21.311083 | 100.000000 | 91.378947 | 49.705568 | 7.962167 |
| 4 | 23.467809 | 100.000000 | 90.655568 | 46.505424 | 11.200848 |
| 6 | 24.989866 | 100.000000 | 89.594085 | 42.347344 | 14.051820 |
| 12 | 24.942962 | 100.000000 | 87.749653 | 36.474759 | 15.791773 |

Table A.9: Percent difference values for $f, g$, and $h$ for Test Case 1, System 1 and 4

Test Case 2-System 1 and 2

| number of VPs | f | g | $\mathrm{h}-\alpha=0.1$ | $\mathrm{~h}-\alpha=0.5$ | $\mathrm{~h}-\alpha=0.9$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 23.199618 | 100.000000 | 96.651351 | 75.004736 | 11.284498 |
| 4 | 37.076699 | 100.000000 | 95.645481 | 67.855437 | 9.502110 |
| 6 | 42.037705 | 100.000000 | 94.991855 | 63.421264 | 18.102086 |
| 8 | 44.441341 | 100.000000 | 94.505620 | 60.256318 | 22.657601 |
| 12 | 46.664006 | 100.000000 | 93.805632 | 55.905213 | 27.391985 |
| 24 | 48.175666 | 100.000000 | 92.623720 | 49.160920 | 32.078473 |

Table A.10: Percent difference values for $f, g$, and $h$ for Test Case 2, System 1 and 2

Test Case 2-System 1 and 3

| number of VPs | f | g | $\mathrm{h}-\alpha=0.1$ | $\mathrm{~h}-\alpha=0.5$ | $\mathrm{~h}-\alpha=0.9$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 20.019801 | 100.000000 | 94.920757 | 65.499249 | 3.193574 |
| 4 | 30.481189 | 100.000000 | 93.614998 | 57.593590 | 12.004012 |
| 8 | 34.711564 | 100.000000 | 92.208896 | 50.161220 | 19.671728 |
| 16 | 35.420338 | 100.000000 | 90.814944 | 43.937890 | 22.776568 |

Table A.11: Percent difference values for $\mathrm{f}, \mathrm{g}$, and h for Test Case 2, System 1 and 3

Test Case 2-System 1 and 4

| number of VPs | f | g | $\mathrm{h}-\alpha=0.1$ | $\mathrm{~h}-\alpha=0.5$ | $\mathrm{~h}-\alpha=0.9$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 2 | 17.455191 | 100.000000 | 93.240780 | 57.940369 | 0.209317 |
| 4 | 25.669801 | 100.000000 | 91.709481 | 50.023285 | 11.696136 |
| 6 | 27.674409 | 100.000000 | 90.765313 | 45.831378 | 15.198505 |
| 12 | 28.358281 | 100.000000 | 89.148434 | 39.785628 | 17.865882 |

Table A.12: Percent difference values for $f, g$, and $h$ for Test Case 2, System 1 and 4

## Appendix B

## Line Network Base Case

## B. 1 Simulation

## B.1.1 Simulation Validity Experiment

## B.1.1. 1 Test Cases

| Test Case 1 | Test Case 2 | Test Case 3 | Test Case 4 | Test Case 5 |
| :--- | :--- | :--- | :--- | :--- |
| $\lambda_{0}=0.6666666667$ | $\lambda_{0}=0.5$ | $\lambda_{0}=0.5$ | $\lambda_{0}=0.5$ | $\lambda_{0}=4.0$ |
| $\lambda_{1}=0.5$ | $\lambda_{1}=0.5$ | $\lambda_{1}=5.0$ | $\lambda_{1}=0.25$ | $\lambda_{1}=0.25$ |
| $\lambda_{v p}=0.4$ | $\lambda_{v p}=0.5$ | $\lambda_{v p}=10.0$ | $\lambda_{v p}=2.0$ | $\lambda_{v p}=0.5$ |
| $\mu=1.0$ | $\mu=1.0$ | $\mu=1.0$ | $\mu=1.0$ | $\mu=1.0$ |
| Test Case 6 | Test Case 7 | Test Case 8 | Test Case 9 | Test Case 10 |
| $\lambda_{0}=3.0$ | $\lambda_{0}=0.25$ | $\lambda_{0}=0.1$ | $\lambda_{0}=10.0$ | $\lambda_{0}=0.75$ |
| $\lambda_{1}=0.6$ | $\lambda_{1}=10.0$ | $\lambda_{1}=0.1$ | $\lambda_{1}=10.0$ | $\lambda_{1}=1.25$ |
| $\lambda_{v p}=3.0$ | $\lambda_{v p}=0.5$ | $\lambda_{v p}=0.5$ | $\lambda_{v p}=10.0$ | $\lambda_{v p}=0.5$ |
| $\mu=1.0$ | $\mu=1.0$ | $\mu=1.0$ | $\mu=1.0$ | $\mu=1.0$ |

Table B.I: Test cases to establish validity of simulation.

## B.1.1.2 State Probability Results

|  | Test | Test |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Case 1 | Test | Tase 2 | Case 3 | Cest | Test |
| Case 4 | Case 5 |  |  |  |  |
| $\mathrm{P}[0,0,0]$ | 0.273224 | 0.275862 | 0.00502513 | 0.103896 | 0.103896 |
| $\mathrm{P}[0,0,1]$ | 0.136612 | 0.137931 | 0.0251256 | 0.025974 | 0.025974 |
| $\mathrm{P}[0,1,0]$ | 0.182149 | 0.137931 | 0.00251256 | 0.0519481 | 0.415584 |
| $\mathrm{P}[0,1,1]$ | 0.0910747 | 0.0689655 | 0.0125628 | 0.012987 | 0.103896 |
| $\mathrm{P}[1,0,0]$ | 0.10929 | 0.137931 | 0.0502513 | 0.207792 | 0.0519481 |
| $\mathrm{P}[1,0,1]$ | 0.0546448 | 0.0689655 | 0.251256 | 0.0519481 | 0.012987 |
| $\mathrm{P}[1,1,0]$ | 0.0728597 | 0.0689655 | 0.0251256 | 0.103896 | 0.207792 |
| $\mathrm{P}[1,1,1, \mathrm{VP}]$ | 0.0364299 | 0.0344828 | 0.125628 | 0.025974 | 0.0519481 |
| $\mathrm{P}[1,1,1, \mathrm{SH}]$ | 0.0437158 | 0.0689655 | 0.502513 | 0.415584 | 0.025974 |


|  | Test <br> Case 6 | Test <br> Case 7 | Test <br> Case 8 | Test <br> Case 9 | Test <br> Case 10 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{P}[0,0,0]$ | 0.0289017 | 0.0479042 | 0.484262 | 0.000698812 | 0.162437 |
| $\mathrm{P}[0,0,1]$ | 0.017341 | 0.479042 | 0.0484262 | 0.00698812 | 0.203046 |
| $\mathrm{P}[0,1,0]$ | 0.0867052 | 0.011976 | 0.0484262 | 0.00698812 | 0.121827 |
| $\mathrm{P}[0,1,1]$ | 0.0520231 | 0.11976 | 0.00484262 | 0.0698812 | 0.152284 |
| $\mathrm{P}[1,0,0]$ | 0.0867052 | 0.0239521 | 0.242131 | 0.00698812 | 0.0812183 |
| $\mathrm{P}[1,0,1]$ | 0.0520231 | 0.239521 | 0.0242131 | 0.0698812 | 0.101523 |
| $\mathrm{P}[1,1,0]$ | 0.260116 | 0.00598802 | 0.0242131 | 0.0698812 | 0.0609137 |
| $\mathrm{P}[1,1,1, \mathrm{VP}]$ | 0.156069 | 0.0598802 | 0.00242131 | 0.698812 | 0.0761421 |
| $\mathrm{P}[1,1,1, \mathrm{SH}]$ | 0.260116 | 0.011976 | 0.121065 | 0.0698812 | 0.0406091 |

Table B.2: Markov Chain results for the test cases in Table B. 1

## B. 2 Approximate Markov Model

## B.2.1 Test Cases

| Test Case 1 | Test Case 2 |
| :--- | :--- |
| number of nodes $=2$ | number of nodes $=2$ |
| $\lambda_{0}=1 / 3=0.3333333333$ | $\lambda_{0}=2 / 3=0.6666666667$ |
| $\lambda_{1}=2.0$ | $\lambda_{1}=2 / 3=0.6666666667$ |
| $\lambda_{v p}=2 / 3=0.6666666667$ | $\lambda_{v p}=2 / 3=0.6666666667$ |
| $V_{0}=2$ | $V_{0}=2$ |
| $V_{1}=2$ | $V_{1}=2$ |
| $S H_{0}=3$ | SH $H_{0}=3$ |
| $S H_{1}=3$ | SH $=3$ |
| Test Case 3 | Test Case 4 |
| number of nodes $=3$ | number of nodes $=5$ |
| $\lambda_{0}=1 / 1.7=0.5882352941$ | $\lambda_{0}=1 / 0.8=1.25$ |
| $\lambda_{1}=1 / 1.5=0.6666666667$ | $\lambda_{1}=1 / 1.5=0.6666666667$ |
| $\lambda_{2}=1 / 1.2=0.8333333333$ | $\lambda_{2}=1 / 3.0=0.3333333333$ |
| $\lambda_{v p}=1 / 2=0.5$ | $\lambda_{3}=1 / 0.2=5.0$ |
| $\mu=1.0$ | $\lambda_{4}=1 / 7.0=0.1428571429$ |
|  | $\lambda_{v p}=1 / 2=0.5$ |
|  | $\mu=1.0$ |
| $V_{0}=2$ | $V_{0}=1$ |
| $V_{1}=2$ | $V_{1}=1$ |
| $V_{2}=2$ | $V_{2}=1$ |
| $S H_{0}=3$ | $V_{3}=1$ |
| $S H_{1}=3$ | $V_{4}=1$ |
| $S H_{2}=3$ | $S H_{0}=5$ |
|  | $S H_{1}=5$ |
|  | $S H_{2}=5$ |
|  | $S H_{3}=5$ |
|  | $S H_{4}=5$ |


| Test Case 5 | Test Case 6 |
| :--- | :--- |
| number of nodes $=2$ | number of nodes $=5$ |
| $\lambda_{0}=1 / 0.2=5.0$ | $\lambda_{0}=2.0$ |
| $\lambda_{1}=1 / 0.9=1.111111111$ | $\lambda_{1}=1 / 0.9=1.1111111111$ |
| $\lambda_{v p}=1 / 2=0.5$ | $\lambda_{2}=1 / 1.9=0.5263157895$ |
| $\mu=1.0$ | $\lambda_{3}=4.0$ |
| $V_{0}=1$ | $\lambda_{4}=1 / 1.2=0.83333333333$ |
| $V_{1}=1$ | $\lambda_{v p}=3.0$ |
| $S H_{0}=2$ | $\mu=1.0$ |
| $S H_{1}=2$ | $V_{0}=2$ |
|  | $V_{1}=2$ |
|  | $V_{2}=2$ |
|  | $V_{3}=2$ |
|  | $V_{4}=2$ |
|  | $S H_{0}=3$ |
|  | $S H_{1}=3$ |
|  | $S H_{2}=3$ |
|  | $S H_{3}=3$ |
| Test Case 7 | $S H_{4}=3$ |
| $n u m b e r$ of nodes $=5$ | Test Case 8 |
| $\lambda_{0}=4.0$ | $n u m b e r$ of nodes $=5$ |
| $\lambda_{1}=4.0$ | $\lambda_{0}=1 / 0.75=1.3333333333$ |
| $\lambda_{2}=4.0$ | $\lambda_{1}=1 / 0.9=1.111111111$ |
| $\lambda_{3}=4.0$ | $\lambda_{2}=1 / 0.82=1.219512195$ |
| $\lambda_{4}=4.0$ | $\lambda_{3}=1 / 0.75=1.3333333333$ |
| $\lambda_{v p}=2.0$ | $\lambda_{4}=1 / 0.9=1.111111111$ |
| $\mu=1.0$ | $\lambda_{v p}=1 / 0.1=10.0$ |
| $V_{0}=2$ | $\mu=1.0$ |
| $V_{1}=2$ | $V_{0}=2$ |
| $V_{2}=2$ | $V_{1}=2$ |
| $V_{3}=2$ | $V_{2}=2$ |
| $V_{4}=2$ | $V_{3}=2$ |
| $S H_{0}=3$ | $V_{4}=2$ |
| $S H_{1}=3$ | $S H_{0}=3$ |
| $S H_{2}=3$ | $S H_{1}=3$ |
| $S H_{3}=3$ | $S H_{2}=3$ |
| $S H_{4}=3$ | $S H_{3}=3$ |
|  | $S H_{4}=3$ |


| Test Case 9 | Test Case 10 |
| :--- | :--- |
| number of nodes $=7$ | number of nodes $=4$ |
| $\lambda_{0}=2.0$ | $\lambda_{0}=4.0$ |
| $\lambda_{1}=4.0$ | $\lambda_{1}=2.0$ |
| $\lambda_{2}=4 / 3=1.33333333333$ | $\lambda_{2}=4 / 3=1.3333333333$ |
| $\lambda_{3}=1 / 1.5=0.66666666667$ | $\lambda_{3}=1 / 0.2=5.0$ |
| $\lambda_{4}=1 / 1.25=0.8$ | $\lambda_{v p}=1 / 0.1=10.0$ |
| $\lambda_{5}=3 / 2=1.5$ | $\mu=1.0$ |
| $\lambda_{6}=3.0$ | $V_{0}=3$ |
| $\lambda_{v p}=2.0$ | $V_{1}=3$ |
| $\mu=1.0$ | $V_{2}=3$ |
| $V_{0}=2$ | $V_{3}=3$ |
| $V_{1}=2$ | $S H_{0}=2$ |
| $V_{2}=2$ | $S H_{1}=2$ |
| $V_{3}=2$ | $S H_{2}=2$ |
| $V_{4}=2$ | $S H_{3}=2$ |
| $V_{5}=2$ |  |
| $V_{6}=2$ |  |
| $S H_{0}=3$ |  |
| $S H_{1}=3$ |  |
| $S H_{2}=3$ |  |
| $S H_{3}=3$ |  |
| $S H_{4}=3$ |  |
| $S H_{5}=3$ |  |
| $S H_{6}=3$ |  |


| Test Case 11 | Test Case 12 |
| :--- | :--- |
| number of nodes $=10$ | number of nodes $=10$ |
| $\lambda_{0}=0.25$ | $\lambda_{0}=3.0$ |
| $\lambda_{1}=0.5$ | $\lambda_{1}=2.0$ |
| $\lambda_{2}=0.8$ | $\lambda_{2}=0.5$ |
| $\lambda_{3}=2.0$ | $\lambda_{3}=0.25$ |
| $\lambda_{4}=0.75$ | $\lambda_{4}=1.25$ |
| $\lambda_{5}=0.25$ | $\lambda_{5}=4.0$ |
| $\lambda_{6}=0.6$ | $\lambda_{6}=0.25$ |
| $\lambda_{7}=3.0$ | $\lambda_{7}=0.5$ |
| $\lambda_{8}=0.25$ | $\lambda_{8}=1.25$ |
| $\lambda_{9}=4.0$ | $\lambda_{9}=0.55$ |
| $\lambda_{v p}=3.0$ | $\lambda_{v p}=10.0$ |
| $\mu=1.0$ | $\mu=1.0$ |
| $V_{0}=2$ | $V_{0}=2$ |
| $V_{1}=2$ | $V_{1}=2$ |
| $V_{2}=2$ | $V_{2}=2$ |
| $V_{3}=2$ | $V_{3}=2$ |
| $V_{4}=2$ | $V_{4}=2$ |
| $V_{5}=2$ | $V_{5}=2$ |
| $V_{6}=2$ | $V_{6}=2$ |
| $V_{7}=2$ | $V_{7}=2$ |
| $V_{8}=2$ | $V_{8}=2$ |
| $V_{9}=2$ | $V_{9}=2$ |
| $S H_{0}=3$ | $S H_{0}=3$ |
| $S H_{1}=3$ | $S H_{1}=3$ |
| $S H_{2}=3$ | $S H_{2}=3$ |
| $S H_{3}=3$ | $S H_{3}=3$ |
| $S H_{4}=3$ | $S H_{4}=3$ |
| $S H_{5}=3$ | $S H_{5}=3$ |
| $S H_{6}=3$ | $S H_{6}=3$ |
| $S H_{7}=3$ | $S H_{7}=3$ |
| $S H_{8}=3$ | $S H_{8}=3$ |
| $S H_{9}=3$ | $S H_{9}=3$ |
|  |  |


| Test Case 13 |  |  |
| :--- | :--- | :--- |
| number of nodes $=15$ |  |  |
| $\lambda_{0}=3.0$ | $V_{0}=2$ | $S H_{0}=3$ |
| $\lambda_{1}=2.0$ | $V_{1}=2$ | $S H_{1}=3$ |
| $\lambda_{2}=0.5$ | $V_{2}=2$ | $S H_{2}=3$ |
| $\lambda_{3}=0.25$ | $V_{3}=2$ | $S H_{3}=3$ |
| $\lambda_{4}=1.25$ | $V_{4}=2$ | $S H_{4}=3$ |
| $\lambda_{5}=4.0$ | $V_{5}=2$ | $S H_{5}=3$ |
| $\lambda_{6}=0.25$ | $V_{6}=2$ | $S H_{6}=3$ |
| $\lambda_{7}=0.5$ | $V_{7}=2$ | $S H_{7}=3$ |
| $\lambda_{8}=1.25$ | $V_{8}=2$ | $S H_{8}=3$ |
| $\lambda_{9}=0.75$ | $V_{9}=2$ | $S H_{9}=3$ |
| $\lambda_{10}=0.5$ | $V_{10}=2$ | $S H_{10}=3$ |
| $\lambda_{11}=0.6$ | $V_{11}=2$ | $S H_{11}=3$ |
| $\lambda_{12}=2.0$ | $V_{12}=2$ | $S H_{12}=3$ |
| $\lambda_{13}=6.0$ | $V_{13}=2$ | $S H_{13}=3$ |
| $\lambda_{14}=0.2$ | $V_{14}=2$ | $S H_{14}=3$ |
| $\lambda_{v p}=5.0$ |  |  |
| $\mu=1.0$ |  |  |

Table B.3: Test cases for approximation results.

## B.2.2 Simulation Results

| Test Case | overall P(loss) |
| :--- | :--- |
| 1 | $0.155723+/-0.000031$ |
| 2 | $0.026349+/-0.000013$ |
| 3 | $0.029519+/-0.000013$ |
| 4 | $0.197246+/-0.000037$ |
| 5 | $0.574883+/-0.000037$ |
| 6 | $0.357552+/-0.000042$ |
| 7 | $0.449853+/-0.000040$ |
| 8 | $0.566914+/-0.000044$ |
| 9 | $0.301966+/-0.000040$ |
| 10 | $0.659053+/-0.000038$ |
| 11 | $0.336325+/-0.000040$ |
| 12 | $0.534212+/-0.000041$ |
| 13 | $0.403717+/-0.000040$ |

Table B.4: Simulation results for the test cases in Table B.3.

## B.2.3 Approximation Method Results - Subsystems with Original Arrival

 Rates| Test Case 1 |  |  |
| :--- | :--- | :--- |
|  | Subsystem 0 | Subsystem 1 |
| $p[$ state 2$]$ | 0.0648661 |  |
| $p[$ state 5$]$ | 0.0379788 |  |
| $p[$ state 8$]$ | 0.011991 |  |
| $p[$ state 9$]$ | 0.003088 | 0.112946 |
| $p[$ state 10$]$ | 0.00309695 | 0.0779166 |
| $p[$ state 11$]]$ | 0.00281114 | 0.0309805 |
| $P_{0}^{v}$ | 0.11764704 |  |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.00899609 | 0.2218431 |
| $p\left(\right.$ loss $\left._{\text {vp }}\right)$ | 0.00281114 | 0.0309805 |


| Test Case 2 |  |  |
| :--- | :--- | :--- |
| $p[$ state 2$]$ | Subsystem 0 | Subsystem 1 |
| $p[$ state 5$]$ | 0.0468319 |  |
| $p[$ state 8$]$ | 0.02061208 |  |
| $p[$ state 9$]$ | 0.0149447 | 0.0149447 |
| $p[$ state 10$]$ | 0.0118586 | 0.0118586 |
| $p\left[\right.$ state11 $\left.^{v}\right]$ | 0.00707866 | 0.00707866 |
| $P_{0}^{v}$ | 0.11764706 |  |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.03388196 | 0.03388196 |
| $p\left(\right.$ loss $\left._{u p}\right)$ | 0.00707866 | 0.00707866 |


| Test Case 3 |  |  |  |
| :--- | :--- | :--- | :--- |
|  | Subsystem 0 | Subsystem 1 | Subsystem 2 |
| $p[$ state 2$]$ | 0.0355065 |  |  |
| $p[$ state 5$]$ | 0.0274267 |  |  |
| $p[$ state 8$]$ | 0.0109114 |  |  |
| $p[$ state 9$]$ | 0.0123274 | 0.0159321 | 0.026971 |
| $p[$ state 10$]$ | 0.0070354 | 0.00826424 | 0.0146417 |
| $p[$ state 11$]$ | 0.00307838 | 0.0024931 | 0.00543009 |
| $P_{0}^{v}$ | 0.07692298 |  |  |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.02244118 | 0.02668944 | 0.04704279 |
| $p\left(\right.$ loss $\left._{\text {up }}\right)$ | 0.00307838 | 0.0024931 | 0.00543009 |


| Test Case 4 |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Sub- <br> system 0 | Sub- <br> system 1 | Sub- <br> system 2 | Sub- <br> system 3 | Sub- <br> system 4 |
| $p[$ state1] | 0.0716426 |  |  |  |  |
| $p[$ state $]$ | 0.109821 |  |  |  |  |
| $p[$ state 5$]$ | 0.0848404 |  |  |  |  |
| $p[$ state $]$ | 0.0440654 |  |  |  |  |
| $p[$ state 9$]$ | 0.0173598 |  |  |  |  |
| $p[$ state10] | 0.00649288 | 0.00075568 | 0.0000855279 | 0.192994 | 0.0000137713 |
| $p[$ state11] | 0.00560436 | 0.00100697 | 0.000197402 | 0.105027 | 0.0000512148 |
| $P_{0}^{v}$ | 0.33333356 |  |  |  |  |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.01209724 | 0.00176265 | 0.0002829299 | 0.298021 | 0.0000649861 |
| $p\left(\right.$ loss $\left._{v p}\right)$ | 0.00560436 | 0.00100697 | 0.000197402 | 0.105027 | 0.0000512148 |


| Test Case 5 |  |  |
| :--- | :--- | :--- |
|  | Subsystem 0 | Subsystem 1 |
| $p[$ state 1$]$ | 0.0158814 |  |
| $p[$ state 3$]$ | 0.0854714 |  |
| $p[$ state 4$][$ | 0.451698 | 0.162108 |
| $p[\text { state } 5]^{P_{0}^{v}}$ | 0.231981 | 0.100369 |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.3333338 |  |
| $p\left(\right.$ loss $\left._{u p}\right)$ | 0.683679 | 0.262477 |


| Test Case 6 |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Sub- <br> system 0 | Sub- <br> system 1 | Sub- <br> system 2 | Sub- <br> system 3 | Sub- <br> system 4 |
| $p[$ state 2$]$ | 0.0246787 |  |  |  |  |
| $p[$ state 5$]$ | 0.0892361 |  |  |  |  |
| $p[$ state $]$ | 0.171965 |  |  |  |  |
| $p[$ state 9$]$ | 0.0335396 | 0.0203 | 0.0117592 | 0.0565717 | 0.0161235 |
| $p[$ state10] | 0.119279 | 0.0818453 | 0.0556031 | 0.18139 | 0.069349 |
| $p[\text { state11 }]^{P_{0}^{v}}$ | 0.243532 | 0.192094 | 0.150861 | 0.319704 | 0.173205 |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.5294118 |  |  |  |  |
| $p\left(\right.$ loss $\left._{v p}\right)$ | 0.3963506 | 0.2942393 | 0.2182233 | 0.5576657 | 0.2586775 |


| Test Case 7 |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Sub- <br> system 0 | Sub- <br> system 1 | Sub- <br> system 2 | Sub- <br> system 3 | Sub- <br> system 4 |
| $p[$ state 2$]$ | 0.00909703 |  |  |  |  |
| $p[$ state 5$]$ | 0.0462568 |  |  |  |  |
| $p[$ state 8$]$ | 0.121363 |  |  |  |  |
| $p[$ state 9$]$ | 0.0928268 | 0.0928268 | 0.0928268 | 0.0928268 | 0.0928268 |
| $p[$ state 10$]$ | 0.194118 | 0.194118 | 0.194118 | 0.194118 | 0.194118 |
| $p[$ state11] | 0.223283 | 0.223283 | 0.223283 | 0.223283 | 0.223283 |
| $P_{0}^{v}$ | 0.39999983 |  |  |  |  |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.5102278 | 0.5102278 | 0.5102278 | 0.5102278 | 0.510227 |
| $p\left(\right.$ loss $\left._{\text {vp }}\right)$ | 0.223283 | 0.223283 | 0.223283 | 0.223283 | 0.223283 |


| Test Case 8 |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Sub- <br> system 0 | Sub- <br> system 1 | Sub- <br> system 2 | Sub- <br> system 3 | Sub- <br> system 4 |
| $p[$ state 2$]$ | 0.00470939 |  |  |  |  |
| $p[$ state 5$]$ | 0.0394083 |  |  |  |  |
| $p[$ state 8$]$ | 0.178797 |  |  |  |  |
| $p[$ state 9$]$ | 0.00795959 | 0.0077442 | 0.00785017 | 0.00795959 | 0.0077442 |
| $p[$ state 10$]$ | 0.0957427 | 0.0941479 | 0.0949331 | 0.0957427 | 0.0941479 |
| $p[$ state11] | 0.596758 | 0.591879 | 0.594285 | 0.596758 | 0.591879 |
| $P_{0}^{v}$ | 0.81967269 |  |  |  |  |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.70046029 | 0.6937711 | 0.69706827 | 0.70046029 | 0.6937711 |
| $p\left(\right.$ loss $\left._{\text {vp }}\right)$ | 0.596758 | 0.591879 | 0.594285 | 0.596758 | 0.591879 |


| Test Case 9 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Subsystem 0 | Subsystem 1 | Subsystem 2 | Subsystem 3 | Subsystem 4 |
| $p$ [state 2 ] | 0.0286281 |  |  |  |  |
| $p$ [state 5 ] | 0.0854074 |  |  |  |  |
| $p$ [state8] | 0.133848 |  |  |  |  |
| $p$ [state 9 ] | 0.0492607 | 0.0928268 | 0.0306952 | 0.0132124 | 0.0163754 |
| $p$ [state10] | 0.112594 | 0.194118 | 0.0765808 | 0.0402096 | 0.0471363 |
| $p$ [state11] | 0.152116 | 0.223283 | 0.11718 | 0.0767313 | 0.0850919 |
| $P_{0}^{v}$ | 0.3999995 |  |  |  |  |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.3139707 | 0.5102278 | 0.224456 | 0.1301533 | 0.1486036 |
| $p$ (loss $_{v p}$ ) | 0.152116 | 0.223283 | 0.11718 | 0.0767313 | 0.0850919 |
|  | Subsystem 5 | Subsystem 6 |  |  |  |
| $p$ [state 9 ] | 0.0353956 | 0.0736786 |  |  |  |
| $p$ [state10] | 0.0858519 | 0.158509 |  |  |  |
| $p$ [state11] | 0.126512 | 0.193079 |  |  |  |
| $p$ (loss ${ }_{\text {i }}$ ) | 0.2477595 | 0.4252666 |  |  |  |
| $p$ ( loss $_{\text {vp }}$ ) | 0.126512 | 0.193079 |  |  |  |


| Test Case 10 |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | Subsystem 0 | Subsystem 1 | Subsystem 2 | Subsystem 3 |
| p[state 3$]$ | 0.00923877 |  |  |  |
| p[state 7$]$ | 0.101439 |  |  |  |
| $p[$ state 8$]$ | 0.00302275 | 0.00258254 | 0.00235148 | 0.00317972 |
| $p[$ state 9$]$ | 0.0315837 | 0.0280531 | 0.0260794 | 0.0328724 |
| p[state10] | 0.168679 | 0.156187 | 0.148095 | 0.173345 |
| $p[$ state 11$]$ | 0.621387 | 0.598897 | 0.577381 | 0.629879 |
| $P_{0}^{v}$ | 0.73206477 |  |  |  |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.82467245 | 0.78571964 | 0.75390688 | 0.83927612 |
| $p\left(\right.$ loss $\left._{\text {vp }}\right)$ | 0.621387 | 0.598897 | 0.577381 | 0.629879 |


| Test Case 11 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Subsystem 0 | Subsystem 1 | Subsystem 2 | Subsystem 3 | Subsystem 4 |
| p[state 2 ] | 0.0865361 |  |  |  |  |
| $p$ [state 5 ] | 0.154033 |  |  |  |  |
| $p$ [state 8 ] | 0.159149 |  |  |  |  |
| $p$ [state 9 ] | 0.00826996 | 0.0114054 | 0.0156329 | 0.0335396 | 0.0149032 |
| $p$ [state10] | 0.0437441 | 0.0544446 | 0.0678453 | 0.119279 | 0.0655919 |
| $p$ [statell] | 0.129694 | 0.148882 | 0.17085 | 0.243532 | 0.167284 |
| $P_{0}^{v}$ | 0.5294121 |  |  |  |  |
| $p$ (loss ${ }_{\text {i }}$ ) | 0.18170806 | 0.214732 | 0.2543282 | 0.3963506 | 0.2477791 |
| $p$ ( loss $_{\text {vp }}$ ) | 0.129694 | 0.148882 | 0.17085 | 0.243532 | 0.167284 |
|  | Subsystem 5 | Subsystem 6 | Subsystem 7 | Subsystem 8 | Subsystem 9 |
| $p$ [state 9 ] | 0.00826996 | 0.0127697 | 0.046367 | 0.00826996 | 0.056717 |
| p[state10] | 0.0437441 | 0.0588695 | 0.154069 | 0.0437441 | 0.18139 |
| $p$ [state11] | 0.129694 | 0.156351 | 0.287117 | 0.129694 | 0.319704 |
| $p$ (loss ${ }_{\text {i }}$ ) | 0.18170806 | 0.2279902 | 0.487553 | 0.18170806 | 0.557811 |
| $p$ ( loss $_{\text {vp }}$ ) | 0.129694 | 0.156351 | 0.287117 | 0.129694 | 0.319704 |


| Test Case 12 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Subsystem 0 | Subsystem 1 | Subsystem 2 | Subsystem 3 | Subsystem 4 |
| p[state 2 ] | 0.00287919 |  |  |  |  |
| $p$ [state 5 ] | 0.0293729 |  |  |  |  |
| $p$ [state 8 ] | 0.15982 |  |  |  |  |
| $p$ [state 9 ] | 0.00935799 | 0.00856335 | 0.00711422 | 0.00684048 | 0.00787966 |
| $p$ [state10] | 0.106034 | 0.100194 | 0.0894519 | 0.0873924 | 0.0951515 |
| $p$ [statell] | 0.6276 | 0.610219 | 0.577304 | 0.570802 | 0.594953 |
| $P_{0}^{v}$ | 0.81967209 |  |  |  |  |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.74299199 | 0.71897635 | 0.67387012 | 0.66503488 | 0.69798416 |
| $p$ (loss ${ }_{\text {up }}$ ) | 0.6276 | 0.610219 | 0.577304 | 0.570802 | 0.594953 |
|  | Subsystem 5 | Subsystem 6 | Subsystem 7 | Subsystem 8 | Subsystem 9 |
| p[state9] | 0.0100357 | 0.00684048 | 0.00711422 | 0.00787966 | 0.00737866 |
| $p$ [state10] | 0.111022 | 0.0873924 | 0.0894519 | 0.0951515 | 0.0914297 |
| $p$ [state11] | 0.642282 | 0.570802 | 0.577304 | 0.594953 | 0.583483 |
| $p$ (loss ${ }_{\text {i }}$ ) | 0.7633397 | 0.66503488 | 0.67387012 | 0.69798416 | 0.68229136 |
| $p$ (loss ${ }_{\text {up }}$ ) | 0.642282 | 0.570802 | 0.577304 | 0.594953 | 0.583483 |


| Test Case 13 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Subsystem 0 | Subsystem 1 | Subsystem 2 | Subsystem 3 | Subsystem 4 |
| p[state 2 ] | 0.00911322 |  |  |  |  |
| $p$ [state 5 ] | 0.0557786 |  |  |  |  |
| $p$ [state 8 ] | 0.181599 |  |  |  |  |
| $p$ [state 9 ] | 0.024404 | 0.0198077 | 0.011416 | 0.00994458 | 0.0157862 |
| $p$ [statel0] | 0.138626 | 0.119313 | 0.0822165 | 0.0751897 | 0.101983 |
| $p$ [statell] | 0.429185 | 0.393494 | 0.317903 | 0.301936 | 0.359656 |
| $P_{0}^{v}$ | 0.67567582 |  |  |  |  |
| $p$ (loss ${ }_{\text {i }}$ ) | 0.592215 | 0.5326147 | 0.4115355 | 0.38707028 | 0.4774252 |
| $p\left(\right.$ loss $\left._{u p}\right)$ | 0.429185 | 0.393494 | 0.317903 | 0.301936 | 0.359659 |
|  | Subsystem 5 | Subsystem 6 | Subsystem 7 | Subsystem 8 | Subsystem 9 |
| $p$ [state 9 ] | 0.0281543 | 0.00994458 | 0.011416 | 0.0157862 | 0.0128927 |
| p[state10] | 0.154231 | 0.0751897 | 0.0822165 | 0.101983 | 0.0890496 |
| $p$ [state11] | 0.456991 | 0.301936 | 0.317903 | 0.359656 | 0.332807 |
| $p$ ( loss $_{\text {i }}$ ) | 0.6393763 | 0.38707028 | 0.4115355 | 0.4774252 | 0.4347493 |
| $p\left(\right.$ loss $\left._{u p}\right)$ | 0.456991 | 0.301936 | 0.317903 | 0.359656 | 0.332807 |
|  | Subsystem 10 | Subsystem 11 | Subsystem 12 | Subsystem 13 | Subsystem 14 |
| $p$ [state 9 ] | 0.011416 | 0.0120073 | 0.0198077 | 0.0336815 | 0.00965306 |
| $p$ [state10] | 0.0822165 | 0.0849756 | 0.119313 | 0.177312 | 0.073766 |
| p[state11] | 0.317903 | 0.323989 | 0.393493 | 0.497203 | 0.298611 |
| $p$ (loss ${ }_{\text {i }}$ ) | 0.4115355 | 0.4209719 | 0.5326137 | 0.7081965 | 0.38203006 |
| $p$ (loss ${ }_{\text {vp }}$ ) | 0.317903 | 0.323989 | 0.393493 | 0.497203 | 0.298611 |

Table B.5: The subsystem results for the test cases in Table B.3.

## B.2.4 Approximation Method Results - Subsystems with Thinned Ar-

 rival Rates| Test Case 1 |  |  |
| :--- | :--- | :--- |
|  | Subsystem 0 | Subsystem 1 |
| $\lambda_{v p}^{\prime}$ | 0.6666666667 | 0.6647925733 |
| $p[$ state 2$]$ | 0.0648661 |  |
| $p[$ state 5$]$ | 0.0379788 |  |
| $p[$ state 8$]$ | 0.011991 |  |
| $p[$ state 9$]$ | 0.003088 | 0.113122 |
| $p[$ state 10$]$ | 0.00309695 | 0.0778069 |
| $p[$ state 11$]$ | 0.00281114 | 0.0308389 |
| $P_{0}^{v}$ | 0.11764704 |  |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.00899609 | 0.2217678 |
| $p\left(\right.$ loss $\left._{v p}\right)$ | 0.00281114 | 0.0308389 |


| Test Case 2 |  |  |
| :--- | :--- | :--- |
|  | Subsystem 0 | Subsystem 1 |
| $\lambda_{v p}^{\prime}$ | 0.6666666667 | 0.66194756 |
| $p[$ state 2$]$ | 0.0468319 |  |
| $p[$ state 5$]$ | 0.0431208 |  |
| $p[$ state 8$]$ | 0.0206157 |  |
| $p[$ state 9$]$ | 0.0149447 | 0.0149796 |
| $p[$ state 10$]$ | 0.0118586 | 0.0117814 |
| $p[$ state 11$]$ | 0.00707866 | 0.00696881 |
| $P_{0}^{v}$ | 0.11764706 |  |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.03388196 | 0.03372981 |
| $p\left(\right.$ loss $\left._{\text {vp }}\right)$ | 0.00707866 | 0.00696881 |


| Test Case 3 |  |  |  |
| :--- | :--- | :--- | :--- |
|  | Subsystem 0 | Subsystem 1 | Subsystem 2 |
| $\lambda_{v p}^{\prime}$ | 0.5 | 0.49846081 | 0.4965914823 |
| $p[$ state 2$]$ | 0.0355065 |  |  |
| $p[$ state 5$]$ | 0.0274267 |  |  |
| $p[$ state 8$]$ | 0.0109114 |  |  |
| $p[$ state 9$]\left[\begin{array}{l}\text { state } 10]\end{array}\right.$ | 0.0123274 | 0.0164724 | 0.0270393 |
| $p\left[\right.$ state11 $\left.^{\prime}\right]$ | 0.0030354 | 0.00917697 | 0.0145653 |
| $P_{0}^{v}$ | 0.07692298 | 0.0037502 | 0.00535503 |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.02244118 | 0.02939957 | 0.04695963 |
| $p\left(\right.$ loss $\left._{v p}\right)$ | 0.00307838 | 0.0037502 | 0.00535503 |


| Test Case 4 |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Sub- <br> system 0 | Sub- <br> system 1 | Sub- <br> system 2 | Sub- <br> system 3 | Sub- <br> system 4 |
| $\lambda_{v p}^{\prime}$ | 0.5 | 0.49719782 | 0.4967032325 | 0.4966071865 | 0.444721171 |
| $p[$ state1] | 0.0716426 |  |  |  |  |
| $p[$ state3] | 0.109821 |  |  |  |  |
| $p[$ state5] | 0.0848404 |  |  |  |  |
| $p[$ state $]$ | 0.0440654 |  |  |  |  |
| $p[$ state 9$]$ | 0.0173598 |  |  |  |  |
| $p[$ state10] | 0.00649288 | 0.000752166 | 0.0000843687 | 0.193394 | 0.0000090577 |
| $p[$ state11] | 0.00560436 | 0.00099475 | 0.000193367 | 0.104481 | 0.0000315444 |
| $P_{0}^{v}$ | 0.33333356 |  |  |  |  |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.01209724 | 0.001746916 | 0.0002777357 | 0.297875 | 0.0000406021 |
| $p\left(\right.$ loss $\left._{v p}\right)$ | 0.00560436 | 0.00099475 | 0.000193367 | 0.104481 | 0.0000315444 |


| Test Case 5 |  |  |
| :--- | :--- | :--- |
|  | Subsystem 0 | Subsystem 1 |
| $\lambda_{v p}^{\prime}$ | 0.5 | 0.3840095 |
| $p[$ state 1$]$ | 0.0158814 |  |
| $p[$ state 3$]$ | 0.0854714 |  |
| $p[$ state 4$]]$ | 0.451698 | 0.171135 |
| $p[$ state 5$]+0.231981$ | 0.0786689 |  |
| $P_{0}^{u}$ | 0.3333338 |  |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.683679 | 0.2498039 |
| $p\left(\right.$ loss $\left._{v p}\right)$ | 0.231981 | 0.0786689 |


| Test Case 6 |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Sub- <br> system 0 | Sub- <br> system 1 | Sub- <br> system 2 | Sub- <br> system 3 | Sub- <br> system 4 |
| $\lambda_{\text {vp }}^{\prime}$ | 3.0 | 2.269404 | 1.981296354 | 1.84943593 | 1.467385004 |
| $p[$ state 2$]$ | 0.0246787 |  |  |  |  |
| $p[$ state 5$]$ | 0.0892361 |  |  |  |  |
| $p[$ state $]$ ] | 0.171965 |  |  |  |  |
| $p[$ state 9$]$ | 0.0335396 | 0.0232137 | 0.0101452 | 0.101334 | 0.0182344 |
| $p[$ state10] | 0.119279 | 0.069585 | 0.0328703 | 0.195195 | 0.0363453 |
| $p[$ state11] | 0.243532 | 0.126953 | 0.0665526 | 0.206577 | 0.0483241 |
| $P_{0}^{v}$ | 0.5294118 |  |  |  |  |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.3963506 | 0.2197517 | 0.1095681 | 0.503106 | 0.1029038 |
| $p\left(\right.$ loss $\left._{\text {up }}\right)$ | 0.243532 | 0.126953 | 0.0665526 | 0.206577 | 0.0483241 |


| Test Case 7 |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Sub- <br> system 0 | Sub- <br> system 1 | Sub- <br> system 2 | Sub- <br> system 3 | Sub- <br> system 4 |
| $\lambda_{\text {vp }}^{\prime}$ | 2.0 | 1.553434 | 1.286383161 | 1.10805315 | 0.9800630387 |
| $p[$ state 2$]$ | 0.00909703 |  |  |  |  |
| $p[$ state 5$]$ | 0.0462568 |  |  |  |  |
| $p[$ state $]$ | 0.121363 |  |  |  |  |
| $p[$ state 9$]$ | 0.0928268 | 0.121909 | 0.14633 | 0.166843 | 0.184216 |
| $p[$ state10 $]$ | 0.194118 | 0.195681 | 0.19307 | 0.188688 | 0.183635 |
| $p[\text { state11 }]^{P_{0}^{v}}$ | 0.223283 | 0.171910 | 0.138629 | 0.115509 | 0.0986191 |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.39999983 |  |  |  |  |
| $p\left(\right.$ loss $\left._{v p}\right)$ | 0.5102278 | 0.489500 | 0.478029 | 0.471040 | 0.4664701 |


| Test Case 8 |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Sub- <br> system 0 | Sub- <br> system 1 | Sub- <br> system 2 | Sub- <br> system 3 | Sub- <br> system 4 |
| $\lambda_{v p}^{\prime}$ | 10.0 | 4.03242 | 2.904156949 | 2.350554935 | 2.001962937 |
| $p[$ state 2$]$ | 0.00470939 |  |  |  |  |
| $p[$ state 5$]$ | 0.0394083 |  |  |  |  |
| $p[$ state 8$]$ | 0.178797 |  |  |  |  |
| $p[$ state 9$]$ | 0.00795959 | 0.0172968 | 0.0223655 | 0.0277143 | 0.024505 |
| $p[$ state 10$]$ | 0.0957427 | 0.0930737 | 0.0853959 | 0.0827073 | 0.0641935 |
| $p[\text { state11 }]^{P 0}$ | 0.596758 | 0.279798 | 0.190624 | 0.148302 | 0.104337 |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.81967269 |  |  |  |  |
| $p\left(\right.$ loss $\left._{v p}\right)$ | 0.70046029 | 0.3901685 | 0.2983854 | 0.2587236 | 0.1930355 |


| Test Case 9 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Subsystem 0 | Subsystem 1 | Subsystem 2 | Subsystem 3 | Subsystem 4 |
| $\lambda_{v p}^{\prime}$ | 2.0 | 1.695768 | 1.375469644 | 1.28583744 | 1.246902668 |
| $p$ [state2] | 0.0286281 |  |  |  |  |
| $p$ [state5] | 0.0854074 |  |  |  |  |
| $p$ [state 8 ] | 0.133848 |  |  |  |  |
| $p$ [state 9 ] | 0.0492607 | 0.111299 | 0.0389518 | 0.0129201 | 0.0177556 |
| $p$ [state10] | 0.112594 | 0.195776 | 0.0632496 | 0.0236734 | 0.0294222 |
| $p$ [state11] | 0.152116 | 0.188881 | 0.0651648 | 0.0302797 | 0.0336102 |
| $P_{0}{ }^{\nu}$ | 0.3999995 |  |  |  |  |
| $p$ (loss ${ }_{\text {i }}$ ) | 0.3139707 | 0.495956 | 0.1673662 | 0.0668725 | 0.080788 |
| $p$ (loss $_{\text {up }}$ ) | 0.152116 | 0.188881 | 0.0651648 | 0.0302797 | 0.0336102 |
|  | Subsystem 5 | Subsystem 6 |  |  |  |
| $\lambda_{v p}^{\prime}$ | 1.20499402 | 1.134094823 |  |  |  |
| p[state 9 ] | 0.0507586 | 0.126904 |  |  |  |
| $p$ [state10] | 0.0691443 | 0.149308 |  |  |  |
| $p$ [state11] | 0.0588378 | 0.0983241 |  |  |  |
| $p$ (loss ${ }_{\text {i }}$ ) | 0.1787407 | 0.3745361 |  |  |  |
| $p$ ( loss $_{\text {vp }}$ ) | 0.0588378 | 0.0983241 |  |  |  |


| Test Case 10 |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | Subsystem 0 | Subsystem 1 | Subsystem 2 | Subsystem 3 |
| $\lambda_{v p}^{\prime}$ | 10.0 | 3.78613 | 2.736679128 | 2.294721869 |
| $p[$ state 3$]$ | 0.00923877 |  |  |  |
| $p[$ state 7$]$ | 0.101439 |  |  |  |
| $p[$ state 8$]$ | 0.00302275 | 0.0211372 | 0.0286248 | 0.0852898 |
| $p[$ state 9$]$ | 0.0315837 | 0.0849413 | 0.084428 | 0.196675 |
| $p[$ state 10$]$ | 0.168679 | 0.179301 | 0.133497 | 0.229618 |
| $p[\text { state } 11]^{P_{0}^{v}}$ | 0.621387 | 0.277183 | 0.161494 | 0.187957 |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.73206477 |  |  |  |
| $p\left(\right.$ loss $\left._{v p}\right)$ | 0.82467245 | 0.5625625 | 0.4080438 | 0.6995398 |


| Test Case 11 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Subsystem 0 | Subsystem 1 | Subsystem 2 | Subsystem 3 | Subsystem 4 |
| $\lambda_{\nu p}^{\prime}$ | 3.0 | 2.610918 | 2.310735536 | 2.055186672 | 1.731803049 |
| $p$ [state 2 ] | 0.0865361 |  |  |  |  |
| $p$ [state 5 ] | 0.154033 |  |  |  |  |
| $p$ [state 8 ] | 0.159149 |  |  |  |  |
| $p$ [state 9 ] | 0.00826996 | 0.0108905 | 0.0161478 | 0.0480468 | 0.0152438 |
| $p$ [state10] | 0.0437441 | 0.0461804 | 0.0541605 | 0.113174 | 0.0381683 |
| $p$ [statel1] | 0.129694 | 0.114972 | 0.110592 | 0.15735 | 0.0619186 |
| $P_{0}^{v}$ | 0.5294121 |  |  |  |  |
| $p$ (lossi) | 0.18170806 | 0.1720429 | 0.1809003 | 0.3185708 | 0.1153307 |
| $p$ ( loss $_{\text {vp }}$ ) | 0.129694 | 0.114972 | 0.110592 | 0.15735 | 0.0619186 |
|  | Subsystem 5 | Subsystem 6 | Subsystem 7 | Subsystem 8 | Subsystem 9 |
| $\lambda_{v p}^{\prime}$ | 1.624572229 | 1.577109377 | 1.508287005 | 1.29639078 | 1.276530203 |
| $p$ [state 9 ] | 0.00408577 | 0.0111061 | 0.0982813 | 0.00299408 | 0.147365 |
| $p$ [state 10$]$ | 0.0137517 | 0.0269899 | 0.156357 | 0.0082224 | 0.192893 |
| $p$ [state11] | 0.0292156 | 0.0436383 | 0.140488 | 0.0153199 | 0.137368 |
| $p$ (lossi) | 0.04705307 | 0.0817343 | 0.3951263 | 0.02653638 | 0.477626 |
| $p\left(\right.$ loss $\left._{v p}\right)$ | 0.0292156 | 0.0436383 | 0.140488 | 0.0153199 | 0.137368 |


| Test Case 12 |  | $\cdot$ |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
|  | Sub- <br> system 0 | Sub- <br> system 1 | Sub- <br> system 2 | Sub- <br> system 3 | Sub- <br> system 4 |
| $\lambda_{v p}^{\prime}$ | 10.0 | 3.724 | 2.594607624 | 2.299904306 | 2.134244729 |
| $p[$ state 2$]$ | 0.00287919 |  |  |  |  |
| $p[$ state 5$]$ | 0.0293729 |  |  |  |  |
| $p[$ state 8$]$ | 0.15982 |  |  |  |  |
| $p[$ state 9$]$ | 0.00935799 | 0.0270231 | 0.0108642 | 0.00639749 | 0.0273196 |
| $p[$ state 10$]$ | 0.106034 | 0.120678 | 0.0458176 | 0.0280841 | 0.0744993 |
| $p[$ state11] | 0.6276 | 0.303274 | 0.113583 | 0.0720289 | 0.124076 |
| $P_{0}^{v}$ | 0.81967209 |  |  |  |  |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.74299199 | 0.4509751 | 0.1702648 | 0.10651049 | 0.2258949 |
| $p\left(\right.$ loss $\left._{v p}\right)$ | 0.6276 | 0.303274 | 0.113583 | 0.0720289 | 0.124076 |
|  | Sub- | Sub- | Sub- | Sub- | Sub- |
|  | system 5 | system 6 | system 7 | system 8 | system 9 |
| lambda $_{v p}^{\prime}$ | 1.86943618 | 1.479038084 | 1.445852907 | 1.40037129 | 1.31169824 |
| $p[$ state9] | 0.100137 | 0.00358625 | 0.00832726 | 0.0349515 | 0.0157285 |
| $p[$ state10] | 0.195077 | 0.0111367 | 0.0196022 | 0.0588117 | 0.0283393 |
| $p[$ state11] | 0.208832 | 0.022437 | 0.0314566 | 0.0633211 | 0.0351292 |
| $p\left(\right.$ loss $\left._{i}\right)$ | 0.504046 | 0.03715995 | 0.05938606 | 0.1570843 | 0.079197 |
| $p\left(\right.$ loss $\left._{v p}\right)$ | 0.208832 | 0.022437 | 0.0314566 | 0.0633211 | 0.0351292 |


| Test Case 13 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \hline \text { Sub- } \\ & \text { system } 0 \end{aligned}$ | Subsystem 1 | Subsystem 2 | Subsystem 3 | Subsystem 4 |
| $\lambda_{\nu p}^{\prime}$ | 5.0 | 2.854075 | 2.195457237 | 2.017712141 | 1.912599629 |
| $p$ [state 2 ] | 0.00911322 |  |  |  |  |
| $p$ [state 5 ] | 0.0557786 |  |  |  |  |
| $p$ [state 8 ] | 0.181599 |  |  |  |  |
| $p$ [state 9 ] | 0.024404 | 0.0352128 | 0.0101034 | 0.00546187 | 0.0290996 |
| $p$ [state10] | 0.138626 | 0.118713 | 0.036659 | 0.0217903 | 0.0701682 |
| $p$ [state11] | 0.429185 | 0.230764 | 0.0809604 | 0.0520949 | 0.104855 |
| $P_{0}^{v}$ | 0.67567582 |  |  |  |  |
| $p$ (loss ${ }_{\text {i }}$ ) | 0.592215 | 0.3846898 | 0.1277228 | 0.07934707 | 0.2041228 |
| $p\left(\right.$ loss $\left._{v p}\right)$ | 0.429185 | 0.230764 | 0.0809604 | 0.0520949 | 0.104855 |
|  | Subsystem 5 | Subsystem 6 | Subsystem 7 | Subsystem 8 | Subsystem 9 |
| $\lambda_{v p}^{\prime}$ | 1.712053995 | 1.385414637 | 1.359654376 | 1.322746422 | 1.298151407 |
| $p$ [state9] | 0.110174 | 0.00327647 | 0.0081415 | 0.0361607 | 0.0157576 |
| $p$ [state10] | 0.195745 | 0.00958807 | 0.0178334 | 0.0569213 | 0.0280318 |
| $p$ [statel1] | 0.190788 | 0.0185939 | 0.0271451 | 0.0575462 | 0.0343771 |
| $p$ ( loss $_{\text {i }}$ ) | 0.496707 | 0.03145844 | 0.05312 | 0.1506282 | 0.0781665 |
| $p\left(\right.$ loss $\left._{v p}\right)$ | 0.190788 | 0.0185939 | 0.0271451 | 0.0575462 | 0.0343771 |
|  | Subsystem 10 | Subsystem 11 | Subsystem 12 | Subsystem 13 | Subsystem 14 |
| $\lambda_{v p}^{\prime}$ | 1.253524726 | 1.225579147 | 1.195257461 | 1.104399248 | 0.9480825784 |
| $p$ [state9] | 0.00793676 | 0.0107879 | 0.0764276 | 0.217907 | 0.001447 |
| $p$ [state10] | 0.0157539 | 0.019364 | 0.0988265 | 0.242694 | 0.0031328 |
| $p$ [state11] | 0.0222936 | 0.0247407 | 0.0760156 | 0.14154 | 0.0051388 |
| $p$ (loss ${ }_{\text {i }}$ ) | 0.04598426 | 0.0548926 | 0.2512697 | 0.602141 | 0.0097186 |
| $p\left(\right.$ loss $\left._{v p}\right)$ | 0.0222936 | 0.0247407 | 0.0760156 | 0.14154 | 0.0051388 |

Table B.6: The subsystem results for the test cases in Table B. 3 using the thinned arrival rates.

## B.2.5 Approximation Results

| test <br> case | simulation | approximation <br> 1 | approximation <br> 2 | approximation <br> 3 |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 0.155723 | 0.1279670882 | 0.1526495922 | 0.1279909988 |
| 2 | 0.026349 | 0.02048031 | 0.0249475267 | 0.020476752 |
| 3 | 0.029519 | 0.0210958195 | 0.0278296082 | 0.0212831812 |
| 4 | 0.197246 | 0.1579370545 | 0.1922870149 | 0.1589117163 |
| 5 | 0.574883 | 0.5450921875 | 0.5737497899 | 0.5512751574 |
| 6 | 0.357552 | 0.2995222374 | 0.3870244105 | 0.3218891222 |
| 7 | 0.449853 | 0.4145792 | 0.4841418182 | 0.420423868 |
| 8 | 0.566914 | 0.6055293015 | 0.6333843356 | 0.4550272344 |
| 9 | 0.301966 | 0.3040607569 | 0.3476019332 | 0.2494779279 |
| 10 | 0.659053 | 0.6563151373 | 0.7227124858 | 0.5845200899 |
| 11 | 0.336325 | 0.2571874587 | 0.3779988864 | 0.2279330061 |
| 12 | 0.534212 | 0.6108164743 | 0.6708655137 | 0.4455632433 |
| 13 | 0.403717 | 0.4118978431 | 0.5409671368 | 0.3507906972 |


| test case | $\underset{4}{\text { approximation }}$ | $\begin{gathered} \text { approximation } \\ 5 \end{gathered}$ | approximation 6 | approximation 7 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.127949905 | 0.1526216976 | 0.1544947868 | 0.1563032872 |
| 2 | 0.0204386471 | 0.024899656 | 0.0260799903 | 0.0272033034 |
| 3 | 0.0217680581 | 0.0285921381 | 0.0293792685 | 0.0301368321 |
| 4 | 0.1588358415 | 0.192491977 | 0.1939700191 | 0.1977803942 |
| 5 | 0.5492621511 | 0.5751546321 | 0.589236926 | 0.5811663016 |
| 6 | 0.256402651 | 0.333557863 | 0.3167456913 | 0.4255573085 |
| 7 | 0.4002407967 | 0.4621984766 | 0.4592925085 | 0.4898935225 |
| 8 | 0.3831633678 | 0.3793267061 | 0.258175063 | 0.6516920424 |
| 9 | 0.2285957302 | 0.3040318705 | 0.3012242426 | 0.3472722732 |
| 10 | 0.5329598304 | 0.6162632913 | 0.5222511128 | 0.7433802703 |
| 11 | 0.1931079123 | 0.3044244303 | 0.2981373623 | 0.3936333358 |
| 12 | 0.3468376771 | 0.4047688726 | 0.3707220893 | 0.6134887228 |
| 13 | 0.2695833847 | 0.3865485485 | 0.3816964597 | 0.4789522017 |


| test <br> case | approximation <br> 8 | approximation <br> 9 | approximation <br> 10 | approximation <br> 11 |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 0.1526172491 | 0.1525792755 | 0.1548778002 | 0.1548655503 |
| 2 | 0.0248996459 | 0.0248785667 | 0.0252003629 | 0.0251642715 |
| 3 | 0.0285915948 | 0.0285765052 | 0.0285074953 | 0.0292290279 |
| 4 | 0.1924974604 | 0.1922133155 | 0.1973727157 | 0.1974190718 |
| 5 | 0.5753453091 | 0.5715599547 | 0.5805106822 | 0.5807683361 |
| 6 | 0.3327602679 | 0.3201297697 | 0.4539021471 | 0.3880966904 |
| 7 | 0.4584185614 | 0.4537914498 | 0.4991822786 | 0.4763140148 |
| 8 | 0.440647721 | 0.3815268022 | 0.7719900595 | 0.5689518336 |
| 9 | 0.3042940545 | 0.2962388156 | 0.3621465456 | 0.3283240978 |
| 10 | 0.633712907 | 0.5726647175 | 0.5609871263 | 0.6990231371 |
| 11 | 0.3052299532 | 0.2898102071 | 0.365595362 | 0.3565219836 |
| 12 | 0.4423040785 | 0.3758648926 | 0.7654747956 | 0.5239709891 |
| 13 | 0.3891507666 | 0.3598292264 | 0.5972008452 | 0.4285545932 |

Table B.7: Loss probabilities calculated by the approximation methods.
B.2.6 The Effect of VP Arrival Rates on the Approximations
B.2.6.1 The Effect of VP Arrival Rates on $P_{i}^{r}$

|  | Case 1 simulation | calculated with $\lambda_{v p}$ | calculated with $\lambda_{v p_{i}}^{\prime}$ |
| :---: | :---: | :---: | :---: |
| $P_{0}$ | $0.007205+/-0.000008$ | 0.00899609 | 0.00899609 |
| $P_{\text {I }}$ | $0.221696+/-0.000039$ | 0.2218431 | 0.2217678 |
| $P_{v p}$ | $0.031932+/-0.000026$ | 0.0269227568 | 0.0269139777 |
| Test | Case 2 simulation | calculated with $\lambda_{v p}$ | calculated with $\lambda_{v p_{i}}^{\prime}$ |
| $P_{0}{ }^{T}$ | $0.033247+/-0.000015$ | 0.03388196 | 0.03388196 |
| $P_{\text {P }}^{\text {r }}$ | $0.033248+/-0.000014$ | 0.03388196 | 0.03372981 |
| $P_{v p}$ | $0.012435+/-0.000015$ | 0.0078371686 | 0.0078198751 |
| Test | Case 3 simulation $0.021927+/-0.000013$ | calculated with $\lambda_{v p}$ 0.02244118 | calculated with $\lambda_{v p_{i}}^{\prime}$ 0.02244118 |
| $P_{0}^{r}$ | $0.021927+/-0.000013$ | 迷 | 0.02244118 |
| $P_{1}^{r}$ | $0.028937+/-0.000015$ | 0.02668944 | 0.02939957 |
| $P_{2}^{r}$ | $0.046635+/-0.000020$ | 0.04704279 | 0.04695963 |
| $P_{v p}$ | $0.010448+/-0.000017$ | 0.0071762526 | 0.0073643891 |
| Test | Case 4 simulation | calculated with $\lambda_{v p}$ | calculated with $\lambda_{v p_{i}}^{\prime}$ |
| $P_{0}{ }^{\text {r }}$ | $0.010245+/-0.000013$ | 0.01209724 | 0.01209724 |
| $P_{1}$ | $0.001170+/-0.000004$ | 0.00176265 | 0.001746916 |
| $P_{2}$ | $0.000112+/-0.000001$ | 0.0002829299 | 0.0002777357 |
| $P_{3}^{r}$ | $0.297873+/-0.000052$ | 0.298021 | 0.297875 |
| $P_{4}^{r}$ | $0.000010+/-0.000000$ | 0.000064985 | 0.00004060131 |
| $P_{v p}$ | $0.108033+/-0.000079$ | 0.1026588097 | 0.1026003715 |
|  | Case 5 simulation | calculated with $\lambda_{v p}$ | calculated with $\lambda_{v p_{i}}^{\prime}$ |
| $P_{0}{ }^{\text {r }}$ | $0.681756+/-0.000046$ | 0.683679 | 0.683679 |
| $P_{1}^{r}$ | $0.238057+/-0.000069$ | 0.262477 | 0.2498039 |
| $P_{\nu p}$ | $0.255408+/-0.000100$ | 0.2555690202 | 0.2542327624 |


| Test | Case 6 simulation | calculated with $\lambda_{v p}$ | calculated with $\lambda_{v p_{i}}^{\prime}$ |
| :---: | :---: | :---: | :---: |
| $P_{0}^{r}$ | $0.288909+/-0.000081$ | 0.3963506 | 0.3963506 |
| $P_{1}$ | $0.142535+/-0.000069$ | 0.2942393 | 0.2197517 |
| $P_{2}^{r}$ | $0.049234+/-0.000044$ | 0.2182163 | 0.1095581 |
| $P_{3}^{r}$ | $0.516964+/-0.000068$ | 0.5576657 | 0.503106 |
| $P_{4}^{r}$ | $0.095786+/-0.000059$ | 0.2586775 | 0.1029045 |
| $P_{v p}$ | $0.397190+/-0.000069$ | 0.4715915092 | 0.430438229 |
| Test Case 7 |  |  |  |
| $P_{0}^{r}$ | $0.456582+/-0.000102$ | 0.5102278 | 0.5102278 |
| $P_{1}$ | $0.456648+/-0.000101$ | 0.5102278 | 0.489500 |
| $P_{2}^{r}$ | $0.456621+/-0.000103$ | 0.5102278 | 0.478029 |
| $P_{3}^{r}$ | $0.456526+/-0.000102$ | 0.5102278 | 0.471040 |
| $P_{4}^{r}$ | $0.456767+/-0.000105$ | 0.5102278 | 0.4664701 |
| $P_{v p}$ | $0.382046+/-0.000117$ | 0.3887270649 | 0.3852674365 |
|  | Test Case 8 |  | lculated with $\lambda_{v_{p_{i}}}^{\prime}$ |
| $P_{0}^{r}$ | $0.393947+/-0.000106$ | 0.70046029 | 0.70046029 |
| $P_{1}^{\text {r }}$ | $0.349093+/-0.000106$ | 0.6937711 | 0.3901685 |
| $P_{2}^{r}$ | $0.371595+/-0.000105$ | 0.69706827 | 0.2983854 |
| $P_{3}^{T}$ | $0.393898+/-0.000105$ | 0.70046029 | 0.2587236 |
| $P_{4}^{r}$ | $0.349023+/-0.000103$ | 0.6937711 | 0.1930355 |
| $P_{v p}$ | $0.685323+/-0.000046$ | 0.7439447624 | 0.7568324341 |
| Test Case 9 |  |  |  |
|  | simulation | calculated with $\lambda_{v p}$ | calculated with $\lambda_{v p_{i}}^{\prime}$ |
| $P_{0}^{r}$ | $0.235428+/-0.000090$ | 0.3139707 | 0.3139707 |
| $P_{1}^{r}$ | $0.472179+/-0.000082$ | 0.5102278 | 0.495956 |
| $P_{2}^{r}$ | $0.131320+/-0.000073$ | 0.224456 | 0.1673662 |
| $P_{3}^{r}$ | $0.038002+/-0.000044$ | 0.1301533 | 0.0668732 |
| $P_{4}^{r}$ | $0.053859+/-0.000051$ | 0.1486036 | 0.0668732 |
| $P_{5}^{r}$ | $0.157623+/-0.000076$ | 0.2477595 | 0.1787404 |
| $P_{6}^{r}$ | $0.370169+/-0.000090$ | 0.4252666 | 0.3745361 |
| $P_{v p}$ | $0.334825+/-0.000099$ | 0.3666261069 | 0.3501509254 |


| Test Case 10 |  |  |  |
| :--- | :--- | :--- | :--- |
|  | simulation | calculated with $\lambda_{v p}$ | calculated with $\lambda_{v p_{i}}^{\prime}$ |
| $P_{0}^{r}$ | $0.664808+/-0.000088$ | 0.82467245 | 0.82467245 |
| $P_{1}^{r}$ | $0.471443+/-0.000122$ | 0.78571964 | 0.5625625 |
| $P_{2}^{r}$ | $0.355418+/-0.000131$ | 0.75390688 | 0.4080438 |
| $P_{3}^{r}$ | $0.717811+/-0.000074$ | 0.83927612 | 0.6995398 |
| $P_{v p}$ | $0.705378+/-0.000052$ | 0.7309769378 | 0.7220787551 |
| Test Case 11 |  |  |  |
|  | cimulation | calculated with $\lambda_{v p}$ | calculated with $\lambda_{v p_{i}}^{\prime}$ |
| $P_{0}^{r}$ | $0.010377+/-0.000022$ | 0.18170806 | 0.18170806 |
| $P_{1}^{r}$ | $0.033295+/-0.000041$ | 0.214732 | 0.1720429 |
| $P_{2}^{r}$ | $0.072630+/-0.000059$ | 0.2543282 | 0.1809003 |
| $P_{3}^{r}$ | $0.264732+/-0.000092$ | 0.3963506 | 0.3185708 |
| $P_{4}^{r}$ | $0.065452+/-0.000059$ | 0.2477791 | 0.1153315 |
| $P_{5}^{r}$ | $0.010360+/-0.000022$ | 0.18170816 | 0.04705349 |
| $P_{6}^{r}$ | $0.045262+/-0.000048$ | 0.2279902 | 0.0919749 |
| $P_{7}^{r}$ | $0.398113+/-0.000088$ | 0.487553 | 0.3944443 |
| $P_{8}^{r}$ | $0.010371+/-0.000023$ | 0.18170806 | 0.02611425 |
| $P_{9}^{r}$ | $0.497091+/-0.000080$ | 0.5576657 | 0.477318 |
| $P_{v p}$ | $0.436047+/-0.000081$ | 0.5159151121 | 0.4821716451 |
| Test | Case 12 |  |  |
|  | simulation | calculated with $\lambda_{v p}$ | calculated with $\lambda_{v p_{i}}^{\prime}$ |
| $P_{0}^{r}$ | $0.485500+/-0.000106$ | 0.74299199 | 0.74299199 |
| $P_{1}^{r}$ | $0.358032+/-0.000118$ | 0.71897635 | 0.4509751 |
| $P_{2}^{r}$ | $0.077799+/-0.000082$ | 0.67387012 | 0.1702648 |
| $P_{3}^{r}$ | $0.032575+/-0.000055$ | 0.66503488 | 0.10651049 |
| $P_{4}^{r}$ | $0.228659+/-0.000115$ | 0.69798416 | 0.1742193 |
| $P_{5}^{r}$ | $0.574578+/-0.000097$ | 0.7633397 | 0.5075489 |
| $P_{8}^{r}$ | $0.032626+/-0.000056$ | 0.66503488 | 0.03992935 |
| $P_{7}^{r}$ | $0.077810+/-0.000084$ | 0.67387012 | 0.06233683 |
| $P_{8}^{r}$ | $0.228624+/-0.000115$ | 0.69798416 | 0.1600288 |
| $P_{9}^{r}$ | $0.128130+/-0.000100$ | 0.68229136 | 0.0814024 |
| $P_{v p}$ | $0.745521+/-0.000049$ | 0.8194697093 | 0.7454520189 |
|  |  |  |  |
|  |  |  |  |


| Test Case 13 |  |  |  |
| :--- | :--- | :--- | :--- |
|  | calculated with $\lambda_{v p}$ | calculated with $\lambda_{v p_{i}}^{\prime}$ |  |
| $P_{0}^{r}$ | $0.378473+/-0.000115$ | 0.592215 | 0.592215 |
| $P_{1}^{r}$ | $0.243930+/-0.000125$ | 0.5326147 | 0.3846898 |
| $P_{2}^{r}$ | $0.024268+/-0.000048$ | 0.4115355 | 0.1277228 |
| $P_{3}^{r}$ | $0.006201+/-0.000023$ | 0.38707028 | 0.07934707 |
| $P_{4}^{r}$ | $0.125512+/-0.000100$ | 0.4774252 | 0.2041228 |
| $P_{5}^{r}$ | $0.479565+/-0.000110$ | 0.6393763 | 0.5060818 |
| $P_{6}^{r}$ | $0.006231+/-0.000024$ | 0.38707028 | 0.02923268 |
| $P_{7}^{r}$ | $0.024277+/-0.000048$ | 0.4115355 | 0.05059671 |
| $P_{8}^{r}$ | $0.125571+/-0.000099$ | 0.4774252 | 0.02618034 |
| $P_{9}^{r}$ | $0.052285+/-0.000071$ | 0.4347493 | 0.0760662 |
| $P_{10}^{r}$ | $0.024290+/-0.000048$ | 0.4115355 | 0.0443931 |
| $P_{11}^{r}$ | $0.034473+/-0.000057$ | 0.4209719 | 0.0533573 |
| $P_{12}^{r}$ | $0.243867+/-0.000122$ | 0.5326147 | 0.2498185 |
| $P_{13}^{r}$ | $0.612963+/-0.000093$ | 0.7081965 | 0.601757 |
| $P_{14}^{r}$ | $0.004017+/-0.000020$ | 0.38203006 | 0.00938642 |
| $P_{v p}$ | $0.640513+/-0.000080$ | 0.6756490375 | 0.6638116626 |
|  |  |  |  |

Table B.8: $P_{i}^{r}$ and $P_{v p}$ values found by simulation of the original system, solving the Markov chain for each of the subsystems using $\lambda_{v p_{i}}$, and solving the Markov chain for each of the subsystems using $\lambda_{v p_{i}}{ }^{\prime}$ as the arrival rate for VP calls.
B.2.6.2 Alternative Calculation Methods for $P_{i}^{r}$

Calculation of the Value of $\sum \lambda_{i} P\left(\text { loss }_{i}\right)^{\prime}$

| test case | simulation | totally thinned | final $\lambda_{v p}^{\prime}$ | middle $\lambda_{v p}^{\prime}$ | average $\lambda_{v p}^{\prime}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 0.445800 | 0.4465342967 | 0.44652209 | 0.4466848967 | 0.4466055833 |
| 2 | 0.044331 | 0.0450745133 | 0.04497308 | 0.0451759467 | 0.0450742933 |
| 3 | 0.071054 | 0.0719334324 | 0.0718691457 | 0.0719541523 | 0.0719490844 |
| 4 | 1.503094 | 1.505759539 | 1.493439073 | 1.505704335 | 1.503376735 |
| 5 | 3.673247 | 3.695954889 | 3.681894889 | 3.710036111 | 3.695531 |
| 6 | 2.910004 | 3.192714343 | 2.69358549 | 3.058161049 | 3.13845364 |
| 7 | 9.132772 | 9.6610676 | 9.329402 | 9.56058 | 9.64342 |
| 8 | 2.279523 | 2.290800932 | 1.282299708 | 1.829844812 | 2.568147887 |
| 9 | 3.950023 | 4.33585175 | 4.060155613 | 4.177133787 | 4.288616647 |
| 10 | 7.665683 | 8.4655722 | 7.524757133 | 8.226684367 | 8.624338133 |
| 11 | 3.870690 | 4.163129173 | 3.577091053 | 4.12424613 | 4.266712225 |
| 12 | 5.232941 | 5.835976496 | 4.08417248 | 4.865395695 | 5.57926465 |
| 13 | 8.121225 | 9.326295813 | 7.91975479 | 8.370133524 | 8.942029613 |

Table B.9: Re-calculation of the value of $\sum \lambda_{i} P\left(\operatorname{loss}_{i}\right)^{\prime}$ using different methods of calculating $\lambda_{v p}$.

## B.2.6.3 Effect of $P_{i}^{r}$ on the Approximation Solution

Re-calculation of Approximation 11 Using Different Methods for Calculating $\sum \lambda_{i} P\left(\text { loss }_{i}\right)^{\prime}$

| test <br> case | simulation | approximation 11 <br> thinned | approximation 11 <br> final | approximation 11 <br> middle |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 0.155723 | 0.1548655503 | 0.1548614801 | 0.1549157659 |
| 2 | 0.026349 | 0.0251642715 | 0.0251134952 | 0.0252150479 |
| 3 | 0.029519 | 0.0292290279 | 0.0292041741 | 0.0292370384 |
| 4 | 0.197246 | 0.1974190718 | 0.1958557246 | 0.1974120668 |
| 5 | 0.574883 | 0.5807683361 | 0.5786252804 | 0.5829146266 |
| 6 | 0.357552 | 0.3880966904 | 0.3414869845 | 0.3755318198 |
| 7 | 0.449853 | 0.4763140148 | 0.4608736456 | 0.4716359124 |
| 8 | 0.566914 | 0.5689518336 | 0.4877088178 | 0.5318180509 |
| 9 | 0.301966 | 0.3283321767 | 0.3096786151 | 0.3175933418 |
| 10 | 0.659053 | 0.6990231371 | 0.649732613 | 0.6865074930 |
| 11 | 0.336325 | 0.3565219836 | 0.3159890903 | 0.3538326667 |
| 12 | 0.534212 | 0.5239709891 | 0.4306477151 | 0.4722655602 |
| 13 | 0.403717 | 0.4285545932 | 0.373138683 | 0.3908830268 |

Table B.10: Re-calculation of Approximation 11 using different methods for calculating $\sum \lambda_{i} P\left(\text { loss }_{i}\right)^{\prime}$.

## B. 3 Optimal VP Capacity Assignment in a Simple Network

## B.3.1 Results

## B.3.1.1 Loss Probability and Setup Probability Results

| Test Case 1 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Theoretical |  | Simulation |  |
| $V$ | $P$ (loss) | $P$ (setup) | $P$ (loss) | $P$ (setup) |
| 0 | 0.074193 | 1.000000 | $0.073744+/-0.000025$ | $1.000000+/-0.000000$ |
| 1 | 0.094485 | 0.852754 | $0.096195+/-0.000027$ | $0.852477+/-0.000017$ |
| 2 | 0.154866 | 0.767991 | $0.155723+/-0.000031$ | $0.767768+/-0.000024$ |
| 3 | 0.275693 | 0.701010 | $0.275582+/-0.000036$ | $0.701025+/-0.000030$ |
| 4 | 0.473346 | 0.579833 | $0.473146+/-0.000036$ | $0.580019+/-0.000039$ |
| Test Case 2 |  |  |  |  |
|  | Theoretical |  | Simulation |  |
| V | $P$ (loss) | $P$ (setup) | $P$ (loss) | $P$ (setup) |
| 0 | 0.012231 | 1.000000 | $0.011500+/-0.000010$ | $1.000000+/-0.000000$ |
| 1 | 0.013027 | 0.797360 | $0.014156+/-0.000010$ | $0.797132+/-0.000019$ |
| 2 | 0.025164 | 0.698290 | $0.026349+/-0.000013$ | $0.697947+/-0.000025$ |
| 3 | 0.083192 | 0.645683 | $0.083354+/-0.000020$ | $0.645643+/-0.000027$ |
| 4 | 0.268254 | 0.546395 | $0.268039+/-0.000029$ | $0.546566+/-0.000032$ |
| 5 | 0.666917 | 0.000000 | $0.666862+/-0.000029$ | $0.000000+/-0.000000$ |
| Test Case 3 |  |  |  |  |
|  | Theoretical |  | Simulation |  |
| $V$ | $P$ (loss) | $P$ (setup) | $P$ (loss) | $P$ (setup) |
| 0 | 0.009001 | 1.000000 | $0.008496+/-0.000009$ | $1.000000+/-0.000000$ |
| 1 | 0.011396 | 0.869728 | $0.011940+/-0.000009$ | $0.869668+/-0.000016$ |
| 2 | 0.029233 | 0.816308 | $0.029519+/-0.000013$ | $0.816266+/-0.000022$ |
| 3 | 0.105994 | 0.786650 | $0.105837+/-0.000022$ | $0.786686+/-0.000026$ |
| 4 | 0.334042 | 0.710377 | $0.333931+/-0.000031$ | $0.710470+/-0.000033$ |
| 5 | 0.806849 | 0.000000 | $0.806847+/-0.000025$ | $0.000000+/-0.000000$ |


| Test Case 4 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Theoretical |  | Simulation |  |
| V | P(loss) | $P$ (setup) | $P$ (loss) | $P($ setup $)$ |
| 0 | 0.160781 | 1.000000 | $0.160542+/-0.000039$ | $1.000000+/-0.000000$ |
| 1 | 0.197395 | 0.947381 | $0.197246+/-0.000037$ | $0.947400+/-0.000011$ |
| 2 | 0.261966 | 0.920769 | $0.261595+/-0.000041$ | $0.920802+/-0.000018$ |
| 3 | 0.354252 | 0.903141 | $0.353974+/-0.000041$ | $0.903171+/-0.000022$ |
| 4 | 0.480813 | 0.878178 | $0.480714+/-0.000037$ | $0.878205+/-0.000028$ |
| 5 | 0.662393 | 0.812390 | $0.662463+/-0.000030$ | $0.812317+/-0.000040$ |
| 6 | 0.936652 | 0.000000 | $0.936641+/-0.000016$ | $0.000000+/-0.000000$ |
| Test Case 5 |  |  |  |  |
|  | Theoretical |  | Simulation |  |
| V | $P$ (loss) | $P$ (setup) | $P$ (loss) | $P($ setup $)$ |
| 0 | 0.487718 | 1.000000 | $0.486386+/-0.000040$ | $1.000000+/-0.000000$ |
| 1 | 0.580768 | 0.879732 | $0.574883+/-0.000037$ | $0.881373+/-0.000023$ |
| 2 | 0.727478 | 0.743828 | $0.724613+/-0.000030$ | $0.746476+/-0.000044$ |
| 3 | 0.925327 | 0.000000 | $0.925303+/-0.000017$ | $0.000000+/-0.000000$ |
| Test Case 6 |  |  |  |  |
|  | Theoretical |  | Simulation |  |
| V | $P$ (loss) | $P$ (setup) | $P$ (loss) | $P$ (setup) |
| 0 | 0.330390 | 1.000000 | $0.308393+/-0.000041$ | $1.000000+/-0.000000$ |
| 1 | 0.348530 | 0.899637 | $0.325494+/-0.000043$ | $0.903057+/-0.000017$ |
| 2 | 0.388115 | 0.798859 | $0.357552+/-0.000042$ | $0.808445+/-0.000023$ |
| 3 | 0.461863 | 0.682231 | $0.421578+/-0.000039$ | $0.704366+/-0.000029$ |
| 4 | 0.589593 | 0.494086 | $0.549869+/-0.000034$ | $0.538736+/-0.000036$ |
| 5 | 0.767248 | 0.000000 | $0.767270+/-0.000022$ | $0.000000+/-0.000000$ |
| Test Case 7 |  |  |  |  |
|  | Theoretical |  | Simulation |  |
| V | $P$ (loss) | $P$ (setup) | $P$ (loss) | $P$ (setup) |
| 0 | 0.321110 | 1.000000 | $0.301298+/-0.000042$ | $1.000000+/-0.000000$ |
| 1 | 0.383887 | 0.950816 | $0.357382+/-0.000042$ | $0.952837+/-0.000012$ |
| 2 | 0.476314 | 0.895843 | $0.449853+/-0.000040$ | $0.900866+/-0.000018$ |
| 3 | 0.598189 | 0.821383 | $0.578960+/-0.000037$ | $0.829564+/-0.000028$ |
| 4 | 0.746779 | 0.675181 | $0.735916+/-0.000027$ | $0.688567+/-0.000047$ |
| 5 | 0.912427 | 0.000000 | $0.912422+/-0.000016$ | $0.000000+/-0.000000$ |
| Test Case 8 |  |  |  |  |
|  | Theoretical |  | Simulation |  |
| $\bar{V}$ | $P$ (loss) | $P$ (setup) | $P$ (loss) | $P$ (setup) |
| 0 | 0.561063 | 1.000000 | $0.548290+/-0.000041$ | $1.000000+/-0.000000$ |
| 1 | 0.559986 | 0.871741 | $0.555834+/-0.000042$ | $0.872891+/-0.000028$ |
| 2 | 0.568952 | 0.740293 | $0.566914+/-0.000044$ | $0.741502+/-0.000038$ |
| 3 | 0.597651 | 0.586596 | $0.584959+/-0.000043$ | $0.599219+/-0.000045$ |
| 4 | 0.660813 | 0.353309 | $0.620026+/-0.000040$ | $0.422657+/-0.000046$ |
| 5 | 0.729304 | 0.000000 | $0.729277+/-0.000033$ | $0.000000+/-0.000000$ |


| Test Case 9 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Theoretical |  | Simulation |  |
| V | $P$ (loss) | $P$ (setup) | $P$ (loss) | $P$ (setup) |
| 0 | 0.230054 | 1.000000 | $0.218409+/-0.000038$ | $1.000000+/-0.000000$ |
| 1 | 0.263686 | 0.940823 | $0.245705+/-0.000039$ | $0.942229+/-0.000012$ |
| 2 | 0.328347 | 0.883226 | $0.301966+/-0.000040$ | $0.887631+/-0.000018$ |
| 3 | 0.441585 | 0.815193 | $0.414139+/-0.000037$ | $0.823860+/-0.000024$ |
| 4 | 0.623227 | 0.686099 | $0.605130+/-0.000030$ | $0.700499+/-0.000036$ |
| 5 | 0.874078 | 0.000000 | $0.874078+/-0.000019$ | $0.000000 \div /-0.000000$ |
| Test Case 10 |  |  |  |  |
|  | Theoretical |  | Simulation |  |
| V | $P$ (loss) | $P$ (setup) | $P$ (loss) | $P$ (setup) |
| 0 | 0.610499 | 1.000000 | $0.591046+/-0.000040$ | $1.000000+/-0.000000$ |
| 1 | 0.627446 | 0.890739 | $0.605513+/-0.000039$ | $0.896801+/-0.000027$ |
| 2 | 0.655823 | 0.765401 | $0.626346+/-0.000040$ | $0.783867+/-0.000037$ |
| 3 | 0.699023 | 0.601395 | $0.659053+/-0.000038$ | $0.648167+/-0.000045$ |
| 4 | 0.761078 | 0.337817 | $0.715377+/-0.000033$ | $0.444057+/-0.000050$ |
| 5 | 0.804755 | 0.000000 | $0.804751+/-0.000027$ | $0.000000+/-0.000000$ |
| Test Case 11 |  |  |  |  |
|  | Theoretical |  | Simulation |  |
| V | $P$ (loss) | $P$ (setup) | $P$ (loss) | $P$ (setup) |
| 0 | 0.280632 | 1.000000 | $0.277364+/-0.000040$ | $1.000000+/-0.000000$ |
| 1 | 0.304710 | 0.929955 | $0.298124+/-0.000040$ | $0.930616+/-0.000015$ |
| 2 | 0.356522 | 0.857535 | $0.336325+/-0.000040$ | $0.861875+/-0.000021$ |
| 3 | 0.446651 | 0.769815 | $0.410724+/-0.000038$ | $0.783842+/-0.000024$ |
| 4 | 0.600826 | 0.612563 | $0.559918+/-0.000032$ | $0.648592+/-0.000033$ |
| 5 | 0.826634 | 0.000000 | $0.826651+/-0.000019$ | $0.000000+/-0.000000$ |
| Test Case 12 |  |  |  |  |
|  | Theoretical |  | Simulation |  |
| V | $P$ (loss) | $P$ (setup) | $P(\operatorname{loss})$ | $P$ (setup) |
| 0 | 0.472026 | 1.000000 | $0.502186+/-0.000041$ | $1.000000+/-0.000000$ |
| 1 | 0.490088 | 0.924934 | $0.514918+/-0.000042$ | $0.921092+/-0.000022$ |
| 2 | 0.523971 | 0.840498 | $0.534212+/-0.000041$ | $0.836951+/-0.000030$ |
| 3 | 0.584999 | 0.728158 | $0.567793+/-0.000041$ | $0.738904+/-0.000038$ |
| 4 | 0.694688 | 0.512717 | $0.648602+/-0.000033$ | $0.576525+/-0.000042$ |
| 5 | 0.816401 | 0.000000 | $0.816382+/-0.000025$ | $0.000000+/-0.000000$ |


| Test Case 13 |  |  |  |  |
| :---: | :---: | :---: | :--- | :--- |
|  | Theoretical |  | Simulation |  |
| $V$ | $P($ loss $)$ | $P($ setup $)$ | $P($ loss $)$ | $P($ setup $)$ |
| 0 | 0.327366 | 1.000000 | $0.337322+/-0.000042$ | $1.000000+/-0.000000$ |
| 1 | 0.365946 | 0.953145 | $0.361580+/-0.000042$ | $0.953462+/-0.000013$ |
| 2 | 0.427918 | 0.898945 | $0.403717+/-0.000040$ | $0.903033+/-0.000019$ |
| 3 | 0.525820 | 0.823191 | $0.485248+/-0.000037$ | $0.837146+/-0.000025$ |
| 4 | 0.681583 | 0.663186 | $0.635318+/-0.000029$ | $0.705914+/-0.000036$ |
| 5 | 0.872525 | 0.000000 | $0.872513+/-0.000017$ | $0.000000+/-0.000000$ |

Table B.11: Theoretical and simulated values of $P$ (loss) and $P$ (setup) for the 13 test cases from Table B. 3 .

## B.3.1.2 Theoretical and Simulated $F$ Values

| Test Case $1-\alpha=0.1$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.907419 | 0.907374 |
| 1 | 0.776927 | 0.776849 |
| 2 | 0.706678 | 0.706564 |
| 3 | 0.658478 | 0.658481 |
| 4 | 0.569184 | 0.569332 |
| 5 | 0.077795 | 0.077789 |
| Test Case $1-\alpha=0.2$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.814839 | 0.814749 |
| 1 | 0.701100 | 0.701221 |
| 2 | 0.645366 | 0.645359 |
| 3 | 0.615947 | 0.615936 |
| 4 | 0.558536 | 0.558644 |
| 5 | 0.155590 | 0.155577 |
| Test Case $1-\alpha=0.3$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.722258 | 0.722123 |
| 1 | 0.625273 | 0.625592 |
| 2 | 0.584054 | 0.584155 |
| 3 | 0.573415 | 0.573392 |
| 4 | 0.547887 | 0.547957 |
| 5 | 0.233386 | 0.233366 |
| Test Case $1-\alpha=0.4$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.629677 | 0.629498 |
| 1 | 0.549446 | 0.549964 |
| 2 | 0.522741 | 0.522950 |
| 3 | 0.530883 | 0.530848 |
| 4 | 0.537238 | 0.537270 |
| 5 | 0.311181 | 0.311154 |
| Test Case 1- $\alpha=0.5$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.537096 | 0.536872 |
| 1 | 0.473620 | 0.474336 |
| 2 | 0.461429 | 0.461746 |
| 3 | 0.488352 | 0.488304 |
| 4 | 0.526590 | 0.526582 |
| 5 | 0.388976 | 0.388943 |


| Test Case $1-\alpha=0.6$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.444516 | 0.444246 |
| 1 | 0.397793 | 0.398708 |
| 2 | 0.400116 | 0.400541 |
| 3 | 0.445820 | 0.445759 |
| 4 | 0.515941 | 0.515895 |
| 5 | 0.466771 | 0.466732 |
| Test Case $1-\alpha=0.7$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.351935 | 0.351621 |
| 1 | $\underline{0.321966}$ | 0.323080 |
| 2 | 0.338804 | 0.339337 |
| 3 | 0.403288 | 0.403215 |
| 4 | 0.505292 | 0.505208 |
| 5 | 0.544566 | 0.544520 |
| Test Case $1-\alpha=0.8$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.259354 | 0.258995 |
| 1 | $\underline{0.246139}$ | $\underline{0.247451}$ |
| 2 | 0.277491 | 0.278132 |
| 3 | 0.360756 | 0.360671 |
| 4 | 0.494643 | 0.494521 |
| 5 | 0.622362 | 0.622309 |
| Test Case $1-\alpha=0.9$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | $\underline{0.166774}$ | 0.166370 |
| 1 | 0.170312 | 0.171823 |
| 2 | 0.216178 | 0.216927 |
| 3 | 0.318225 | 0.318126 |
| 4 | 0.483995 | 0.483833 |
| 5 | 0.700157 | 0.700097 |


| Test Case $2-\alpha=0.1$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.901223 | 0.901150 |
| 1 | 0.718927 | 0.718834 |
| 2 | 0.630977 | 0.630787 |
| 3 | 0.589434 | 0.589414 |
| 4 | 0.518581 | 0.518713 |
| 5 | 0.066692 | 0.066686 |
| Test Case $2-\alpha=0.2$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.802446 | 0.802300 |
| 1 | 0.640493 | 0.640537 |
| 2 | 0.563665 | 0.563627 |
| 3 | 0.533185 | 0.533185 |
| 4 | 0.490767 | 0.490861 |
| 5 | 0.133383 | 0.133372 |
| Test Case $2-\alpha=0.3$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.703669 | 0.703450 |
| 1 | 0.562060 | 0.562239 |
| 2 | 0.496352 | 0.496468 |
| 3 | 0.476936 | 0.476956 |
| 4 | 0.462953 | 0.463008 |
| 5 | 0.200075 | 0.200059 |
| Test Case $2-\alpha=0.4$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.604892 | 0.604600 |
| 1 | 0.483627 | 0.483942 |
| 2 | 0.429040 | 0.429308 |
| 3 | 0.420687 | 0.420727 |
| 4 | 0.435139 | 0.435155 |
| 5 | 0.266767 | 0.266745 |
| Test Case $2-\alpha=0.5$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.506116 | 0.505750 |
| 1 | 0.405193 | 0.405644 |
| 2 | 0.361727 | 0.362148 |
| 3 | 0.364438 | 0.364499 |
| 4 | 0.407324 | 0.407303 |
| 5 | $\underline{0.333458}$ | $\underline{0.333431}$ |


| Test Case $2-\alpha=0.6$ |  |  |
| :--- | :--- | :--- |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.407339 | 0.406900 |
| 1 | 0.326760 | 0.327346 |
| 2 | $\underline{0.294414}$ | $\underline{0.294988}$ |
| 3 | 0.308188 | 0.308270 |
| 4 | 0.379510 | 0.379450 |
| 5 | 0.400150 | 0.400117 |
| Test Case 2 $-\alpha=0.7$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.308562 | 0.308050 |
| 1 | 0.248327 | 0.249049 |
| 2 | $\underline{0.227102}$ | $\underline{0.227828}$ |
| 3 | 0.251939 | 0.252041 |
| 4 | 0.351696 | 0.351597 |
| 5 | 0.466842 | 0.466803 |
| Test Case 2-a $-\alpha=0.8$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.209785 | 0.209200 |
| 1 | 0.169894 | 0.170751 |
| 2 | $\underline{0.159789}$ | $\underline{0.160669}$ |
| 3 | 0.195690 | 0.195812 |
| 4 | 0.323882 | 0.323744 |
| 5 | 0.533534 | 0.533490 |
| Test Case 2-a $=0.9$ |  |  |
| $V$ | Theoretical $F$ | Simulation $F$ |
| 0 | 0.111008 | 0.110350 |
| 1 | $\underline{0.091460}$ | $\underline{0.092454}$ |
| 2 | 0.092477 | 0.093509 |
| 3 | 0.139441 | 0.139583 |
| 4 | 0.296068 | 0.295892 |
| 5 | 0.600225 | 0.600176 |
|  |  |  |


| Test Case $3-\alpha=0.1$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.900900 | 0.900850 |
| 1 | 0.783895 | 0.783895 |
| 2 | 0.737600 | 0.737591 |
| 3 | 0.718584 | 0.718601 |
| 4 | 0.672744 | 0.672816 |
| 5 | 0.080685 | 0.080685 |
| Test Case $3-\alpha=0.2$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.801800 | 0.801699 |
| 1 | 0.698062 | 0.698122 |
| 2 | 0.658893 | 0.658917 |
| 3 | 0.650519 | 0.650516 |
| 4 | 0.635110 | 0.635162 |
| 5 | 0.161370 | 0.161369 |
| Test Case $3-\alpha=0.3$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.702700 | 0.702549 |
| 1 | 0.612228 | 0.612350 |
| 2 | 0.580186 | 0.580242 |
| 3 | 0.582453 | 0.582431 |
| 4 | 0.597477 | 0.597508 |
| 5 | 0.242055 | 0.242054 |
| Test Case $3-\alpha=0.4$ |  |  |
| V | .Theoretical $F$ | Simulation $F$ |
| 0 | 0.603600 | 0.603398 |
| 1 | 0.526395 | 0.526577 |
| 2 | 0.501478 | 0.501567 |
| 3 | 0.514388 | 0.514346 |
| 4 | 0.559843 | 0.559854 |
| 5 | 0.322740 | $\underline{0.322739}$ |
| Test Case $3-\alpha=0.5$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.504501 | 0.504248 |
| 1 | 0.440562 | 0.440804 |
| 2 | 0.422770 | 0.422893 |
| 3 | 0.446322 | 0.446261 |
| 4 | 0.522209 | 0.522201 |
| 5 | 0.403425 | 0.403423 |


| Test Case $3-\alpha=0.6$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.405401 | 0.405098 |
| 1 | 0.354729 | 0.355031 |
| 2 | 0.344063 | 0.344218 |
| 3 | 0.378256 | 0.378177 |
| 4 | 0.484576 | 0.484547 |
| 5 | 0.484109 | 0.484108 |
| Test Case $3-\alpha=0.7$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.306301 | 0.305947 |
| 1 | 0.268896 | 0.269258 |
| 2 | $\underline{0.265356}$ | $\underline{0.265543}$ |
| 3 | 0.310191 | 0.310092 |
| 4 | 0.446943 | 0.446893 |
| 5 | 0.564794 | 0.564793 |
| Test Case $3-\alpha=0.8$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.207201 | 0.206797 |
| 1 | $\underline{0.183062}$ | $\underline{0.183486}$ |
| 2 | 0.186648 | 0.186868 |
| 3 | 0.242125 | 0.242007 |
| 4 | 0.409309 | 0.409239 |
| 5 | 0.645479 | 0.645478 |
| Test Case $3-\alpha=0.9$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.108101 | 0.107646 |
| 1 | $\underline{0.097229}$ | $\underline{0.097713}$ |
| 2 | 0.107940 | 0.108194 |
| 3 | 0.174060 | 0.173922 |
| 4 | 0.371675 | 0.371585 |
| 5 | 0.726164 | 0.726162 |


| Test Case $4-\alpha=0.1$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.916078 | 0.916054 |
| 1 | 0.872382 | 0.872385 |
| 2 | 0.854889 | 0.854881 |
| 3 | 0.848252 | 0.848251 |
| 4 | 0.838442 | 0.838456 |
| 5 | 0.797390 | 0.797332 |
| 6 | 0.093665 | $\underline{0.093664}$ |
| Test Case $4-\alpha=0.2$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.832156 | 0.832108 |
| 1 | 0.797384 | 0.797369 |
| 2 | 0.789008 | 0.788961 |
| 3 | 0.793363 | 0.793332 |
| 4 | 0.798705 | 0.798707 |
| 5 | 0.782391 | 0.782346 |
| 6 | 0.187330 | 0.187328 |
| Test Case $4-\alpha=0.3$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.748234 | 0.748163 |
| 1 | 0.722385 | 0.722354 |
| 2 | 0.723128 | 0.723040 |
| 3 | 0.738474 | 0.738412 |
| 4 | 0.758969 | 0.758958 |
| 5 | 0.767391 | 0.767361 |
| 6 | 0.280996 | 0.280992 |
| Test Case 4- $\alpha=0.4$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.664312 | 0.664217 |
| 1 | 0.647387 | 0.647338 |
| 2 | 0.657248 | 0.657119 |
| 3 | 0.683585 | 0.683492 |
| 4 | 0.719232 | 0.719209 |
| 5 | 0.752391 | 0.752375 |
| 6 | $\underline{0.374661}$ | $\underline{0.374656}$ |


| Test Case $4-\alpha=0.6$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.496469 | 0.496325 |
| 1 | 0.497389 | 0.497308 |
| 2 | 0.525487 | 0.525278 |
| 3 | 0.573808 | 0.573653 |
| 4 | 0.639759 | 0.639710 |
| 5 | 0.722392 | 0.722405 |
| 6 | 0.561991 | 0.561985 |
| Test Case $4-\alpha=0.7$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.412547 | 0.412379 |
| 1 | 0.422391 | 0.422292 |
| 2 | 0.459607 | 0.459357 |
| 3 | 0.518919 | 0.518733 |
| 4 | 0.600023 | 0.599961 |
| 5 | 0.707392 | 0.707419 |
| 6 | 0.468326 | 0.655649 |
| Test Case $4-\alpha=0.8$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.328625 | 0.328434 |
| 1 | 0.347392 | 0.347277 |
| 2 | 0.393727 | 0.393436 |
| 3 | 0.464030 | 0.463813 |
| 4 | 0.560286 | 0.560212 |
| 5 | 0.692392 | 0.692434 |
| 6 | 0.749322 | 0.749313 |
| Test Case $4-\alpha=0.9$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.244703 | 0.244488 |
| 1 | 0.272394 | 0.272261 |
| 2 | 0.327846 | 0.327516 |
| 3 | 0.409141 | 0.408894 |
| 4 | 0.520549 | 0.520463 |
| 5 | 0.677393 | 0.677448 |
| 6 | 0.842987 | 0.842977 |


| Test Case $4-\alpha=0.5$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.580391 | 0.580271 |
| 1 | 0.572388 | 0.572323 |
| 2 | 0.591367 | 0.591198 |
| 3 | 0.628696 | 0.679459 |
| 4 | 0.679496 | 0.679459 |
| 5 | 0.737391 | 0.737390 |
| 6 | 0.468326 | 0.468320 |
| Test Case $5-\alpha=0.1$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.948772 | 0.948639 |
| 1 | 0.849836 | 0.850724 |
| 2 | 0.742193 | 0.744290 |
| 3 | 0.092533 | 0.092530 |
| Test Case $5-\alpha=0.2$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.897544 | 0.897277 |
| 1 | 0.819939 | 0.820075 |
| 2 | 0.740558 | 0.742103 |
| 3 | 0.185065 | $\underline{0.185061}$ |
| Test Case $5-\alpha=0.3$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.846315 | 0.845916 |
| 1 | 0.790043 | 0.789426 |
| 2 | 0.738923 | 0.739917 |
| 3 | 0.277598 | 0.277591 |
| Test Case $5-\alpha=0.4$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.795087 | 0.794554 |
| 1 | 0.760146 | 0.758777 |
| 2 | 0.737288 | 0.737731 |
| 3 | 0.370131 | 0.370121 |
| Test Case $5-\alpha=0.5$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.743859 | 0.743193 |
| 1 | 0.730250 | 0.728128 |
| 2 | 0.735653 | 0.735545 |
| 3 | $\underline{0.462664}$ | $\underline{0.462651}$ |


| Test Case $5-\alpha=0.6$ |  |  |
| :--- | :--- | :--- |
| $V$ | Theoretical $F$ | Simulation $F$ |
| 0 | 0.692631 | 0.691832 |
| 1 | 0.700354 | 0.697479 |
| 2 | 0.734018 | 0.733358 |
| 3 | $\underline{0.555196}$ | $\underline{0.555182}$ |
| Test Case $5-\alpha=0.7$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | $\underline{0.641403}$ | $\underline{0.640470}$ |
| 1 | 0.670457 | 0.666830 |
| 2 | 0.732383 | 0.731172 |
| 3 | 0.647729 | 0.647712 |
| Test Case 5-a=0.8 |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | $\underline{0.590174}$ | $\underline{0.589109}$ |
| 1 | 0.640561 | 0.636181 |
| 2 | 0.730748 | 0.728986 |
| 3 | 0.740262 | 0.740242 |
| Test Case $5-\alpha=0.9$ |  |  |
| $V$ | Theoretical $F$ | Simulation $F$ |
| 0 | $\underline{0.538946}$ | $\underline{0.537747}$ |
| 1 | 0.610664 | 0.605532 |
| 2 | 0.729113 | 0.726799 |
| 3 | 0.832794 | 0.832773 |


| Test Case $6-\alpha=0.1$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.933039 | 0.930839 |
| 1 | 0.844526 | 0.845301 |
| 2 | 0.757785 | 0.763356 |
| 3 | 0.660194 | 0.676087 |
| 4 | 0.503637 | 0.539849 |
| 5 | 0.076725 | 0.076727 |
| Test Case $6-\alpha=0.2$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.866078 | 0.861679 |
| 1 | 0.789416 | 0.787544 |
| 2 | 0.716710 | 0.718266 |
| 3 | 0.638157 | 0.647808 |
| 4 | 0.513187 | 0.540963 |
| 5 | 0.153450 | 0.153454 |
| Test Case $6-\alpha=0.3$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.799117 | 0.792518 |
| 1 | 0.734305 | 0.729788 |
| 2 | 0.675636 | 0.673177 |
| 3 | 0.616121 | 0.619530 |
| 4 | 0.522738 | 0.542076 |
| 5 | 0.230174 | 0.230181 |
| Test Case $6-\alpha=0.4$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.732156 | 0.723357 |
| 1 | 0.679194 | 0.672032 |
| 2 | 0.634561 | 0.628088 |
| 3 | 0.594084 | 0.591251 |
| 4 | 0.532289 | 0.543189 |
| 5 | 0.306899 | 0.306908 |
| Test Case $6-\alpha=0.5$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.665195 | 0.654196 |
| 1 | 0.624084 | 0.614275 |
| 2 | 0.593487 | 0.582998 |
| 3 | 0.572047 | 0.562972 |
| 4 | 0.541840 | 0.544303 |
| 5 | 0.383624 | 0.383635 |


| Test Case $6-\alpha=0.6$ |  |  |
| :--- | :--- | :--- |
| $V$ | Theoretical $F$ | Simulation $F$ |
| 0 | 0.598234 | 0.585036 |
| 1 | 0.568973 | 0.556519 |
| 2 | 0.552413 | 0.537909 |
| 3 | 0.550010 | 0.534693 |
| 4 | 0.551390 | 0.545416 |
| 5 | 0.460349 | $\underline{0.460362}$ |
| Test Case $6-\alpha=0.7$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.531273 | 0.515875 |
| 1 | 0.513862 | 0.498763 |
| 2 | $\underline{0.511338}$ | $\underline{0.492820}$ |
| 3 | 0.527973 | 0.506414 |
| 4 | 0.560941 | 0.546529 |
| 5 | 0.537074 | 0.537089 |
| Test Case $6-\alpha=0.8$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.464312 | 0.446714 |
| 1 | $\underline{0.458751}$ | $\underline{0.441007}$ |
| 2 | 0.470264 | 0.447731 |
| 3 | 0.505937 | 0.478136 |
| 4 | 0.570492 | 0.547642 |
| 5 | 0.613798 | 0.613816 |
| Test Case $6-\alpha=0.9$ |  |  |
| $V$ | Theoretical $F$ | Simulation $F$ |
| 0 | $\underline{0.397351}$ | $\underline{0.377554}$ |
| 1 | 0.403641 | 0.383250 |
| 2 | 0.429189 | 0.402641 |
| 3 | 0.483900 | 0.449857 |
| 4 | 0.580042 | 0.548756 |
| 5 | 0.690523 | 0.690543 |


| Test, Case 7- $\mathbf{~}=0.1$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.932111 | 0.930130 |
| 1 | 0.894123 | 0.893292 |
| 2 | 0.853890 | 0.855765 |
| 3 | 0.799064 | 0.804504 |
| 4 | 0.682341 | 0.693302 |
| 5 | 0.091243 | 0.091242 |
| Test Case $7-\alpha=0.2$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.864222 | 0.860260 |
| 1 | 0.837430 | 0.833746 |
| 2 | 0.811937 | 0.810663 |
| 3 | 0.776744 | 0.779443 |
| 4 | 0.689501 | 0.698037 |
| 5 | $\underline{0.182485}$ | $\underline{0.182484}$ |
| Test Case $7-\alpha=0.3$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.796333 | 0.790389 |
| 1 | 0.780737 | 0.774201 |
| 2 | 0.769984 | 0.765562 |
| 3 | 0.754425 | 0.754383 |
| 4 | 0.696660 | 0.702772 |
| 5 | $\underline{0.273728}$ | 0.273727 |
| Test Case $7-\alpha=0.4$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.728444 | 0.720519 |
| 1 | 0.724044 | 0.714655 |
| 2 | 0.728031 | 0.720461 |
| 3 | 0.732105 | 0.729322 |
| 4 | 0.703820 | 0.707507 |
| 5 | 0.364971 | 0.364969 |
| Test Case 7- = 0.5 |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.660555 | 0.650649 |
| 1 | 0.667351 | 0.655110 |
| 2 | 0.686079 | 0.675360 |
| 3 | 0.709786 | 0.704262 |
| 4 | 0.710980 | 0.712241 |
| 5 | $\underline{0.456213}$ | $\underline{0.456211}$ |


| Test Case $7-\alpha=0.6$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.592666 | 0.580779 |
| 1 | 0.610659 | 0.595564 |
| 2 | 0.644126 | 0.630258 |
| 3 | 0.687467 | 0.679202 |
| 4 | 0.718140 | 0.716976 |
| 5 | 0.547456 | 0.547453 |
| Test Case $7-\alpha=0.7$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.524777 | 0.510909 |
| 1 | 0.553966 | 0.536019 |
| 2 | 0.602173 | 0.585157 |
| 3 | 0.665147 | 0.654141 |
| 4 | 0.725300 | 0.721711 |
| 5 | 0.638699 | 0.638695 |
| Test Case 7- $\mathbf{~}=0.8$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.456888 | 0.441038 |
| 1 | 0.497273 | 0.476473 |
| 2 | 0.560220 | 0.540056 |
| 3 | 0.642828 | 0.629081 |
| 4 | 0.732459 | 0.726446 |
| 5 | 0.729942 | 0.729938 |
| Test Case $7-\alpha=0.9$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.388999 | 0.371168 |
| 1 | 0.440580 | 0.416927 |
| 2 | 0.518267 | 0.494954 |
| 3 | 0.620508 | 0.604020 |
| 4 | 0.739619 | 0.731181 |
| 5 | 0.821184 | 0.821180 |


| Test Case $8-\alpha=0.1$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.956106 | 0.954829 |
| 1 | 0.840565 | 0.841185 |
| 2 | 0.723159 | 0.724043 |
| 3 | 0.587701 | 0.597793 |
| 4 | 0.384059 | 0.442394 |
| 5 | 0.072930 | 0.072928 |
| Test Case $8-\alpha=0.2$ |  |  |
| V | Theoretical $F$ | Simulation $\bar{F}$ |
| 0 | 0.912213 | 0.909658 |
| 1 | 0.809390 | 0.809480 |
| 2 | 0.706025 | 0.706584 |
| 3 | 0.589913 | 0.596367 |
| 4 | 0.414810 | 0.462131 |
| 5 | 0.145861 | 0.145855 |
| Test Case $8-\alpha=0.3$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.868319 | 0.864487 |
| 1 | 0.778215 | 0.777774 |
| 2 | 0.688891 | 0.689126 |
| 3 | 0.589913 | 0.594941 |
| 4 | 0.476311 | 0.481868 |
| 5 | 0.218791 | 0.218783 |
| Test Case $8-\alpha=0.4$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.824425 | 0.819316 |
| 1 | 0.747039 | 0.746068 |
| 2 | 0.671757 | 0.671667 |
| 3 | 0.591018 | 0.593515 |
| 4 | 0.476311 | 0.501605 |
| 5 | $\underline{0.291722}$ | 0.291711 |
| Test Case $8-\alpha=0.5$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.780531 | 0.774145 |
| 1 | 0.715863 | 0.714363 |
| 2 | 0.654622 | 0.654208 |
| 3 | 0.592124 | 0.592089 |
| 4 | 0.507061 | 0.521342 |
| 5 | $\underline{0.364652}$ | $\underline{0.364638}$ |


| Test Case $8-\alpha=0.6$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.736638 | 0.728974 |
| 1 | 0.684688 | 0.682657 |
| 2 | 0.637488 | 0.636749 |
| 3 | 0.593229 | 0.590663 |
| 4 | 0.537811 | 0.541078 |
| 5 | 0.437582 | 0.437566 |
| Test Case $8-\alpha=0.7$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.692744 | 0.683803 |
| 1 | 0.653513 | 0.650951 |
| 2 | 0.620354 | 0.619290 |
| 3 | 0.594334 | 0.589237 |
| 4 | 0.568562 | 0.560815 |
| 5 | 0.510513 | 0.510494 |
| Test Case $8-\alpha=0.8$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.648850 | 0.638632 |
| 1 | 0.622337 | 0.619245 |
| 2 | 0.603220 | 0.601832 |
| 3 | 0.595440 | 0.587811 |
| 4 | 0.599312 | 0.580552 |
| 5 | 0.583443 | 0.583422 |
| Test Case $8-\alpha=0.9$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.604957 | 0.593461 |
| 1 | 0.591162 | 0.587540 |
| 2 | 0.586086 | $\underline{0.584373}$ |
| 3 | 0.595440 | 0.586385 |
| 4 | 0.630063 | 0.600289 |
| 5 | 0.656374 | 0.656349 |


| Test Case $9-\alpha=0.1$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.923005 | 0.921841 |
| 1 | 0.873109 | 0.872577 |
| 2 | 0.827738 | 0.829064 |
| 3 | 0.777832 | 0.782888 |
| 4 | 0.679812 | 0.690962 |
| 5 | 0.087408 | 0.087408 |
| Test Case $9-\alpha=0.2$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.846011 | 0.843682 |
| 1 | 0.805396 | 0.802924 |
| 2 | 0.772250 | 0.770498 |
| 3 | 0.740471 | 0.741916 |
| 4 | 0.673525 | 0.681425 |
| 5 | $\underline{0.174816}$ | 0.174816 |
| Test Case $9-\alpha=0.3$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.769016 | 0.765523 |
| 1 | 0.737682 | 0.733272 |
| 2 | 0.716762 | 0.711931 |
| 3 | 0.703111 | 0.700944 |
| 4 | 0.667237 | 0.671888 |
| 5 | 0.262223 | 0.262223 |
| Test Case $9-\alpha=0.4$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.692022 | 0.687364 |
| 1 | 0.669968 | 0.663619 |
| 2 | 0.661274 | 0.653365 |
| 3 | 0.665750 | 0.659972 |
| 4 | 0.660950 | 0.662351 |
| 5 | 0.349631 | 0.349631 |
| Test Case $9-\alpha=0.5$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.615027 | 0.609205 |
| 1 | 0.602254 | 0.593967 |
| 2 | 0.605787 | 0.594799 |
| 3 | 0.628389 | 0.619000 |
| 4 | 0.654663 | 0.652814 |
| 5 | $\underline{0.437039}$ | 0.437039 |


| Test Case $9-\alpha=0.6$ |  |  |
| :--- | :--- | :--- |
| $V$ | Theoretical $F$ | Simulation $F$ |
| 0 | 0.538032 | 0.531045 |
| 1 | 0.534541 | $\underline{0.524315}$ |
| 2 | 0.550299 | 0.536232 |
| 3 | 0.591028 | 0.578027 |
| 4 | 0.648376 | 0.643278 |
| 5 | $\underline{0.524447}$ | 0.524447 |
| Test Case $9-\alpha=0.7$ |  |  |
| $V$ | Theoretical $F$ | Simulation $F$ |
| 0 | $\underline{0.461038}$ | $\underline{0.452886}$ |
| 1 | 0.466827 | 0.454662 |
| 2 | 0.494811 | 0.477666 |
| 3 | 0.553667 | 0.537055 |
| 4 | 0.642089 | 0.633741 |
| 5 | 0.611855 | 0.611855 |
| Test Case $9-\alpha=0.8$ |  |  |
| $V$ | Theoretical $F$ | Simulation $F$ |
| 0 | $\underline{0.384043}$ | $\underline{0.374727}$ |
| 1 | 0.399113 | 0.385010 |
| 2 | 0.439323 | 0.419099 |
| 2 | 0.516307 | 0.496083 |
| 4 | 0.635801 | 0.624204 |
| 5 | 0.699262 | 0.699262 |
| Test Case $9-\alpha=0.9$ |  |  |
| $V$ | Theoretical $F$ | Simulation $F$ |
| 0 | $\underline{0.307049}$ | $\underline{0.296568}$ |
| 1 | 0.331400 | 0.315357 |
| 2 | 0.383835 | 0.360532 |
| 3 | 0.478946 | 0.455111 |
| 4 | 0.629514 | 0.614667 |
| 5 | 0.786670 | 0.786670 |


| Test Case $10-\alpha=0.1$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.961050 | 0.959105 |
| 1 | 0.864410 | 0.867672 |
| 2 | 0.754443 | 0.768115 |
| 3 | 0.611158 | 0.649256 |
| 4 | 0.380143 | 0.471189 |
| 5 | 0.080476 | 0.080475 |
| Test Case $10-\alpha=0.2$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.922100 | 0.918209 |
| 1 | 0.838080 | 0.838543 |
| 2 | 0.743485 | 0.752363 |
| 3 | 0.620921 | 0.650344 |
| 4 | 0.422469 | 0.498321 |
| 5 | 0.160951 | $\underline{0.160950}$ |
| Test Case $10-\alpha=0.3$ |  |  |
| V | Theoretical $\bar{F}$ | Simulation $F$ |
| 0 | 0.883150 | 0.877314 |
| 1 | 0.811751 | 0.809415 |
| 2 | 0.732528 | 0.736611 |
| 3 | 0.630683 | 0.651433 |
| 4 | 0.464795 | 0.525453 |
| 5 | 0.241426 | 0.241425 |
| Test Case $10-\alpha=0.4$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.844200 | 0.836418 |
| 1 | 0.785422 | 0.780286 |
| 2 | 0.721570 | 0.720859 |
| 3 | 0.640446 | 0.652521 |
| 4 | 0.507121 | 0.552585 |
| 5 | 0.321902 | 0.321900 |
| Test Case $10-\alpha=0.5$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.805249 | 0.795523 |
| 1 | 0.759092 | 0.751157 |
| 2 | 0.710612 | 0.705106 |
| 3 | 0.650209 | 0.653610 |
| 4 | 0.549447 | 0.579717 |
| 5 | $\underline{0.402377}$ | $\underline{0.402375}$ |


| Test Case $10-\alpha=0.6$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.766299 | 0.754628 |
| 1 | 0.732763 | 0.722028 |
| 2 | 0.699654 | 0.689354 |
| 3 | 0.659972 | 0.654699 |
| 4 | 0.591774 | 0.606849 |
| 5 | 0.482853 | 0.482851 |
| Test Case $10-\alpha=0.7$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.727349 | 0.713732 |
| 1 | 0.706434 | 0.692899 |
| 2 | 0.688696 | 0.673602 |
| 3 | 0.669735 | 0.655787 |
| 4 | 0.634100 | 0.633981 |
| 5 | 0.563329 | 0.563326 |
| Test Case $10-\alpha=0.8$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.688399 | 0.672837 |
| 1 | 0.680105 | 0.663771 |
| 2 | 0.677739 | 0.657850 |
| 3 | 0.679497 | 0.656876 |
| 4 | 0.676426 | 0.661113 |
| 5 | $\underline{0.643804}$ | 0.643801 |
| Test Case 10- $\alpha=0.9$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | $\underline{0.649449}$ | 0.631941 |
| 1 | 0.653775 | 0.634642 |
| 2 | 0.666781 | 0.642098 |
| 3 | 0.689260 | 0.657964 |
| 4 | 0.718752 | 0.688245 |
| 5 | 0.724279 | 0.724276 |


| Test, Case $11-\alpha=0.1$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.928063 | 0.927736 |
| 1 | 0.867430 | 0.867367 |
| 2 | 0.807434 | 0.809320 |
| 3 | 0.737499 | 0.746530 |
| 4 | 0.611389 | 0.639725 |
| 5 | 0.082663 | 0.082665 |
| Test Case $11-\alpha=0.2$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.856126 | 0.855473 |
| 1 | 0.804906 | 0.804118 |
| 2 | 0.757332 | 0.756765 |
| 3 | 0.705182 | 0.709218 |
| 4 | 0.610216 | 0.630857 |
| 5 | 0.165327 | 0.165330 |
| Test Case $11-\alpha=0.3$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.784190 | 0.783209 |
| 1 | 0.742382 | 0.740868 |
| 2 | 0.707231 | 0.704210 |
| 3 | 0.672866 | 0.671907 |
| 4 | 0.609042 | 0.621990 |
| 5 | $\underline{0.247990}$ | 0.247995 |
| Test Case $11-\alpha=0.4$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.712253 | 0.710946 |
| 1 | 0.679857 | 0.677619 |
| 2 | 0.657130 | 0.651655 |
| 3 | 0.640549 | 0.634595 |
| 4 | 0.607868 | 0.613122 |
| 5 | 0.330654 | 0.330660 |
| Test Case $11-\alpha=0.5$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.640316 | 0.638682 |
| 1 | 0.617332 | 0.614370 |
| 2 | 0.607028 | 0.599100 |
| 3 | 0.608233 | 0.597283 |
| 4 | 0.606694 | 0.604255 |
| 5 | 0.413317 | 0.413326 |


| Test Case $11-\alpha=0.6$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.568379 | 0.566418 |
| 1 | 0.554808 | 0.551121 |
| 2 | 0.556927 | 0.546545 |
| 3 | 0.575917 | 0.559971 |
| 4 | 0.605521 | 0.595388 |
| 5 | 0.495980 | 0.495991 |
| Test Case $11-\alpha=0.7$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.496442 | 0.494155 |
| 1 | 0.492283 | 0.487872 |
| 2 | 0.506826 | 0.493990 |
| 3 | 0.543600 | 0.522659 |
| 4 | 0.604347 | 0.586520 |
| 5 | 0.578644 | 0.578656 |
| Test Case $11-\alpha=0.8$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.424506 | 0.421891 |
| 1 | 0.429759 | 0.424622 |
| 2 | 0.456725 | 0.441435 |
| 3 | 0.511284 | 0.485348 |
| 4 | 0.603173 | 0.577653 |
| 5 | 0.661307 | 0.661321 |
| Test Case 11- $\alpha=0.9$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.352569 | 0.349628 |
| 1 | 0.367234 | 0.361373 |
| 2 | 0.406623 | 0.388880 |
| 3 | 0.478967 | 0.448036 |
| 4 | 0.602000 | 0.568785 |
| 5 | 0.743971 | 0.743986 |


| Test Case $12-\alpha=0.1$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.947203 | 0.950219 |
| 1 | 0.881449 | 0.880475 |
| 2 | 0.808845 | 0.806677 |
| 3 | 0.713842 | 0.721793 |
| 4 | 0.530914 | 0.583733 |
| 5 | 0.081640 | $\underline{0.081638}$ |
| Test Case $12-\alpha=0.2$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.894405 | 0.900437 |
| 1 | 0.837965 | 0.839857 |
| 2 | 0.777193 | 0.776403 |
| 3 | 0.699526 | 0.704682 |
| 4 | 0.549111 | 0.590940 |
| 5 | 0.163280 | $\underline{0.163276}$ |
| Test Case $12-\alpha=0.3$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.841608 | 0.850656 |
| 1 | 0.794480 | 0.799240 |
| 2 | 0.745540 | 0.746129 |
| 3 | 0.685210 | 0.687571 |
| 4 | 0.567308 | 0.598148 |
| 5 | 0.244920 | $\underline{0.244915}$ |
| Test Case $12-\alpha=0.4$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.788810 | 0.800874 |
| 1 | 0.750996 | 0.758622 |
| 2 | 0.713887 | 0.715855 |
| 3 | 0.670894 | 0.670460 |
| 4 | 0.585505 | 0.605356 |
| 5 | 0.326560 | 0.326553 |
| Test Case $12-\alpha=0.5$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.736013 | 0.751093 |
| 1 | 0.707511 | 0.718005 |
| 2 | 0.682234 | 0.685582 |
| 3 | 0.656578 | 0.653348 |
| 4 | 0.603703 | 0.612564 |
| 5 | $\underline{0.408201}$ | $\underline{0.408191}$ |


| Test Case $12-\alpha=0.6$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.683216 | 0.701312 |
| 1 | 0.664026 | 0.677388 |
| 2 | 0.650582 | 0.655308 |
| 3 | 0.642263 | 0.636237 |
| 4 | 0.621900 | 0.619771 |
| 5 | 0.489841 | 0.489829 |
| Test Case $12-\alpha=0.7$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.630418 | 0.651530 |
| 1 | 0.620542 | 0.636770 |
| 2 | 0.618929 | 0.625034 |
| 3 | 0.627947 | 0.619126 |
| 4 | 0.640097 | 0.626979 |
| 5 | 0.571481 | 0.571467 |
| Test Case $12-\alpha=0.8$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.577621 | 0.601749 |
| 1 | 0.577057 | 0.596153 |
| 2 | 0.587276 | 0.594760 |
| 3 | 0.613631 | 0.602015 |
| 4 | 0.658294 | 0.634187 |
| 5 | 0.653121 | 0.653106 |
| Test Case $12-\alpha=0.9$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.524823 | 0.551967 |
| 1 | 0.533573 | 0.555535 |
| 2 | 0.555624 | 0.564486 |
| 3 | 0.599315 | 0.584904 |
| 4 | 0.676491 | 0.641394 |
| 5 | 0.734761 | 0.734744 |


| Test Case $13-\alpha=0.1$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.932737 | 0.933732 |
| 1 | 0.894425 | 0.894274 |
| 2 | 0.851842 | 0.853101 |
| 3 | 0.793454 | 0.801956 |
| 4 | 0.665026 | 0.698854 |
| 5 | 0.087253 | 0.087251 |
| Test Case $13-\alpha=0.2$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.865473 | 0.867464 |
| 1 | 0.835705 | 0.835086 |
| 2 | 0.804740 | 0.803170 |
| 3 | 0.763717 | 0.766766 |
| 4 | 0.666865 | 0.691795 |
| 5 | 0.174505 | $\underline{0.174503}$ |
| Test Case $13-\alpha=0.3$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.798210 | 0.801197 |
| 1 | 0.776985 | 0.775897 |
| 2 | 0.757637 | 0.753238 |
| 3 | 0.733980 | 0.731577 |
| 4 | 0.668705 | 0.684735 |
| 5 | 0.261757 | 0.261754 |
| Test Case $13-\alpha=0.4$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.730946 | 0.734929 |
| 1 | 0.718265 | 0.716709 |
| 2 | 0.710534 | 0.703307 |
| 3 | 0.704243 | 0.696387 |
| 4 | 0.670545 | 0.677676 |
| 5 | 0.349010 | $\underline{0.349005}$ |
| Test Case $13-\alpha=0.5$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.663683 | 0.668661 |
| 1 | 0.659546 | 0.657521 |
| 2 | 0.663431 | 0.653375 |
| 3 | 0.674505 | 0.661197 |


| Test Case 13- $\alpha=0.6$ |  |  |
| :---: | :---: | :---: |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.596420 | 0.602393 |
| 1 | 0.600826 | 0.598333 |
| 2 | 0.616329 | 0.603443 |
| 3 | 0.644768 | 0.626007 |
| 4 | 0.674224 | 0.663556 |
| 5 | 0.523515 | 0.523508 |
| Test Case $13-\alpha=0.7$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.529156 | 0.536125 |
| 1 | 0.542106 | 0.539145 |
| 2 | 0.569226 | 0.553512 |
| 3 | 0.615031 | 0.590817 |
| 4 | 0.676064 | 0.656497 |
| 5 | 0.610767 | 0.610759 |
| Test Case $13-\alpha=0.8$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | $\underline{0.461893}$ | 0.469858 |
| 1 | 0.483386 | 0.479956 |
| 2 | 0.522123 | 0.503580 |
| 3 | 0.585294 | 0.555628 |
| 4 | 0.677904 | 0.649437 |
| 5 | 0.698020 | 0.698010 |
| Test Case $13-\alpha=0.9$ |  |  |
| V | Theoretical $F$ | Simulation $F$ |
| 0 | 0.394629 | 0.403590 |
| 1 | 0.424666 | 0.420768 |
| 2 | 0.475021 | 0.453649 |
| 3 | 0.555557 | 0.520438 |
| 4 | 0.679743 | 0.642378 |
| 5 | 0.785273 | 0.785262 |
| Test Case 13- $\alpha=0.5$ (cont.) |  |  |
| V | Theorctical $F$ | Simulation $F$ |
| 4 | 0.6727385 | 0.670616 |
| 5 | $\underline{0.436262}$ | $\underline{0.436256}$ |

Table B.12: Optimal capacity distribution obtained by theoretical calculation and simulation results.

## B. 4 Optimal VPDBA Solution for a Simple Network

## B.4.1 Test Cases

| Test Case 1 | Test Case 2 | Test Case 3 | Test Case 4 |
| :---: | :---: | :---: | :---: |
| 5 nodes | 5 nodes | 5 nodes | 5 nodes |
| 5 servers/node | 5 servers/node | 5 servers/node | $\Sigma$ servers/node |
| $\lambda_{01}=0.1$ | $\lambda_{01}=0.25$ | $\lambda_{01}=0.2$ | $\lambda_{01}=0.2$ |
| $\lambda_{02}=0.1$ | $\lambda_{02}=0.25$ | $\lambda_{02}=1.1$ | $\lambda_{02}=1.1$ |
| $\lambda_{0.3}=10.0$ | $\lambda_{03}=0.25$ | $\lambda_{03}=0.5$ | $\lambda_{03}=0.2$ |
| $\lambda_{04}=0.1$ | $\lambda_{04}=0.3$ | $\lambda_{04}=0.7$ | $\lambda_{04}=0.1$ |
| $\lambda_{12}=0.1$ | $\lambda_{12}=0.3$ | $\lambda_{12}=0.3$ | $\lambda_{12}=0.5$ |
| $\lambda_{13}=0.1$ | $\lambda_{13}=0.4$ | $\lambda_{13}=0.3$ | $\lambda_{13}=0.2$ |
| $\lambda_{14}=0.1$ | $\lambda_{14}=0.25$ | $\lambda_{14}=0.2$ | $\lambda_{14}=0.2$ |
| $\lambda_{23}=0.1$ | $\lambda_{23}=0.25$ | $\lambda_{23}=0.2$ | $\lambda_{23}=0.2$ |
| $\lambda_{2.4}=0.1$ | $\lambda_{24}=0.3$ | $\lambda_{24}=0.2$ | $\lambda_{2.4}=0.2$ |
| $\lambda_{34}=0.1$ | $\lambda_{3.4}=0.5$ | $\lambda_{34}=0.3$ | $\lambda_{34}=0.2$ |
| $\mu=1.0$ | $\mu=1.0$ | $\mu=1.0$ | $\mu=1.0$ |
| Test Case 5 | Test Case 6 | Test Case 7 | Test Case 8 |
| 5 nodes | 5 nodes | 5 nodes | 5 nodes |
| 5 servers/node | 5 servers/node | 5 servers/node | 5 servers/node |
| $\lambda_{01}=0.2$ | $\lambda_{01}=0.2$ | $\lambda_{01}=0.1$ | $\lambda_{01}=0.6$ |
| $\lambda_{02}=0.2$ | $\lambda_{02}=0.7$ | $\lambda_{02}=0.1$ | $\lambda_{02}=0.2$ |
| $\lambda_{03}=0.2$ | $\lambda_{03}=0.2$ | $\lambda_{03}=0.4$ | $\lambda_{0.3}=0.2$ |
| $\lambda_{04}=0.3$ | $\lambda_{0.4}=0.2$ | $\lambda_{04}=0.1$ | $\lambda_{0.4}=0.2$ |
| $\lambda_{12}=0.2$ | $\lambda_{12}=0.2$ | $\lambda_{12}=0.1$ | $\lambda_{12}=0.2$ |
| $\lambda_{13}=0.2$ | $\lambda_{13}=0.2$ | $\lambda_{13}=0.1$ | $\lambda_{13}=0.2$ |
| $\lambda_{14}=0.5$ | $\lambda_{1-4}=0.2$ | $\lambda_{14}=0.1$ | $\lambda_{14}=0.2$ |
| $\lambda_{23}=0.2$ | $\lambda_{23}=0.2$ | $\lambda_{23}=0.9$ | $\lambda_{23}=0.2$ |
| $\lambda_{2.4}=0.2$ | $\lambda_{2.4}=0.7$ | $\lambda_{24}=0.1$ | $\lambda_{24}=0.2$ |
| $\lambda_{3.4}=0.2$ | $\lambda_{3 \cdot 4}=0.2$ | $\lambda_{34}=0.1$ | $\lambda_{34}=0.2$ |
| $\mu=1.0$ | $\mu=1.0$ | $\mu=1.0$ | $\mu=1.0$ |


| Test Case 9 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| 10 nodes |  |  |  |  |
| 5 servers per node |  |  |  |  |
| $\lambda_{01}=0.05$ | $\lambda_{12}=0.05$ | $\lambda_{24}=0.05$ | $\lambda_{37}=0.05$ | $\lambda_{57}=0.05$ |
| $\lambda_{02}=0.05$ | $\lambda_{13}=0.05$ | $\lambda_{25}=0.05$ | $\lambda_{38}=0.05$ | $\lambda_{58}=0.05$ |
| $\lambda_{03}=0.05$ | $\lambda_{14}=0.05$ | $\lambda_{26}=0.05$ | $\lambda_{39}=0.05$ | $\lambda_{59}=0.05$ |
| $\lambda_{0.4}=1.05$ | $\lambda_{15}=0.05$ | $\lambda_{27}=0.05$ | $\lambda_{45}=0.05$ | $\lambda_{67}=0.2$ |
| $\lambda_{05}=0.05$ | $\lambda_{16}=0.05$ | $\lambda_{28}=0.05$ | $\lambda_{46}=0.7$ | $\lambda_{68}=0.2$ |
| $\lambda_{06}=0.05$ | $\lambda_{17}=0.05$ | $\lambda_{29}=0.05$ | $\lambda_{47}=0.05$ | $\lambda_{69}=0.2$ |
| $\lambda_{07}=0.05$ | $\lambda_{18}=0.05$ | $\lambda_{34}=0.05$ | $\lambda_{48}=0.05$ | $\lambda_{78}=0.2$ |
| $\lambda_{08}=0.05$ | $\lambda_{19}=0.05$ | $\lambda_{35}=0.05$ | $\lambda_{49}=0.05$ | $\lambda_{79}=0.2$ |
| $\lambda_{09}=0.05$ | $\lambda_{23}=0.05$ | $\lambda_{36}=0.05$ | $\lambda_{56}=0.05$ | $\lambda_{89}=0.3$ |
| Test Case 10 |  |  |  |  |
| 10 nodes |  |  |  |  |
| 5 servers per node |  |  |  |  |
| $\lambda_{01}=0.05$ | $\lambda_{12}=0.05$ | $\lambda_{24}=0.05$ | $\lambda_{37}=1.3$ | $\lambda_{57}=0.06$ |
| $\lambda_{02}=0.05$ | $\lambda_{13}=0.05$ | $\lambda_{25}=0.05$ | $\lambda_{38}=0.02$ | $\lambda_{58}=0.06$ |
| $\lambda_{03}=1.1$ | $\lambda_{14}=0.05$ | $\lambda_{26}=0.05$ | $\lambda_{39}=0.02$ | $\lambda_{59}=0.06$ |
| $\lambda_{04}=0.05$ | $\lambda_{15}=0.05$ | $\lambda_{27}=0.05$ | $\lambda_{45}=0.02$ | $\lambda_{67}=0.02$ |
| $\lambda_{05}=0.05$ | $\lambda_{16}=0.05$ | $\lambda_{28}=0.05$ | $\lambda_{46}=0.02$ | $\lambda_{68}=0.02$ |
| $\lambda_{06}=0.05$ | $\lambda_{17}=0.05$ | $\lambda_{29}=0.05$ | $\lambda_{47}=0.02$ | $\lambda_{69}=0.02$ |
| $\lambda_{07}=0.05$ | $\lambda_{18}=0.05$ | $\lambda_{34}=0.02$ | $\lambda_{48}=0.02$ | $\lambda_{78}=0.5$ |
| $\lambda_{08}=0.05$ | $\lambda_{19}=0.05$ | $\lambda_{35}=0.02$ | $\lambda_{49}=0.02$ | $\lambda_{i 9}=0.5$ |
| $\lambda_{09}=0.05$ | $\lambda_{23}=0.05$ | $\lambda_{36}=0.02$ | $\lambda_{56}=0.06$ | $\lambda_{89}=0.6$ |

Table B.13: The test cases for the experiment described in Section 3.5.1.

## Appendix C

## Single Node Network Base Case

## C. 1 Test Cases

| test case 1 | test case 2 |
| :--- | :--- |
| $\mathrm{i}=2, \mathrm{j}=1$ | $\mathrm{i}=2, \mathrm{j}=1$ |
| $\lambda_{v p_{1}}=3.0$ | $\lambda_{v p_{1}=4.0}$ |
| $\lambda_{v p_{2}}=5.0$ | $\lambda_{v p_{2}=2.0}=2.0$ |
| $\lambda=1.5$ | $\lambda=5.0$ |
| $\mu=1.0$ | $\mu=1.0$ |
| $K=5$ | $K=5$ |
| $V_{1}=2$ | $V_{1}=1$ |
| $V_{2}=2$ | $V_{2}=1$ |


| test case 3 | test case 4 |
| :---: | :---: |
| $\mathrm{i}=4, \mathrm{j}=1$ | $\mathrm{i}=4, \mathrm{j}=1$ |
| $\lambda_{u p_{1}}=2.0$ | $\lambda_{u p_{1}}=0.5$ |
| $\lambda_{u p_{2}}=1.5$ | $\lambda_{v p 2}=3.5$ |
| $\lambda_{v \nu_{3}}=3.0$ | $\lambda_{v p_{3}}=0.5$ |
| $\lambda_{u p_{4}}=0.5$ | $\lambda_{v p_{4}}=3.0$ |
| $\lambda=1.25$ | $\lambda=4.0$ |
| $\mu=1.0$ | $\mu=1.0$ |
| $K=8$ | $K=8$ |
| $V_{1}=2$ | $V_{1}=1$ |
| $V_{2}=2$ | $V_{2}=2$ |
| $V_{3}=2$ | $V_{3}=1$ |
| $V_{4}=1$ | $V_{4}=2$ |
| test case 5 | test case 6 |
| $\mathrm{i}=3, \mathrm{j}=1$ | $\mathrm{i}=3, \mathrm{j}=1$ |
| $\lambda_{v p_{1}}=5.0$ | $\lambda_{v p_{1}}=1.5$ |
| $\lambda_{v p_{2}}=1.25$ | $\lambda_{u p 2}=1.2$ |
| $\lambda_{v p_{3}}=1.5$ | $\lambda_{v p_{3}}=1.3$ |
| $\lambda=1.0$ | $\lambda=4.0$ |
| $\mu=1.0$ | $\mu=1.0$ |
| $K=6$ | $K=6$ |
| $V_{1}=2$ | $V_{1}=1$ |
| $V_{2}=1$ | $V_{2}=1$ |
| $V_{3}=1$ | $V_{3}=1$ |
| test case 7 | test case 8 |
| $\mathrm{i}=2, \mathrm{j}=1$ | $\mathrm{i}=3, \mathrm{j}=1$ |
| $\lambda_{v p_{1}}=1.5$ | $\lambda_{v p_{1}}=5.0$ |
| $\lambda_{v p_{2}}=2.5$ | $\lambda_{v p_{2}}=3.5$ |
| $\lambda=3.5$ | $\lambda_{v p_{3}}=3.0$ |
| $\mu=1.0$ | $\lambda=0.5$ |
| $K=5$ | $\mu=1.0$ |
| $V_{1}=1$ | $K=6$ |
| $V_{2}=1$ | $V_{1}=1$ |
|  | $V_{2}=1$ |
|  | $V_{3}=1$ |


| test case 9 | test case 10 |
| :--- | :--- |
| $\mathrm{i}=10, \mathrm{j}=1$ | $\mathrm{i}=10, \mathrm{j}=1$ |
| $\lambda_{u p_{1}}=4.0$ | $\lambda_{v p_{1}}=5.0$ |
| $\lambda_{v p_{2}}=4.0$ | $\lambda_{v p_{2}}=5.0$ |
| $\lambda_{v p_{3}}=3.0$ | $\lambda_{v p_{3}}=5.0$ |
| $\lambda_{v p_{4}}=3.0$ | $\lambda_{v p_{4}}=2.0$ |
| $\lambda_{v p_{5}}=2.0$ | $\lambda_{v p_{5}}=2.0$ |
| $\lambda_{v p_{6}}=2.0$ | $\lambda_{v p_{6}}=2.0$ |
| $\lambda_{v p_{7}}=2.0$ | $\lambda_{v p_{7}}=2.0$ |
| $\lambda_{v p_{8}}=2.0$ | $\lambda_{v p_{8}}=1.0$ |
| $\lambda_{v p_{9}}=2.0$ | $\lambda_{v p_{9}}=1.0$ |
| $\lambda_{v p_{10}}=2.0$ | $\lambda_{v p_{10}}=1.0$ |
| $\lambda=2.0$ | $\lambda=3.0$ |
| $\mu=1.0$ | $\mu=1.0$ |
| $K=13$ | $K=22$ |
| $V_{1}=1$ | $V_{1}=2$ |
| $V_{2}=1$ | $V_{2}=2$ |
| $V_{3}=1$ | $V_{3}=2$ |
| $V_{4}=1$ | $V_{4}=2$ |
| $V_{5}=1$ | $V_{5}=2$ |
| $V_{6}=1$ | $V_{6}=2$ |
| $V_{7}=1$ | $V_{7}=2$ |
| $V_{8}=1$ | $V_{8}=2$ |
| $V_{9}=1$ | $V_{9}=2$ |
| $V_{10}=1$ | $V_{10}=2$ |

Table C.1: The test cases used in the single node, multiple VP model.

## Appendix D

## General Line Networks

## D. 1 Using the Performance Measure Approximation Method <br> D.1.1 Validity of Performance Measure Approximation Method <br> D.1.1.1 Test Cases <br> ``` Group 1 <br> nodes: 

 <br> vps:5 <br> svrs:7 <br> lambdas: 0.25, 0.5, 0.75, 4.0, 5.0, 0.1, 0.1, 0.1, 0.15, 0.2, 0.2, 0.1, 0.2, 0.2, 0.1, 0.1, <br> 0.1,0.1, 0.1, 0.1, 0.2 <br> tc 1) VPs: 01-1,02-1,03-1,04-2,05-2 <br> tc 2) VPs: 01-1,12-1, 23-1,34-1, 45-1 <br> tc 3) VPs: 35-1, 36-1,45-1,46-1,56-1 <br> tc 4) VPs: 03-1,04-1,05-1,46-1,56-1 <br> tc 5) VPs: 04-2, 05-2,15-1,16-1, 24-1```}
```

Group 2
nodes: 10
vps:4
svrs: 10
lambdas: 0.2, 0.5, 0.7,0.1, 0.1, 0.6,0.2, 0.2, 0.1,0.3,0.5, 0.5, 0.1, 0.1, 0.1,0.2,
0.1,0.2,0.9,0.1,0.1,0.1,0.2,0.3,0.1, 0.1, 1.5,0.2, 0.1, 0.1, 0.1, 0.7,
0.2,0.2,0.2,0.4,0.5,0.1,0.1,0.1,0.1,0.1,1.2,0.3,0.5
tc 6) VPs: 24-1, 36-2,46-1,78-2
tc 7) VPs: 03-1,06-1, 24-1,78-1
tc 8) VPs: 03-1,06-1,24-1,46-1
tc 9) VPs: 01-2, 02-2, 03-2,04-2
tc 10) VPs: 03-2,12-1, 23-2, 36-3
Group 3
nodes: 5
vps:2
svrs:4
lambdas: 0.1, 1.2, 0.7, 0.1, 0.1, 0.1, 1.2, 1.2, 0.1,0.6
tc 11) VPs: 02-1,03-1
tc 12) VPs: 02-1,14-1
tc 13) VPs: 14-1, 23-2
tc 14) VPs: 02-2, 23-2
tc 15) VPs: 23-1, 34-1
Group }
nodes: 6
vps:3
svrs:3
lambdas: 0.1, 0.1, 0.1, 0.1, 0.5, 0.7, 0.1, 0.1, 0.1, 0.5, 0.3, 0.1, 0.1, 0.1, 0.1
tc 16) VPs: 05-1, 12-1, 23-1
tc 17) VPs: 01-1,02-1,03-1
tc 18) VPs: 34-1,35-1, 45-1
tc 19) VPs: 01-1,02-1, 23-1
tc 20) VPs: 12-1, 23-1, 24-1

```
```

Group 5
nodes: }
vps:4
svrs: 6
lambdas: 2.0, 0.2, 0.1, 0.5, 0.1, 0.2, 0.3,0.1, 1.5, 1.2,0.1, 0.1, 0.2, 0.1, 0.1, 0.1,
0.1,0.9,0.2,0.5,0.1,0.1,0.1,0.1,0.3,0.1,0.1,0.8
tc 21) VPs: 01-2,13-2,14-1,23-1
tc 22) VPs: 01-2,14-1, 23-1,67-1
tc 23) VPs: 01-1,04-1,13-1,14-1
tc 24) VPs: 04-1,13-1, 27-1,67-1
tc 25) VPs: 04-1, 14-1, 35-1,67-1
Group 6
nodes: 5
vps:3
svrs:5
lambdas: 0.1, 0.1, 0.1,0.1, 2.0,3.0, 0.5,0.3,0.1, 0.7
tc 26) VPs: 01-1,02-1,03-1
tc 27) VPs: 12-1,13-2,14-1
tc 28) VPs: 12-1, 13-2, 34-1
tc 29) VPs: 12-1, 13-3,34-1
tc 30) VPs: 12-1, 13-1, 23-1
Group 7
nodes:7
vps:3
svrs:5
lambdas: 0.2, 0.2,0.2,0.2, 0.2,0.2,1.2, 0.2,0.2,0.2,0.7, 0.6,0.3, 0.2, 0.2, 0.1,
0.2,0.1, 0.8, 0.1, 0.1
tc 31) VPs: 12-1, 16-1, 45-1
tc 32) VPs: 12-1, 23-1,45-1
tc 33) VPs: 16-1, 23-1, 24-1
tc 34) VPs: 34-1, 35-3,36-1
tc 35) VPs: 23-1, 24-1, 45-1

```
```

Group 8
nodes: }
vps:}
svrs: 10
lambdas: 2.0, 0.2, 1.5, 0.1, 0.1, 0.1,0.9, 0.8, 1.5, 1.2, 0.1, 0.1, 0.1. 0.1, 0.1, 1.2,
1.4,0.1, 0.1,0.1,0.7, 0.1, 0.1,0.5, 0.1, 1.2, 0.5, 2.1
tc 36) VPs: 01-1, 03-1,07-1, 12-1, 13-1, 14-1
tc 37) VPs: 01-1, 12-1, 25-1, 26-1, 37-1, 46-1
tc 38) VPs: 01-1,03-1,13-1, 14-1, 25-1, 26-1
tc 39) VPs: 25-1, 26-1,36-1, 46-1,56-1, 67-1
tc 40) VPs: 03-1,12-1,13-1,14-1,56-1,67-1
Group 9
nodes: 10
vps:7
svrs: 8
lambdas: 0.2, 0.9, 1.5, 1.2,0.1,0.1, 0.7,0.3,0.2,0.6,0.3,0.2,0.2,0.1, 1.5,1.1,
0.1,1.7,0.2,0.1,0.1,0.2,0.1,0.3,0.1,0.7,0.6,0.5,0.1,0.1,0.2,0.2
0.5,0.9,0.1,0.1, 0.1, 1.5, 0.1,1.2,0.1,0.1, 0.2,0.8,0.1
tc 41) VPs: 03-1,04-1, 17-1, 23-1,58-1,67-1, 79-1
tc 42) VPs: 12-1, 17-1, 23-1,48-1,56-1,67-1, 89-1
tc 43) VPs: 02-1,03-1,04-1,17-1, 18-1, 23-1, 34-1
tc 44) VPs: 17-1, 23-1, 35-1,48-1,58-1,67-1,79-1
tc 45) VPs: 03-1,04-1,07-1,17-1,18-1, 23-1, 35-1
Group 10
nodes: 10
vps:3
svrs: 5
lambdas: 0.1,0.1, 1.5, 0.1,0.1,0.2,0.5,0.7,0.1,1.2,0.1,0.1,0.1,0.1,0.1,0.1,
0.1,0.1,0.9,0.1,0.1,0.1,0.1,0.9, 0.1,0.1,0.1,0.1,0.1,0.1,0.1, 0.1
0.9,1.5, 0.1, 1.5, 0.1,0.1,0.1,0.1,0.1,0.1, 1.2,0.1, 0.1
tc 46) VPs: 03-2,12-2, 24-1
tc 47) VPs: 03-1,12-1, 24-1
tc 48) VPs: 03-1,48-1,78-1
tc 49) VPs: 12-2,56-2,78-2
tc 50) VPs: 03-2, 23-1, 29-1

```

Table D.1: Test Cases for the Approximation Method validity experiment.

\section*{D.1.1.2 Resulting Performance Measures}
\begin{tabular}{|l||l||l||}
\hline & Simulation & Approx \\
\hline TC & loss & loss \\
\hline 1 & \(0.549379+/-0.000502\) & 0.554407 \\
2 & \(0.495045+/-0.000647\) & 0.594643 \\
3 & \(0.503720+/-0.000611\) & 0.625038 \\
4 & \(0.490419+/-0.000617\) & 0.450801 \\
5 & \(0.629567+/-0.000457\) & 0.530322 \\
\hline 6 & \(0.073567+/-0.000383\) & 0.089747 \\
7 & \(0.069823+/-0.000394\) & 0.086957 \\
8 & \(0.076551+/-0.000403\) & 0.093485 \\
9 & \(0.114152+/-0.000450\) & 0.129921 \\
10 & \(0.100664+/-0.000418\) & 0.126659 \\
\hline 11 & \(0.295017+/-0.000518\) & 0.260248 \\
12 & \(0.277005+/-0.000531\) & 0.245954 \\
13 & \(0.295373+/-0.000458\) & 0.299583 \\
14 & \(0.274853+/-0.000498\) & 0.280703 \\
15 & \(0.243788+/-0.000512\) & 0.291492 \\
\hline 16 & \(0.303058+/-0.000442\) & 0.291398 \\
17 & \(0.432089+/-0.000424\) & 0.441115 \\
18 & \(0.273881+/-0.000439\) & 0.33613 \\
19 & \(0.277101+/-0.000468\) & 0.286079 \\
20 & \(0.281213+/-0.000427\) & 0.303632 \\
\hline 21 & \(0.248396+/-0.000493\) & 0.216875 \\
22 & \(0.217696+/-0.000517\) & 0.22939 \\
23 & \(0.232128+/-0.000532\) & 0.216523 \\
24 & \(0.235079+/-0.000514\) & 0.23342 \\
25 & \(0.234598+/-0.000501\) & 0.249636 \\
\hline
\end{tabular}
\begin{tabular}{|l|l||l|}
\hline & Simulation & Approx \\
\hline TC & loss & loss \\
\hline 26 & \(0.460865+/-0.000550\) & 0.468077 \\
27 & \(0.387924+/-0.000559\) & 0.402469 \\
28 & \(0.328512+/-0.000598\) & 0.337274 \\
29 & \(0.357098+/-0.000506\) & 0.372691 \\
30 & \(0.316844+/-0.000566\) & 0.318484 \\
\hline 31 & \(0.194324+/-0.000490\) & 0.217626 \\
32 & \(0.161011+/-0.000459\) & 0.192002 \\
33 & \(0.225118+/-0.000483\) & 0.245247 \\
34 & \(0.452609+/ 0.000421\) & 0.488913 \\
35 & \(0.182791+/-0.000487\) & 0.218268 \\
\hline 36 & \(0.127131+/-0.000484\) & 0.100877 \\
37 & \(0.117944+/-0.000488\) & 0.139692 \\
38 & \(0.126389+/-0.000504\) & 0.095151 \\
39 & \(0.110950+/-0.000472\) & 0.128465 \\
40 & \(0.111459+/-0.000514\) & 0.091604 \\
\hline 41 & \(0.345124+/-0.000548\) & 0.328658 \\
42 & \(0.347917+/-0.000582\) & 0.384114 \\
43 & \(0.379874+/-0.000562\) & 0.358472 \\
44 & \(0.342274+/-0.000581\) & 0.373529 \\
45 & \(0.420412+/-0.000553\) & 0.394339 \\
\hline 46 & \(0.395872+/-0.000563\) & 0.39224 \\
47 & \(0.383244+/-0.000532\) & 0.385417 \\
48 & \(0.394456+/-0.000541\) & 0.40211 \\
49 & \(0.398088+/-0.000541\) & 0.442564 \\
50 & \(0.453218+/-0.000512\) & 0.468268 \\
\hline
\end{tabular}

Table D.2: Resulting P (loss) values calculated via simulation and our approximation method.
\begin{tabular}{|l||l||l|}
\hline & Simulation & Approx \\
\hline TC & setup & setup \\
\hline 1 & \(0.275599+/-0.000475\) & 0.280555 \\
2 & \(0.911990+/-0.000309\) & 0.832144 \\
3 & \(0.915457+/-0.000316\) & 0.84706 \\
4 & \(0.640014+/-0.000490\) & 0.660909 \\
5 & \(0.218178+/-0.000520\) & 0.414874 \\
\hline 6 & \(0.772498+/-0.000305\) & 0.763891 \\
7 & \(0.855233+/-0.000241\) & 0.848767 \\
8 & \(0.865142+/-0.000217\) & 0.859216 \\
9 & \(0.884757+/-0.000251\) & 0.875826 \\
10 & \(0.806275+/-0.000292\) & 0.790836 \\
\hline 11 & \(0.748769+/-0.000317\) & 0.758968 \\
12 & \(0.720482+/-0.000345\) & 0.741089 \\
13 & \(0.618813+/-0.000397\) & 0.612063 \\
14 & \(0.538885+/-0.000406\) & 0.49334 \\
15 & \(0.774631+/-0.000294\) & 0.74037 \\
\hline 16 & \(0.501293+/-0.000433\) & 0.488949 \\
17 & \(0.845331+/-0.000394\) & 0.842008 \\
18 & \(0.878750+/-0.000306\) & 0.859503 \\
19 & \(0.770539+/-0.000363\) & 0.740103 \\
20 & \(0.562476+/-0.000402\) & 0.516401 \\
\hline 21 & \(0.629237+/-0.000397\) & 0.620786 \\
22 & \(0.717075+/-0.000342\) & 0.690592 \\
23 & \(0.728978+/-0.000346\) & 0.726632 \\
24 & \(0.764955+/-0.000320\) & 0.762816 \\
25 & \(0.789983+/-0.000315\) & 0.777636 \\
\hline
\end{tabular}
\begin{tabular}{|l|l||l|}
\hline & Simulation & Approx \\
\hline TC & setup & setup \\
\hline 26 & \(0.927605+/-0.000290\) & 0.919485 \\
27 & \(0.437290+/-0.000472\) & 0.442896 \\
28 & \(0.469870+/-0.000465\) & 0.460163 \\
29 & \(0.324430+/-0.000450\) & 0.310393 \\
30 & \(0.655028+/-0.000421\) & 0.64746 \\
\hline 31 & \(0.728424+/-0.000311\) & 0.712814 \\
32 & \(0.746230+/-0.000326\) & 0.716627 \\
33 & \(0.795273+/-0.000316\) & 0.790254 \\
34 & \(0.891150+/ 0.000363\) & 0.880129 \\
35 & \(0.799126+/-0.000299\) & 0.775373 \\
\hline 36 & \(0.776752+/-0.000282\) & 0.781466 \\
37 & \(0.823243+/-0.000269\) & 0.81513 \\
38 & \(0.762918+/-0.000318\) & 0.774272 \\
39 & \(0.796559+/-0.000288\) & 0.781698 \\
40 & \(0.775405+/-0.000317\) & 0.738031 \\
\hline 41 & \(0.701423+/-0.000388\) & 0.639387 \\
42 & \(0.788092+/-0.000347\) & 0.652571 \\
43 & \(0.725109+/-0.000375\) & 0.737725 \\
44 & \(0.722342+/-0.000353\) & 0.636102 \\
45 & \(0.683397+/-0.000409\) & 0.70844 \\
\hline 46 & \(0.722550+/-0.000391\) & 0.698776 \\
47 & \(0.817454+/-0.000319\) & 0.799109 \\
48 & \(0.799709+/-0.000343\) & 0.787197 \\
49 & \(0.672234+/-0.000420\) & 0.578402 \\
50 & \(0.796922+/-0.000335\) & 0.794365 \\
\hline
\end{tabular}

Table D.3: Resulting P (setup) values calculated via simulation and our approximation method.
\begin{tabular}{|l||l||l|}
\hline & Simulation & Approx \\
\hline TC & nosetup & nosetup \\
\hline 1 & \(0.326433+/-0.000439\) & 0.32058 \\
2 & \(0.044437+/-0.000156\) & 0.068042 \\
3 & \(0.041956+/-0.000163\) & 0.057347 \\
4 & \(0.183441+/-0.000328\) & 0.186228 \\
5 & \(0.289615+/-0.000416\) & 0.274821 \\
\hline 6 & \(0.210766+/-0.000296\) & 0.214919 \\
7 & \(0.134658+/-0.000227\) & 0.138083 \\
8 & \(0.124535+/-0.000208\) & 0.127623 \\
9 & \(0.102088+/-0.000228\) & 0.108042 \\
10 & \(0.174223+/-0.000269\) & 0.182671 \\
\hline 11 & \(0.177112+/-0.000249\) & 0.178304 \\
12 & \(0.202091+/-0.000296\) & 0.195231 \\
13 & \(0.268592+/-0.000315\) & 0.271718 \\
14 & \(0.334375+/-0.000363\) & 0.364439 \\
15 & \(0.170426+/-0.000246\) & 0.18395 \\
\hline 16 & \(0.347567+/-0.000353\) & 0.362132 \\
17 & \(0.087838+/-0.000234\) & 0.088299 \\
18 & \(0.088043+/-0.000231\) & 0.093272 \\
19 & \(0.165877+/-0.000282\) & 0.185546 \\
20 & \(0.314484+/-0.000327\) & 0.336762 \\
\hline 21 & \(0.278663+/-0.000327\) & 0.296972 \\
22 & \(0.221330+/-0.000284\) & 0.238433 \\
23 & \(0.208108+/-0.000288\) & 0.214178 \\
24 & \(0.179790+/-0.000267\) & 0.18182 \\
25 & \(0.160745+/-0.000250\) & 0.166854 \\
\hline
\end{tabular}
\begin{tabular}{|l|l|l|}
\hline & Simulation & Approx \\
\hline TC & nosetup & nosetup \\
\hline 26 & \(0.039031+/-0.000161\) & 0.042828 \\
27 & \(0.344419+/-0.000408\) & 0.332886 \\
28 & \(0.355977+/-0.000451\) & 0.357764 \\
29 & \(0.434322+/-0.000420\) & 0.432596 \\
30 & \(0.235670+/-0.000351\) & 0.240261 \\
\hline 31 & \(0.218803+/-0.000284\) & 0.224687 \\
32 & \(0.212910+/-0.000296\) & 0.228965 \\
33 & \(0.158638+/-0.000259\) & 0.158306 \\
34 & \(0.059604+/-0.000206\) & 0.061265 \\
35 & \(0.164154+/-0.000254\) & 0.175598 \\
\hline 36 & \(0.194866+/-0.000266\) & 0.196489 \\
37 & \(0.155908+/-0.000248\) & 0.159045 \\
38 & \(0.207117+/-0.000301\) & 0.20425 \\
39 & \(0.180868+/-0.000267\) & 0.190258 \\
40 & \(0.199559+/-0.000292\) & 0.237971 \\
\hline 41 & \(0.195525+/-0.000273\) & 0.242095 \\
42 & \(0.138179+/-0.000243\) & 0.213977 \\
43 & \(0.170463+/-0.000259\) & 0.168257 \\
44 & \(0.182617+/-0.000252\) & 0.227972 \\
45 & \(0.183492+/-0.000258\) & 0.176587 \\
\hline 46 & \(0.167610+/-0.000258\) & 0.183072 \\
47 & \(0.112583+/-0.000207\) & 0.123464 \\
48 & \(0.121282+/-0.000219\) & 0.127233 \\
49 & \(0.197280+/-0.000279\) & 0.235014 \\
50 & \(0.111037+/-0.000199\) & 0.109343 \\
\hline
\end{tabular}

Table D.4: Resulting P (nosetup) values calculated via simulation and our approximation method.

\section*{D.1.2 VPDBA Solution Experiment}

\section*{D.1.2.1 Test Cases}
\begin{tabular}{|l|l|l|}
\hline test case 1 & test case 2 & test case 3 \\
\hline \(\mathrm{N}=5\) & \(\mathrm{~N}=5\) & \(\mathrm{~N}=5\) \\
\(\lambda_{u p_{01}}=0.1\) & \(\lambda_{v p_{01}}=0.7\) & \(\lambda_{v p_{01}}=0.4\) \\
\(\lambda_{v p_{02}}=0.5\) & \(\lambda_{v p_{02}}=0.5\) & \(\lambda_{v p_{02}}=0.1\) \\
\(\lambda_{v p_{03}}=1.9\) & \(\lambda_{v p_{03}}=0.5\) & \(\lambda_{v p_{03}}=0.2\) \\
\(\lambda_{v p_{04}}=1.2\) & \(\lambda_{v p_{04}}=0.2\) & \(\lambda_{v p_{04}}=0.1\) \\
\(\lambda_{v p_{12}}=0.1\) & \(\lambda_{v p_{12}}=0.1\) & \(\lambda_{v p_{12}}=0.2\) \\
\(\lambda_{v p_{13}}=0.1\) & \(\lambda_{v p_{13}}=1.2\) & \(\lambda_{v p_{13}=0.4}=0.4\) \\
\(\lambda_{v p_{14}}=0.3\) & \(\lambda_{v p_{14}}=0.2\) & \(\lambda_{v p_{14}=0.2}=0.2\) \\
\(\lambda_{v p_{23}}=0.1\) & \(\lambda_{v p_{23}}=0.5\) & \(\lambda_{v p_{23}=0.4}=0.4\) \\
\(\lambda_{v p_{24}}=0.1\) & \(\lambda_{v p_{24}}=0.7\) & \(\lambda_{v p_{24}=0.4}=0.6\) \\
\(\lambda_{v p_{34}}=0.2\) & \(\lambda_{v p_{34}}=0.1\) & \(\lambda_{v p_{34}}=0.6\) \\
\(\mu=1.0\) & \(\mu=1.0\) & \(\mu=1.0\) \\
\(K=5\) & \(K=4\) & \(K=4\) \\
\hline
\end{tabular}

Table D.5: The test cases used in the line network model experiment.

\section*{Appendix E}

\section*{Algorithm for VPDBA}

\section*{E. 1 Previous Algorithms for VPDBA}

\section*{E.1.1 Gain/Loss Ratio Method (Arvidsson)}
1. Assign high, initially acceptable call loss levels \(\gamma(s, o, d)\) for all traffic classes \(s\), and source destination pairs \((o, d)\)
2. Find the shortest path available to each traffic \((s, o, d)\)
3. Compute the GAIN achieved for each traffic \((s, o, d)\) if 1 unit of capacity is added to the shortest path for traffic \((s, o, d)\)
4. Compute the LOSS achieved for each traffic \((t, i, j)\) if I unit of capacity is added to the shortest path for traffic \((s, o, d)\)
5. Find the traffic ( \(s_{\max }, o_{\max }, d_{\max }\) ) that would yield the highest gain/loss ratio
6. If the highest gain/loss ratio is NOT equal to 0
(a) Assign 1 unit of capacity to \(\left(s_{\max }, o_{\max }, d_{\max }\right)\)
(b) go to step 3
7. Otherwise
(a) if low (acceptable) loss levels have been achieved \(\forall(s, o, d)\) or if all capacity has been assigned to VPs
- STOP
(b) otherwise
- reduce the acceptable loss levels \(\forall(s, o, d)\)
- return to step 3

\section*{E.1.2 Overall Blocking Rate Method (Cheng and Lin)}
1. Assume that all traffic is carried on 1 -hop VP paths which are initially assigned all capacity on each link
2. While (improvement is possible)
(a) PHASE I - find the shortest path for each traffic \(i, j\) (hold VP assignments fixed and alter the call routing assignments to reduce the overall call blocking rate)
(b) PHASE II (GREEDY HEURISTIC for capacity adjustment)
i. calculate the current blocking rate
ii. for each VP, compute the change in overall blocking rate if 1 unit of capacity were added to this VP and subtracted for every 1-hop VP on physical path q
iii. if there exists an assignment that reduces the blocking rate
A. select the capacity change that results in the maximum blocking rate reduction and adjust the path capacities accordingly
iv. otherwise STOP with the current VPs as the solution

\section*{E.1.3 Blocking Drift Method (Aneroussis and Lazar)}
1. all VPs have an initial capacity of 0
2. compute blocking probabilities for all \(S D\) pairs for the given arrival rates
3. STEP 1
(a) Find the SD pairs for which blocking constraints are not satisfied
(b) If none are found, proceed to Step 2
(c) Otherwise
i. Consider every VP whose capacity can be increased as a Bandwidth Increase Candidate (BIC). The capacity of a VP is increased by removing the necessary capacity from all the links on the paths of the VP.
ii. if the BIC set is empty
- EXIT - there is no spare capacity available in the network
iii. otherwise
A. Compute the blocking drift \(D_{b}\) for the current vector of VP capacities \(=\) \(\sum_{w, k} \max \left(0, P_{w}^{k}-\beta_{w}^{k}\right.\) which represents "how far" we are from satisfying the blocking constraints
B. For each BIC, create an alternative solution by assigning 1 unit of capacity to the BIC while holding all other VPs at their current capacity
C. For each alternative solution, calculate the blocking drift
D. If the new blocking drift is greater than the current blocking drift for all alternative solutions there is no way of satisfying the blocking constraints for the given network load - STOP
E. Otherwisc, select the alternative with the lowest blocking drift and make it the current solution

\section*{4. STEP 2}
(a) Check for signaling violations which are not considered in our problem formulation so we ignore this step
5. If there are any remaining blocking or signaling constraint violations, return to STEP 1
6. STEP 3
(a) Every VP whose capacity can be increased by one unit is considered a BIC
(b) Compute the throughput for each SD pair: \(\gamma_{w}^{k}=\left(1-P_{w}^{k}\right) \lambda_{w}^{k}\)
(c) Compute the network revenue \(J=\sum_{w} \sum_{k} \gamma_{w}^{k} F_{w}^{k}\) where \(F_{w}^{k}\) denotes the revenue obtained by accepting one call of SD pair \(w\) and traffic class \(k\)
(d) For each BIC, create an alternative solution and compute the resulting network revenue
(e) Eliminate alternatives for which blocking or signaling capacity constraints are violated
(f) If no alternatives remain, STOP
(g) Otherwise, select the alternative with the highest revenue increase and repeat step 3

\section*{E. 2 Comparing Our Algorithm to Previous Algorithms}

\section*{E.2.1 Test Cases}
\begin{tabular}{|l|l|l|l|l|}
\hline test case 1 & test case 2 & test case 3 & test case 4 & test case 5 \\
\hline \(\mathrm{~N}=5\) & \(\mathrm{~N}=5\) & \(\mathrm{~N}=5\) & \(\mathrm{~N}=5\) & \(\mathrm{~N}=5\) \\
\(\lambda_{01}=0.1\) & \(\lambda_{01}=0.7\) & \(\lambda_{01}=0.4\) & \(\lambda_{01}=0.1\) & \(\lambda_{01}=0.1\) \\
\(\lambda_{02}=0.5\) & \(\lambda_{02}=0.5\) & \(\lambda_{02}=0.1\) & \(\lambda_{02}=0.3\) & \(\lambda_{02}=1.2\) \\
\(\lambda_{03}=1.9\) & \(\lambda_{03}=0.5\) & \(\lambda_{03}=0.2\) & \(\lambda_{03}=0.1\) & \(\lambda_{03}=0.7\) \\
\(\lambda_{04}=1.2\) & \(\lambda_{04}=0.2\) & \(\lambda_{04}=0.1\) & \(\lambda_{04}=0.2\) & \(\lambda_{04}=0.1\) \\
\(\lambda_{12}=0.1\) & \(\lambda_{12}=0.1\) & \(\lambda_{12}=0.2\) & \(\lambda_{12}=0.4\) & \(\lambda_{12}=0.1\) \\
\(\lambda_{13}=0.1\) & \(\lambda_{13}=1.2\) & \(\lambda_{13}=0.4\) & \(\lambda_{13}=0.2\) & \(\lambda_{13}=0.1\) \\
\(\lambda_{14}=0.3\) & \(\lambda_{14}=0.2\) & \(\lambda_{1.4}=0.2\) & \(\lambda_{14}=0.1\) & \(\lambda_{14}=1.2\) \\
\(\lambda_{23}=0.1\) & \(\lambda_{23}=0.5\) & \(\lambda_{23}=0.4\) & \(\lambda_{23}=2.0\) & \(\lambda_{23}=1.2\) \\
\(\lambda_{24}=0.1\) & \(\lambda_{24}=0.7\) & \(\lambda_{24}=0.4\) & \(\lambda_{24}=0.1\) & \(\lambda_{24}=0.1\) \\
\(\lambda_{34}=0.2\) & \(\lambda_{34}=0.1\) & \(\lambda_{34}=0.6\) & \(\lambda_{34}=1.25\) & \(\lambda_{3.4}=0.6\) \\
\(\mathrm{~K}=5\) & \(\mathrm{~K}=4\) & \(\mathrm{~K}=4\) & \(\mathrm{~K}=5\) & \(\mathrm{~K}=4\) \\
\hline test case 6 & test case 7 & test case 8 & test case 9 & test case 10 \\
\hline \(\mathrm{~N}=6\) & \(\mathrm{~N}=5\) & \(\mathrm{~N}=5\) & \(\mathrm{~N}=4\) & \(\mathrm{~N}=5\) \\
\(\lambda_{01}=0.1\) & \(\lambda_{01}=0.1\) & \(\lambda_{01}=0.2\) & \(\lambda_{01}=0.1\) & \(\lambda_{01}=0.4\) \\
\(\lambda_{02}=0.1\) & \(\lambda_{02}=0.1\) & \(\lambda_{02}=0.2\) & \(\lambda_{02}=0.1\) & \(\lambda_{02}=0.1\) \\
\(\lambda_{03}=0.1\) & \(\lambda_{03}=0.1\) & \(\lambda_{03}=0.1\) & \(\lambda_{03}=0.1\) & \(\lambda_{03}=0.1\) \\
\(\lambda_{04}=0.1\) & \(\lambda_{04}=0.1\) & \(\lambda_{04}=0.2\) & \(\lambda_{12}=0.05\) & \(\lambda_{04}=0.2\) \\
\(\lambda_{05}=0.5\) & \(\lambda_{12}=2.0\) & \(\lambda_{12}=0.1\) & \(\lambda_{13}=0.05\) & \(\lambda_{12}=0.1\) \\
\(\lambda_{12}=0.7\) & \(\lambda_{13}=3.0\) & \(\lambda_{13}=0.1\) & \(\lambda_{23}=0.15\) & \(\lambda_{13}=2.0\) \\
\(\lambda_{13}=0.1\) & \(\lambda_{14}=0.5\) & \(\lambda_{14}=0.1\) & \(\mathrm{~K}=4\) & \(\lambda_{14}=0.2\) \\
\(\lambda_{14}=0.1\) & \(\lambda_{23}=0.3\) & \(\lambda_{23}=0.2\) & & \(\lambda_{23}=1.75\) \\
\(\lambda_{15}=0.1\) & \(\lambda_{24}=0.1\) & \(\lambda_{24}=0.9\) & & \(\lambda_{24}=0.1\) \\
\(\lambda_{23}=0.1\) & \(\lambda_{34}=0.7\) & \(\lambda_{34}=0.3\) & & \(\lambda_{34}=0.1\) \\
\(\lambda_{24}=0.5\) & \(\mathrm{~K}=5\) & \(\mathrm{~K}=4\) & & \(\mathrm{~K}=4\) \\
\(\lambda_{25}=0.3\) & & & & \\
\(\lambda_{34}=0.1\) & & & & \\
\(\lambda_{35}=0.1\) & & & & \\
\(\lambda_{45}=0.1\) & & & & \\
\(\mathrm{~K}=3\) & & & & \\
\hline
\end{tabular}

Table E.1: Test cases used to compare my algorithm to the previous algorithms.

\section*{E.2.2 Results}


Figure E.1: Comparing the Loss Probabilities calculated for our network and the 3 other networks Test Case 1.


Figure E.2: Comparing the Setup Probabilities calculated for our network and the 3 other networks Test Case 1.


Figure E.3: Comparing the Fraction of Traffic Carried calculated for our network and the 3 other networks Test Case 1.


Figure E.4: Comparing the Fraction of Streams Carried calculated for our network and the 3 other networks Test Case 1.


Figure E.5: Comparing the Loss Probabilities calculated for our network and the 3 other networks Test Case 2.


Figure E.6: Comparing the Setup Probabilities calculated for our network and the 3 other networks Test Case 2.


Figure E.7: Comparing the Fraction of Traffic Carried calculated for our network and the 3 other networks Test Case 2.


Figure E.8: Comparing the Fraction of Streams Carried calculated for our network and the 3 other networks Test Case 2.


Figure E.9: Comparing the Loss Probabilities calculated for our network and the 3 other networks Test Case 3.


Figure E.10: Comparing the Setup Probabilities calculated for our network and the 3 other networks Test Case 3.


Figure E.11: Comparing the Fraction of Traffic Carried calculated for our network and the 3 other networks Test Case 3.


Figure E.12: Comparing the Fraction of Streams Carried calculated for our network and the 3 other networks Test Case 3.


Figure E.13: Comparing the Loss Probabilities calculated for our network and the 3 other networks Test Case 4.


Figure E.14: Comparing the Setup Probabilities calculated for our network and the 3 other networks Test Case 4.


Figure E.15: Comparing the Fraction of Traffic Carried calculated for our network and the 3 other networks Test Case 4.


Figure E.16: Comparing the Fraction of Streams Carried calculated for our network and the 3 other networks Test Case 4.


Figure E.17: Comparing the Loss Probabilities calculated for our network and the 3 other networks Test Case 5.


Figure E.18: Comparing the Setup Probabilities calculated for our network and the 3 other networks Test Case 5.


Figure E.19: Comparing the Fraction of Traffic Carried calculated for our network and the 3 other networks Test Case 5.


Figure E.20: Comparing the Fraction of Streams Carried calculated for our network and the 3 other networks Test Case 5.


Figure E.21: Comparing the Loss Probabilities calculated for our network and the 3 other networks Test Case 7.


Figure E.22: Comparing the Setup Probabilities calculated for our network and the 3 other networks Test Case 7.


Figure E.23: Comparing the Fraction of Traffic Carried calculated for our network and the 3 other networks Test Case 7.


Figure E.24: Comparing the Fraction of Streams Carried calculated for our network and the 3 other networks Test Case 7.


Figure E.25: Comparing the Loss Probabilities calculated for our network and the 3 other networks Test Case 8.


Figure E.26: Comparing the Setup Probabilities calculated for our network and the 3 other networks Test Case 8.


Figure E.27: Comparing the Fraction of Traffic Carried calculated for our network and the 3 other networks Test Case 8.


Figure E.28: Comparing the Fraction of Streams Carried calculated for our network and the 3 other networks Test Case 8.


Figure E.29: Comparing the Loss Probabilities calculated for our network and the 3 other networks Test Case 9.


Figure E.30: Comparing the Setup Probabilities calculated for our network and the \(\mathbf{3}\) other networks Test Case 9.


Figure E.31: Comparing the Fraction of Traffic Carried calculated for our network and the 3 other networks Test Case 9.


Figure E.32: Comparing the Fraction of Streams Carried calculated for our network and the 3 other networks Test Case 9.


Figure E.33: Comparing the Loss Probabilities calculated for our network and the 3 other networks Test Case 10.


Figure E.34: Comparing the Setup Probabilities calculated for our network and the 3 other networks Test Case 10.


Figure E.35: Comparing the Fraction of Traffic Carried calculated for our network and the 3 other networks Test Case 10.


Figure E.36: Comparing the Fraction of Streams Carried calculated for our network and the 3 other networks Test Case 10.

\section*{Appendix F}

\section*{The General Network}

\section*{F. 1 Evaluating Algorithm Performance and Comparison of Our Algorithm to Other Algorithms}

\section*{F.1.1 Test Cases}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multicolumn{7}{|l|}{Test Case 1} \\
\hline \multicolumn{7}{|l|}{\begin{tabular}{l}
number of nodes: 7 \\
undirected edges: \((0,2),(1,2),(2,3),(3,4),(3,5),(3,6)\) capacity: 6 units in each direction
\end{tabular}} \\
\hline \multicolumn{7}{|l|}{traffic distribution 1:} \\
\hline 01: 0.1 & 10: 0.2 & 20:0.1 & 30: 0.3 & 40: 0.2 & 50: 0.1 & 60: 0.2 \\
\hline 02: 0.1 & 12: 2.0 & 21: 0.5 & 31: 0.3 & 41: 0.2 & 51: 0.1 & 61: 0.2 \\
\hline 03: 0.1 & 13: 4.0 & 23: 0.5 & 32: 0.3 & 42: 0.2 & 52: 0.1 & 62: 0.2 \\
\hline 04: 0.1 & 14: 0.5 & 24: 0.1 & 34: 0.7 & 43: 0.2 & 53: 0.1 & 63: 0.2 \\
\hline 05: 0.1 & 15: 3.2 & 25: 3.0 & 35: 0.7 & 45: 0.2 & 54: 0.1 & 64: 0.2 \\
\hline 06: 0.1 & 16: 2.2 & 26: 0.1 & 36: 0.5 & 46: 0.2 & 56: 0.1 & 65: 0.2 \\
\hline \multicolumn{7}{|l|}{traffic distribution 2:} \\
\hline 01: 0.01 & 10: 0.02 & 20: 0.01 & 30: 0.03 & 40: 0.02 & 50: 0.01 & 60: 0.02 \\
\hline 02: 0.01 & 12: 0.20 & 21: 0.05 & 31: 0.03 & 41: 0.02 & 51: 0.01 & 61: 0.02 \\
\hline 03: 0.01 & 13: 0.40 & 23: 0.05 & 32: 0.03 & 42: 0.02 & 52: 0.01 & 62: 0.02 \\
\hline 04: 0.01 & 14: 0.05 & 24: 0.01 & 34: 0.07 & 43: 0.02 & 53: 0.01 & 63: 0.02 \\
\hline 05: 0.01 & 15: 0.32 & 25: 0.30 & 35: 0.07 & 45: 0.02 & 54: 0.01 & 64: 0.02 \\
\hline 06: 0.01 & 16: 0.22 & 26:0.01 & 36: 0.05 & 46: 0.02 & 56: 0.01 & 65: 0.02 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{6}{|c|}{ase 2} \\
\hline \multicolumn{6}{|l|}{\begin{tabular}{l}
number of nodes: 6 \\
undirected edges: \((0,1),(0,2),(0,3),(2,3),(2,4),(2,5),(3,4)\) \\
capacity: 4 units in each direction
\end{tabular}} \\
\hline \multicolumn{6}{|l|}{traffic distribution 1 :} \\
\hline 01: 0.1 & 10: 0.6 & 20:0.1 & 30: 1.6 & 40:1.1 & 50:1.6 \\
\hline 02: 5.2 & 12: 0.7 & 21: 1.1 & 31: 1.7 & 41: 1.2 & 51: 2.7 \\
\hline 03: 0.3 & 13: 0.8 & 23: 1.1 & 32: 1.8 & 42: 1.3 & 52: 1.8 \\
\hline 04: 0.4 & 14: 0.9 & 24: 1.1 & 34: 0.9 & 43: 1.4 & 53: 1.9 \\
\hline 05: 0.5 & 15: 1.0 & 25: 0.5 & 35: 2.0 & 45: 2.5 & 54: 0.9 \\
\hline \multicolumn{6}{|l|}{traffic distribution 2:} \\
\hline 01: 0.1 & 10: 0.2 & 20:0.1 & 30: 1.6 & 40: 1.1 & 50: 1.6 \\
\hline 02: 0.2 & 12: 0.1 & 21: 0.1 & 31: 0.7 & 41: 1.2 & 51: 0.7 \\
\hline 03: 2.3 & 13: 0.8 & 23: 0.1 & 32: 2.8 & 42: 1.3 & 52: 1.1 \\
\hline 04: 2.4 & 14: 0.9 & 24: 1.1 & 34: 0.9 & 43: 1.4 & 53: 1.1 \\
\hline 05: 0.5 & 15: 0.1 & 25: 2.5 & 35: 2.0 & 45: 0.5 & 54: 0.9 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{6}{|l|}{```
Test Case 3
number of nodes: 6
undirected edges: \((0,1),(0,2),(0,5),(1,3),(2,3),(2,4),(2,5),(3,4),(4,5)\)
capacity: 4 units in each direction
```} \\
\hline \multicolumn{6}{|l|}{traffic distribution 1:} \\
\hline 01: 0.25 & 10:0.1 & 20:1.3 & 30: 0.2 & 40: 0.1 & 50: 0.1 \\
\hline 02: 0.25 & 12: 0.3 & 21: 0.2 & 31: 2.0 & 41: 0.2 & 51: 0.1 \\
\hline 03: 0.25 & 13: 0.5 & 23: 0.3 & 32: 0.5 & 42: 0.3 & 52: 0.2 \\
\hline 04: 0.2 & 14: 0.7 & 24: 0.4 & 34: 0.2 & 43: 0.4 & 53: 0.3 \\
\hline 05: 0.1 & 15: 0.1 & 25: 0.5 & 35: 0.1 & 45: 0.5 & 54: 0.3 \\
\hline \multicolumn{6}{|l|}{traffic distribution 2:} \\
\hline 01: 1.25 & 10:1.1 & 20: 1.3 & 30:1.2 & 40: 1.1 & 50:1.1 \\
\hline 02: 1.25 & 12: 1.3 & 21: 1.2 & 31: 2.0 & 41: 1.2 & 51: 1.1 \\
\hline 03: 1.25 & 13: 1.5 & 23: 1.3 & 32: 1.5 & 42: 1.3 & 52: 2.2 \\
\hline 04: 1.2 & 14: 1.7 & 24: 1.4 & 34: 1.2 & 43: 1.4 & 53: 1.3 \\
\hline 05: 1.1 & 15: 1.1 & 25: 1.5 & 35: 2.1 & 45: 1.5 & 54: 1.3 \\
\hline
\end{tabular}

Table F.1: Test Cases used to evaluate algorithm performance and to compare my algorithms to previous algorithms in general networks

\section*{F.1.2 Results}

\section*{F.1.2.1 Graphs Comparing Performance Measures}


Figure F.1: Comparing the Probability of Loss for the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 1, Traffic Distribution 1.


Figure F.2: Comparing the Probability of Setup for the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 1, Traffic Distribution 1.


Figure F.3: Comparing the Overall Performance of the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 1, Traffic Distribution 1.


Figure F.4: Comparing the Fraction of Traffic handled by the layout produced from o ur algorithm and the layouts produced from the three other algorithms for Test Case 1, Traffic Distribution 1.


Figure F.5: Comparing the Fraction of Streams handled by the layout produced from our algorithm and the layouts produced from the three other algorithms for Test C ase 1, Traffic Distribution 1.


Figure F.6: Comparing the Probability of Loss for the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 1, Traffic Distribution 2.


Figure F.7: Comparing the Probability of Setup for the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 1, Traffic Distribution 2.


Figure F.8: Comparing the Overall Performance of the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 1, Traffic Distribution 2.


Figure F.9: Comparing the Fraction of Traffic handled by the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 1, Traffic Distribution 2.


Figure F.10: Comparing the Fraction of Streams handled by the layout produced from our algorithm and the layouts produced from the three other algorithms for Test C ase 1, Traffic Distribution 2.


Figure F.11: Comparing the Probability of Loss for the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution 1.


Figure F.12: Comparing the Probability of Setup for the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution 1.


Figure F.13: Comparing the Overall Performance of the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution 1.


Figure F.14: Comparing the Fraction of Traffic handled by the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution 1.


Figure F.15: Comparing the Fraction of Streams handled by the layout produced from o ur algorithm and the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution 1.


Figure F.16: Comparing the Probability of Loss for the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution 2.


Figure F.17: Comparing the Probability of Setup for the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution 2.


Figure F.18: Comparing the Overall Performance of the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution 2.


Figure F.19: Comparing the Fraction of Traffic handled by the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution 2.


Figure F.20: Comparing the Fraction of Streams handled by the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution 2.


Figure F.21: Comparing the Probability of Loss for the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 3, Traffic Distribution 2.


Figure F.22: Comparing the Probability of Setup for the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 3, Traffic Distribution 2.


Figure F.23: Comparing the Overall Performance of the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 3, Traffic Distribution 2.


Figure F.24: Comparing the Fraction Traffic handled by the layout produced from our algorithm and the layouts produced from the three other algorithms for Test Case 3, Traffic Distribution 2.


Figure F.25: Comparing the Fraction of Streams handled by the layout produced from o ur algorithm and the layouts produced from the three other algorithms for Test Case 3, Traffic Distribution 2.

\section*{F.1.2.2 VPDBA Solutions}

\section*{Test Case 1 - Traffic Distribution 1}
\begin{tabular}{|l|l|l|l|l|l|}
\hline \multicolumn{2}{|l|}{ Aneroussis } & \multicolumn{2}{l|}{ Cheng } & \multicolumn{2}{l|}{ Arvidsson } \\
\hline src-dest & capacity & src-dest & capacity & src-dest & capacity \\
01 & 1 & 01 & 5 & 13 & 3 \\
02 & 1 & 02 & 1 & 15 & 3 \\
03 & 1 & 10 & 2 & 30 & 1 \\
04 & 1 & 13 & 2 & 31 & 1 \\
05 & 1 & 15 & 1 & 32 & 1 \\
06 & 1 & 16 & 1 & 40 & 1 \\
10 & 2 & 20 & 1 & 42 & 1 \\
12 & 4 & 25 & 2 & 62 & 1 \\
20 & 2 & 30 & 2 & & \\
21 & 3 & 31 & 1 & & \\
24 & 1 & 42 & 1 & & \\
26 & 1 & 45 & 2 & & \\
34 & 2 & 46 & 3 & & \\
35 & 2 & 54 & 4 & & \\
36 & 2 & 56 & 2 & & \\
40 & 1 & 60 & 1 & & \\
41 & 1 & 62 & 1 & & \\
42 & 1 & 63 & 1 & & \\
43 & 1 & 64 & 2 & & \\
45 & 1 & 65 & 1 & & \\
46 & 1 & & & & \\
50 & 1 & & & & \\
51 & 1 & & & & \\
52 & 1 & & & & \\
53 & 1 & 1 & & & \\
54 & 1 & & & & \\
56 & 3 & 1 & & & \\
63 & 3 & & & & \\
64 & & & & & \\
65 & 2 & & & & \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{6}{|l|}{} \\
\hline \(\alpha\) : 0.1 - & Anewalt & 人: 0.7 & & 人: 0.8-0.9 & \\
\hline src-dest & capacity & src-dest & capacity & src-dest & capacity \\
\hline 01 & 1 & 12 & 1 & 13 & 1 \\
\hline 02 & 2 & 13 & 2 & 15 & 1 \\
\hline 12 & 1 & 15 & 1 & 25 & 1 \\
\hline 13 & 2 & 16 & 1 & & \\
\hline 15 & 1 & 25 & 1 & & \\
\hline 16 & 1 & 30 & 1 & & \\
\hline 20 & 3 & 31 & 1 & & \\
\hline 21 & 3 & 32 & 1 & & \\
\hline 25 & 1 & 35 & 2 & & \\
\hline 30 & 1 & 36 & 2 & & \\
\hline 31 & 1 & 45 & 1 & & \\
\hline 32 & 1 & 46 & 1 & & \\
\hline 34 & 3 & 56 & 1 & & \\
\hline 35 & 2 & & & & \\
\hline 36 & 2 & & & & \\
\hline 42 & 1 & & & & \\
\hline 43 & 2 & & & & \\
\hline 45 & 1 & & & & \\
\hline 46 & 1 & & & & \\
\hline 53 & 3 & & & & \\
\hline 54 & 1 & & & & \\
\hline 56 & 1 & & & & \\
\hline 62 & 1 & & & & \\
\hline 63 & 3 & & & & \\
\hline 64 & 1 & & & & \\
\hline
\end{tabular}

Test Case 1-Traffic Distribution 2
\begin{tabular}{|l|l|l|l|l|l|}
\hline Aneroussis & \multicolumn{2}{l|}{ Cheng } & Arvidsson \\
\hline src-dest & capacity & src-dest & capacity & src-dest & capacity \\
01 & 1 & 01 & 5 & 13 & 1 \\
02 & 1 & 02 & 1 & 14 & 1 \\
03 & 1 & 10 & 2 & 15 & 1 \\
04 & 1 & 13 & 2 & 16 & 1 \\
05 & 1 & 15 & 1 & 23 & 1 \\
06 & 1 & 16 & 1 & 25 & 1 \\
10 & 2 & 20 & 1 & 30 & 1 \\
12 & 4 & 25 & 2 & 31 & 1 \\
20 & 2 & 30 & 2 & 32 & 1 \\
21 & 3 & 31 & 1 & 40 & 1 \\
24 & 1 & 42 & 1 & 42 & 1 \\
26 & 1 & 45 & 2 & 62 & 1 \\
35 & 2 & 46 & 3 & & \\
36 & 2 & 54 & 4 & & \\
40 & 1 & 56 & 2 & & \\
41 & 1 & 60 & 1 & & \\
42 & 1 & 62 & 1 & & \\
43 & 1 & 63 & 1 & & \\
45 & 1 & 64 & 2 & & \\
46 & 1 & 65 & 1 & & \\
50 & 1 & & & & \\
51 & 1 & & & & \\
52 & 1 & 1 & & & \\
53 & 1 & & & & \\
54 & 1 & & & & \\
56 & 1 & & & & \\
65 & & & & & \\
\hline & & & & & \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multicolumn{8}{|l|}{Anewalt} \\
\hline \multicolumn{2}{|l|}{\(\alpha\) 人 0.1-0.3} & \multicolumn{2}{|l|}{a: 0.4} & \multicolumn{2}{|l|}{c: 0.5-0.6} & \multicolumn{2}{|l|}{๙: 0.7-0.9} \\
\hline src-dest & capacity & src-dest & capacity & src-dest & capacity & src-dest & capacity \\
\hline 01 & 1 & 01 & 1 & 12 & 1 & 13 & 1 \\
\hline 02 & 3 & 12 & 2 & 13 & 1 & 15 & 1 \\
\hline 12 & 2 & 13 & 1 & 15 & 1 & 16 & 1 \\
\hline 13 & 1 & 15 & 1 & 16 & 1 & 25 & 1 \\
\hline 15 & 1 & 16 & 1 & 25 & 2 & & \\
\hline 16 & 1 & 20 & 1 & & & & \\
\hline 20 & 3 & 21 & 2 & & & & \\
\hline 21 & 2 & 25 & 2 & & & & \\
\hline 25 & 2 & 31 & 1 & & & & \\
\hline 31 & 1 & 32 & 1 & & & & \\
\hline 32 & 1 & 34 & 3 & & & & \\
\hline 34 & 3 & 35 & 1 & & & & \\
\hline 35 & 1 & 36 & 2 & & & & \\
\hline 36 & 2 & 40 & 1 & & & & \\
\hline 40 & 1 & 41 & 1 & & & & \\
\hline 41 & 1 & 42 & 1 & & & & \\
\hline 42 & 1 & 45 & 1 & & & & \\
\hline 45 & 1 & 46 & 1 & & & & \\
\hline 46 & 1 & 53 & 2 & & & & \\
\hline 53 & 3 & 54 & 1 & & & & \\
\hline 54 & 1 & 56 & 1 & & & & \\
\hline 56 & 1 & 63 & 3 & & & & \\
\hline 63 & 4 & 64 & 1 & & & & \\
\hline 64 & 1 & & & & & & \\
\hline
\end{tabular}

Test Case 2-Traffic Distribution 1
\begin{tabular}{|l|l|l|l|l|l|}
\hline \multicolumn{2}{|l|}{ Aneroussis } & \multicolumn{2}{l|}{ Cheng } & \multicolumn{2}{l|}{ Arvidsson } \\
\hline src-dest & capacity & src-dest & capacity & src-dest & capacity \\
01 & 1 & 03 & 1 & 02 & 3 \\
03 & 3 & 04 & 3 & 15 & 1 \\
04 & 1 & 13 & 3 & 41 & 1 \\
05 & 1 & 14 & 1 & 50 & 1 \\
10 & 1 & 21 & 2 & 51 & 2 \\
12 & 1 & 23 & 2 & & \\
13 & 1 & 30 & 3 & & \\
14 & 1 & 31 & 1 & & \\
20 & 1 & 32 & 2 & & \\
21 & 1 & 34 & 4 & & \\
23 & 3 & 35 & 2 & & \\
24 & 1 & 42 & 2 & & \\
25 & 1 & 43 & 4 & & \\
30 & 3 & 45 & 2 & & \\
31 & 1 & 50 & 1 & & \\
32 & 2 & 51 & 1 & & \\
34 & 4 & 53 & 2 & & \\
35 & 2 & & & & \\
40 & 1 & & & & \\
41 & 1 & & & & \\
42 & 2 & & & & \\
43 & 4 & 2 & & & \\
52 & 2 & & & & \\
53 & 1 & & & & \\
54 & 1 & & & & \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{6}{|l|}{Anewalt} \\
\hline \multicolumn{2}{|l|}{\(\alpha\) 人: 0.1-0.7} & \multicolumn{2}{|l|}{\(\alpha\) a 0.8} & \multicolumn{2}{|l|}{\(\alpha: 0.9\)} \\
\hline src-dest & capacity & src-dest & capacity & src-dest & capacity \\
\hline 02 & 3 & 02 & 3 & 02 & 3 \\
\hline 03 & 1 & 10 & 1 & 45 & 1 \\
\hline 10 & 1 & 13 & 2 & 51 & 1 \\
\hline 13 & 2 & 21 & 1 & 52 & 1 \\
\hline 20 & 1 & 23 & 2 & & \\
\hline 21 & 1 & 24 & 3 & & \\
\hline 23 & 2 & 30 & 2 & & \\
\hline 24 & 3 & 31 & 1 & & \\
\hline 30 & 2 & 32 & 2 & & \\
\hline 31 & 1 & 35 & 1 & & \\
\hline 32 & 2 & 42 & 1 & & \\
\hline 34 & 3 & 45 & 2 & & \\
\hline 35 & 1 & 51 & 1 & & \\
\hline 42 & 1 & 52 & 1 & & \\
\hline 43 & 3 & 53 & 1 & & \\
\hline 45 & 2 & & & & \\
\hline 51 & 1 & & & & \\
\hline 52 & 1 & & & & \\
\hline 53 & 1 & & & & \\
\hline
\end{tabular}

Test Case 2-Traffic Distribution 2
\begin{tabular}{|l|l|l|l|l|l|}
\hline \multicolumn{2}{|l|}{ Aneroussis } & \multicolumn{2}{l|}{ Cheng } & \multicolumn{2}{l|}{ Arvidsson } \\
\hline src-dest & capacity & src-dest & capacity & src-dest & capacity \\
01 & 1 & 03 & 2 & 04 & 2 \\
02 & 1 & 04 & 2 & 05 & 1 \\
03 & 3 & 12 & 1 & 14 & 1 \\
05 & 1 & 13 & 2 & 40 & 2 \\
10 & 1 & 14 & 1 & 50 & 1 \\
12 & 1 & 23 & 2 & 51 & 1 \\
13 & 1 & 24 & 1 & & \\
15 & 1 & 30 & 1 & & \\
20 & 1 & 31 & 3 & & \\
21 & 1 & 32 & 2 & & \\
23 & 3 & 34 & 4 & & \\
24 & 3 & 35 & 2 & & \\
30 & 3 & 40 & 1 & & \\
31 & 1 & 41 & 1 & & \\
32 & 3 & 43 & 4 & & \\
34 & 4 & 45 & 2 & & \\
35 & 1 & 50 & 2 & & \\
40 & 1 & 53 & 2 & & \\
42 & 2 & & & & \\
43 & 4 & & & & \\
45 & 1 & & & & \\
51 & 1 & & & & \\
52 & 1 & & & & \\
53 & 1 & & & & \\
54 & 1 & & & & \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{6}{|l|}{Anewalt} \\
\hline \multicolumn{2}{|l|}{\(\alpha\) 人: 0.1-0.6} & \multicolumn{2}{|l|}{\(\alpha: 0.7-0.8\)} & \multicolumn{2}{|l|}{\(\alpha: 0.9\)} \\
\hline src-dest & capacity & src-dest & capacity & src-dest & capacity \\
\hline 01 & 1 & 03 & 3 & 04 & 1 \\
\hline 02 & 1 & 04 & 2 & 25 & 2 \\
\hline 03 & 3 & 24 & 1 & 32 & 1 \\
\hline 04 & 2 & 25 & 2 & 35 & 1 \\
\hline 10 & 3 & 30 & 2 & 50 & 1 \\
\hline 23 & 2 & 31 & 1 & & \\
\hline 24 & 1 & 32 & 2 & & \\
\hline 25 & 2 & 35 & 1 & & \\
\hline 30 & 2 & 40 & 1 & & \\
\hline 31 & 1 & 41 & 1 & & \\
\hline 32 & 2 & 42 & 1 & & \\
\hline 34 & 3 & 50 & 1 & & \\
\hline 35 & 1 & 52 & 1 & & \\
\hline 40 & 1 & 53 & 1 & & \\
\hline 41 & 1 & & & & \\
\hline 42 & 1 & & & & \\
\hline 43 & 3 & & & & \\
\hline 50 & 1 & & & & \\
\hline 52 & 1 & & & & \\
\hline 53 & 1 & & & & \\
\hline
\end{tabular}

Test Case 3-Traffic Distribution 1
\begin{tabular}{|l|l|l|l|l|l|}
\hline \multicolumn{2}{|l|}{ Aneroussis } & \multicolumn{2}{l|}{ Cheng } & \multicolumn{2}{l|}{ Arvidsson } \\
\hline src-dest & capacity & src-dest & capacity & src-dest & capacity \\
01 & 1 & 04 & 2 & 03 & 1 \\
02 & 2 & 05 & 2 & 04 & 1 \\
03 & 1 & 12 & 2 & 12 & 2 \\
04 & 1 & 13 & 2 & 14 & 3 \\
05 & 3 & 14 & 2 & 15 & 1 \\
10 & 1 & 15 & 2 & 21 & 2 \\
12 & 1 & 21 & 1 & 30 & 1 \\
13 & 1 & 24 & 2 & 35 & 1 \\
14 & 2 & 25 & 4 & 40 & 1 \\
15 & 1 & 32 & 4 & 41 & 2 \\
20 & 2 & 35 & 2 & 51 & 1 \\
21 & 1 & 40 & 3 & & \\
23 & 2 & 41 & 4 & & \\
24 & 3 & 42 & 1 & & \\
25 & 4 & 45 & 2 & & \\
30 & 1 & 50 & 1 & & \\
31 & 2 & 51 & 3 & & \\
32 & 4 & 53 & 4 & & \\
34 & 1 & 54 & 4 & & \\
35 & 1 & & & & \\
40 & 1 & & & & \\
41 & 1 & & & & \\
42 & 3 & 3 & & & \\
43 & 3 & & & & \\
45 & 3 & & & & \\
50 & 3 & 1 & & & \\
51 & 2 & & & & \\
52 & 2 & & & & \\
53 & 2 & & & & \\
54 & 4 & & & & \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline \multicolumn{8}{|l|}{Anewalt} \\
\hline \multicolumn{2}{|l|}{人：0．1－0．6} & \multicolumn{2}{|l|}{\(\alpha: 0.7\)} & \multicolumn{2}{|l|}{人： 0.8} & \multicolumn{2}{|l|}{人： 0.9} \\
\hline src－dest． & capacity & src－dest & capacity & src－dest & capacity & src－dest & capacity \\
\hline 01 & 2 & 01 & 1 & 13 & 1 & 20 & 2 \\
\hline 02 & 1 & 02 & 1 & 14 & 1 & 31 & 3 \\
\hline 04 & 1 & 04 & 1 & 20 & 3 & & \\
\hline 05 & 2 & 12 & 1 & 31 & 3 & & \\
\hline 10 & 1 & 13 & 1 & & & & \\
\hline 12 & 1 & 14 & 2 & & & & \\
\hline 13 & 1 & 20 & 3 & & & & \\
\hline 14 & 2 & 24 & 2 & & & & \\
\hline 15 & 1 & 31 & 3 & & & & \\
\hline 20 & 3 & 34 & 1 & & & & \\
\hline 23 & 2 & 51 & 1 & & & & \\
\hline 24 & 2 & & & & & & \\
\hline 25 & 3 & & & & & & \\
\hline 31 & 3 & & & & & & \\
\hline 32 & 3 & & & & & & \\
\hline 34 & 1 & & & & & & \\
\hline 42 & 3 & & & & & & \\
\hline 43 & 3 & & & & & & \\
\hline 45 & 3 & & & & & & \\
\hline 50 & 2 & & & & & & \\
\hline 51 & 1 & & & & & & \\
\hline 52 & 2 & & & & & & \\
\hline 53 & 1 & & & & & & \\
\hline 54 & 3 & & & & & & \\
\hline
\end{tabular}

Test Case 3-Traffic Distribution 2
\begin{tabular}{|c|c|c|c|c|c|}
\hline \multicolumn{2}{|l|}{Aneroussis} & \multicolumn{2}{|l|}{Cheng} & \multicolumn{2}{|l|}{Arvidsson} \\
\hline Arvidsson src-dest & capacity & src-dest & capacity & src-dest & capacity \\
\hline 01 & 1 & 03 & 1 & 03 & \\
\hline 02 & 1 & 04 & 3 & 04 & 2 \\
\hline 03 & 1 & 05 & 2 & 12 & 1 \\
\hline 04 & 2 & 12 & 1 & 14 & 2 \\
\hline 05 & 3 & 13 & 1 & 15 & 2 \\
\hline 10 & 1 & 14 & 2 & 21 & 1 \\
\hline 12 & 1 & 15 & 2 & 30 & 1 \\
\hline 13 & 2 & 21 & 1 & 35 & 2 \\
\hline 14 & 1 & 24 & 1 & 40 & 2 \\
\hline 15 & 1 & 25 & 4 & 41 & 2 \\
\hline 20 & 1 & 30 & 1 & 51 & 2 \\
\hline 21 & 1 & 32 & 4 & & \\
\hline 23 & 2 & 35 & 2 & & \\
\hline 24 & 2 & 40 & 3 & & \\
\hline 25 & 4 & 41 & 3 & & \\
\hline 30 & 1 & 42 & 1 & & \\
\hline 31 & 1 & 43 & 1 & & \\
\hline 32 & 4 & 45 & 2 & & \\
\hline 34 & 2 & 50 & 2 & & \\
\hline 35 & 1 & 51 & 2 & & \\
\hline 40 & 2 & 53 & 4 & & \\
\hline 41 & 2 & 54 & 4 & & \\
\hline 42 & 2 & & & & \\
\hline 43 & 2 & & & & \\
\hline 45 & 3 & & & & \\
\hline 50 & 3 & & & & \\
\hline 51 & 1 & & & & \\
\hline 52 & 2 & & & & \\
\hline 53 & 2 & & & & \\
\hline 54 & 4 & & & & \\
\hline
\end{tabular}
\begin{tabular}{|l|l|l|l|}
\hline \multicolumn{2}{|l|}{ Anewalt } & \multicolumn{2}{|l|}{} \\
\hline\(\alpha: 0.1-0.7\) & \(\alpha: 0.0\) \\
\hline Src-dest & capacity & src-dest & capacity \\
01 & 1 & 14 & 1 \\
02 & 1 & 35 & 1 \\
03 & 1 & & \\
04 & 1 & & \\
05 & 3 & & \\
10 & 1 & & \\
12 & 1 & & \\
13 & 1 & & \\
14 & 1 & & \\
20 & 1 & & \\
21 & 1 & & \\
23 & 2 & & \\
24 & 2 & & \\
25 & 3 & & \\
30 & 1 & & \\
31 & 2 & & \\
32 & 3 & & \\
35 & 2 & & \\
40 & 1 & & \\
42 & 2 & & \\
43 & 3 & & \\
45 & 1 & & \\
50 & 3 & & \\
52 & 2 & & \\
53 & 1 & & \\
54 & 3 & & \\
\hline
\end{tabular}

Table F.2: The resulting VPDBA solutions for each algorithm using the test cases in Table F.1.
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