
W&M ScholarWorks W&M ScholarWorks 

Dissertations, Theses, and Masters Projects Theses, Dissertations, & Master Projects 

Fall 2016 

Disorder Effects in Dirac Heterostructures Disorder Effects in Dirac Heterostructures 

Martin Alexander Rodriguez-Vega 
College of William and Mary, marodriguezveg@email.wm.edu 

Follow this and additional works at: https://scholarworks.wm.edu/etd 

 Part of the Physics Commons 

Recommended Citation Recommended Citation 
Rodriguez-Vega, Martin Alexander, "Disorder Effects in Dirac Heterostructures" (2016). Dissertations, 
Theses, and Masters Projects. Paper 1477068246. 
http://doi.org/10.21220/S2101R 

This Dissertation is brought to you for free and open access by the Theses, Dissertations, & Master Projects at W&M 
ScholarWorks. It has been accepted for inclusion in Dissertations, Theses, and Masters Projects by an authorized 
administrator of W&M ScholarWorks. For more information, please contact scholarworks@wm.edu. 

https://scholarworks.wm.edu/
https://scholarworks.wm.edu/etd
https://scholarworks.wm.edu/etds
https://scholarworks.wm.edu/etd?utm_source=scholarworks.wm.edu%2Fetd%2F1477068246&utm_medium=PDF&utm_campaign=PDFCoverPages
http://network.bepress.com/hgg/discipline/193?utm_source=scholarworks.wm.edu%2Fetd%2F1477068246&utm_medium=PDF&utm_campaign=PDFCoverPages
http://doi.org/10.21220/S2101R
mailto:scholarworks@wm.edu


Disorder effects in Dirac heterostructures

Martin Alexander Rodriguez-Vega

Colima, Mexico

Master of Science, College of William and Mary, 2013
Bachelor of Science, Universidad de Colima, 2011

A Dissertation presented to the Graduate Faculty
of the College of William and Mary in Candidacy for the Degree of

Doctor of Philosophy

Department of Physics

The College of William and Mary
August 2016



c©2016

Martin Alexander Rodriguez-Vega

All rights reserved.





ABSTRACT

In this dissertation, we study theoretically heterostructures based on Dirac

materials, i.e. materials, such as graphene in which the electrons behave as

massless Dirac fermions at low energies. We first examine how the presence of

long-range disorder affects the electronic ground state of a double layer graphene

heterostructure formed by two graphene layers separated by a thin dielectric film.

We then identify the necessary conditions for the formation of an interlayer exciton

condensate in such a system. We also comment on the effect of long-range disorder

on the broken symmetry ground state induced by electron-electron interactions in

bilayer graphene. Then, we study the transport properties of heterostructures

obtained by stacking a graphene layer on the surface of a strong three-dimensional

topological insulator (TI). In particular, we determine the non-equilibrium

current-induced spin density accumulation for these systems using linear response

theory and taking into account the effects of long- and short-range disorder both

in the limit of strong and weak tunneling between the graphene layer and the TI.

Finally, using some of the theoretical approaches developed to characterize the

effect of long-range disorder in Dirac materials, we study the effect of long-range

inhomogeneities in first-order phase transitions. In particular, we present a

theoretical model to describe the effect of inhomogeneities on the relaxation

dynamics of vanadium dioxide films after a photo-induced metal-insulator

transition.
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1nm, d12 = 1nm and nimp = 3 × 1011 cm−2, for the gapped SLG-

SLG heterostructure. The graphene spectrum has a gap equal to

20 meV. The squares correspond to the bottom SLG layer and the

circles correspond to the top SLG layer. . . . . . . . . . . . . . . . . 69

3.29 (Color online). Plots of (a) n1(rms), (c) V
(1)
sc(rms), and (e) A

(1)
I as a

function of 〈n2〉, at CN in the bottom layer, and plots of (b) n2(rms),

(d) V
(2)
sc(rms), and (f) A

(2)
I as a function of 〈n1〉 at CN in the top layer,

all for d= 5 nm, d12 = 1 nm, and for different impurity strengths. The

circles correspond to nimp = 1.5× 1011 cm−2, the squares correspond

to nimp = 1.75 × 1011 cm−2, the diamonds to nimp = 2 × 1011 cm−2,

and the pentagons to nimp = 2.5× 1011 cm−2, . . . . . . . . . . . . . 72

3.30 Schematic of bilayer graphene in the presence of random charged

impurities. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.31 (a) ((b)) Plot of the nematic (gapped) phase order parameter ∆n

(∆g) for T/Tc = 0 (dashed line), and T/Tc > 0 (solid line). Panels

(c) and (d) show plots of the critical density nc as a function of the

temperature for the nematic and the gapped phases, respectively. . . 78

3.32 Panels (a), and (b) show color plots of the carrier density n(r), and

the gapped phase order parameter ∆g/∆g(0). Panels (c), (d) show

color plots of n(r) and the nematic phase order parameter ∆n/∆n(0).

This maps are at CN, for d= 3nm, impurity density nimp = 1× 1011,

and T/Tc = 0. White areas in (a) represent insulating regions. . . . 81

xi



3.33 Plots of (a) the carrier density probability distribution P(n), and (b)

the order parameter probability distributions P(∆) for the gapped

(solid line) and nematic phases (dashed line) at the CNP, for d= 3nm,

nimp = 1× 1011 cm−2, and T/Tc = 0. . . . . . . . . . . . . . . . . . . 82

3.34 Panels (a) and (c) show plots of the fraction area Ai as a function

of T/Tc and nimp. Panels (b) and (d) show plots of the average

nematic and gapped order parameters 〈∆i〉/∆(0)i. Tc corresponds to

the critical temperature for the gapped phase. . . . . . . . . . . . . 83

3.35 (a) Plots of 〈∆n〉/〈∆g〉 at CNP as a function of nimp for d= 3nm, and

three values of T/Tc. The squares correspond to T/Tc = 0, the circles

to T/Tc = 0.15, and the triangles to T/Tc = 0.53. (b) Temperature-

nimp phase diagram. The black lines indicate the boundary between

the phases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

3.36 Sketch of the setup for STM measurements. . . . . . . . . . . . . . . 87

3.37 Simulated map for SLG, and SLG-SLG obtained with a single disor-

der realization assuming nimp = 5 × 1011cm−2, carrier density 〈n〉 =

1012cm−2, average distance to the impurities d = 1.5 nm, and inter-

layer separation d12 = 0.7 nm. . . . . . . . . . . . . . . . . . . . . . 88

3.38 Comparison of the potential fluctuations in SLG, BLG and SLG-

SLG using TFD theory. In each panel, the black dashed line shows

the value for SLG-SLG obtained with d = 1.5 nm, 〈n〉 = 1012cm−2,

and nimp = 5 × 1011cm−2. In (a) we show the screened disorder

potential fluctuations as a function of the average distance d between

the bottom graphene layer and the impurities. The blue dashed line

corresponds to 〈n〉 = 1012cm−2 while the red solid line corresponds to

SLG with 〈n〉 = 2×1012cm−2. The solid green line corresponds to the

result for BLG with no random electric field effects while the empty

triangles correspond to the case with the random electric field effects

from the charged impurities. (b) Shows disorder average results at the

charge neutrality point. (c) and (d) show the corresponding rms of the

charge density fluctuations corresponding to (a) and (b) respectively. 89

3.39 Theoretical Landau-level spectra with a spectral broadening of 18

meV, as for the SLG-SLG heterostructure. The blue and yellow

curves correspond to magnetic field strengths of 10 T and 20 T re-

spectively. The curves are offset vertically for clarity. The LL index

are indicated n = 0,±1,±2, · · · . . . . . . . . . . . . . . . . . . . . . 91

xii



4.1 Sketch of the exciton condensate in a graphene bilayer system where

electron and holes are induced by independent external gates. . . . . 94

4.2 Comparison of (a) the statically screened and (b) the real part of

the dynamically screened interlayer interaction potentials to the un-

screened interaction Vq = 2π2e−qd/(εq) for SLG-SLG with ε = 3.9.

The inset to (b) shows the imaginary part of the interaction. . . . . 100

4.3 (Color online.) Tc for the unscreened interaction in dielectric envi-

ronment ε = 3.9. (a) and (b) show color plots as a function of µ̄ and

δµ for d = 1nm and d = 5nm, respectively. (c) Tc as a function of µ̄

for various δµ and d = 1nm. (d) Tc as a function of δµ for various µ̄

and d = 1nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

4.4 (Color online.) Static interlayer screening for SLG-SLG with ∆k =

∆kF . (a) For various δµ as a function of µ̄, and (b) for various µ̄ as a

function of δµ. Note that the scale on the vertical axis is micro-Kelvin. 102

4.5 (Color online.) Spatial plots of δµ calculated via the TFDT. The

left column is for d = 1nm, d12 = 1nm, and µ̄ = 50meV. The right

column is for d = 5nm, d12 = 20nm, and µ̄ = 200meV. The color

bar at the bottom of each column applies to all three plots in each

column. The first row is for nimp = 1011cm−2, the second row is

nimp = 1010cm−2, the third row is nimp = 109cm−2. . . . . . . . . . . 103

4.6 (Color online.) Root-mean-square of the distribution of the local δµ

as a function of the global chemical potential for two experimentally

relevant geometries. (a),(b) d12 = 1nm, ε = 3.9 corresponding to

double layer graphene placed straight onto a SiO2 substrate. (c),(d)

d12 = 20nm, ε = 3.9 corresponding to double layer graphene placed

onto a 20nm slab of hBN. . . . . . . . . . . . . . . . . . . . . . . . . 105

5.1 Schematic of the
√

3×
√

3 stacked graphene (red and blue sites) and

TI (green sites) real space lattices. . . . . . . . . . . . . . . . . . . . 111

5.2 (a) Sketch of the most general heterostructure considered in this work.

The system consists on a graphene sheet placed between a 3D topo-

logical insulator, and an insulating ferromagnet which acts as the

active layer. (b) Band structure for a TI|BLG system. (c) Spin tex-

ture, and (d) band structure of a TI|BLG|FM heterostructure with

an exchange field ∆ = 20 meV. . . . . . . . . . . . . . . . . . . . . . 112

5.3 (a) Rashba-split 2DEG energy bands. (b) Rashba spin texture. . . . . 114

xiii



5.4 Feynman diagrams for (a) the disorder averaged Green’s function, (b)

the current-induced spin density response with bare velocity operator,

(c) the current-induced spin density response with the dressed veloc-

ity operator, and (d) the Bethe-Salpether equation for the dressed

velocity operator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.5 (a) Averaged single particle lifetime, and (b) transport time as a

function of the Fermi energy for TI (dashed line), TI|SLG (dotted

line), and TI|BLG (solid line) with tunneling amplitude t = 45 meV,

and chemical potentials µTI = µg = 0 meV. The impurity density is

nimp = 1× 1012 cm−2. . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.6 Non-equilibrium current-induced spin density response function χxy

as a function of the Fermi energy. Fig. (a) shows the intraband

contribution χxyintra for TI|BLG (solid line), TI|SLG (dotted line), and

TI (dashed line). Fig. (b) shows the interband contribution χxyinter.

Intraband transitions constitute the dominant contribution to the

spin response. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

5.7 Non-equilibrium current-induced spin response function χxy as a func-

tion of the Fermi energy EF for TIs (dashed lines), TI|SLG|FM (dot-

ted lines), and TI|BLG|FM (solid lines) with t = 45 meV, and TI|FM.

(a) shows the case ∆ = 0 meV, and (b) case ∆ = 20 meV, both for

δµ = 0 meV. The vertical thin line is located at EF = ∆. This

results include band-diagonal, AR-type vertex corrections to the ve-

locity matrix elements. . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.8 (a) Conductivity σyy as a function of the Fermi energy EF for a TI|FM

(black dashed lines), TI|SLG|FM (blue dotted lines), and TI|BLG|FM

(red solid lines). The tunneling in the heterostructures is t = 45 meV,

and no coupling to the FM. (b) shows the corresponding case for

an exchange coupling ∆ = 20 meV. Panles (c), and (d) show the

efficiency of the creation of the spin accumulation. TI|BLG clearly

shows to be the most efficient heterostructure. . . . . . . . . . . . . 124

5.9 (a) Current-induced spin density response function for a TI|BLG het-

erostructure normalized to the TI response, χxy/χxy
TI, as a function of

the Fermi energy and δµ = µTI−µg. (b) Band structure for a TI|BLG

heterostructure with Dirac point mismatch δµ = 100 meV. The solid

lines correspond to the TI and BLG bands. Dashed lines correspond

the TI|BLG hybridized bands with t = 45 meV. . . . . . . . . . . . . 125

xiv



5.10 Feynman diagrams for (a) the current-induced spin density in the

diffuson language, (b) the tunneling and disorder induced self-energies

for 2DREG in the proximity of a TI, (c) the disorder-induced 2DREG

diffuson, and (d) the tunneling- dressed 2DREG diffuson in the limit

τt � τ0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

6.1 Relative change in reflectivity (∆R/R) for the VO2 film on (a) Al2O3

substrate and (b) TiO2 substrate as a function of time after the MIT

is induced at time t = 0 by a strong ultrafast pump pulse. The val-

ues of the pump fluence are shown in the legend, and the sample

temperature is set to 311 K in (a) and 280 K in (b), which corre-

spond to approximately 30 K below the critical temperature Tc for

thermally-induced MIT for each sample. . . . . . . . . . . . . . . . . 136

6.2 Schematic of the ultrafast pump-probe setup. BS is an 80/20 beam

splitter. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

6.3 Schematic of the experimental setup using a continuous-wave probe

laser. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

6.4 Dependence of metal state decay constant τ on the laser pump fluence

and substrate temperature. Dots represent experimental data, and

lines corresponds to the results of the theoretical calculations. The

initial temperature Ts for both sample substrates was approximately

30 K below their respective MIT critical temperatures. . . . . . . . . 139

6.5 Evolution of the reflectivity across the thermally induced MIT for

the case of sapphire and rutile substrates normalized to the average

critical transition temperature. The open circles (red) correspond

to the measured reflectivity in the heating branch, the solid circles

(blue) correspond to the measured reflectivity in the cooling branch,

and the solid curve corresponds to the theoretical result. For rutile

substrate 〈Tc〉 = 314.0 K, and for the sapphire substrate 〈Tc〉 = 340.1

K. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142

6.6 (a) and (b) show the grain size distributions normalized to the aver-

age grain size for sapphire (〈D〉 = 64.7 nm) and rutile (〈D〉 = 17.4

nm) substrate respectively. (c) and (d) show the critical temperature

distribution normalized to the average critical temperature for sap-

phire (〈Tc〉 = 340.1 K) and rutile (〈Tc〉 = 314.0 K) respectively. The

bulk critical temperature is taken to be T
(bulk)
c = 355 K. . . . . . . . 147

xv



6.7 Evolution of the insulating partial volume ηI across the thermally

induced MIT for case of (a) sapphire and (b) rutile substrates. For

rutile, 〈Tc〉 = 314.0 K, and for sapphire 〈Tc〉 = 340.1 K. . . . . . . . 148

6.8 Sketch of the heterostructure considered in this work. It is composed

of a vanadium dioxide (VO2) thin-film deposited on top of a substrate.

The substrates considered in this work are titanium dioxide (TiO2),

and aluminum oxide (Al2O3). For VO2/TiO2 d = 110 nm while for

VO2/Al2O3 d = 80 nm. For both substrates, L = 0.5 mm. . . . . . . 148

6.9 Full numerical calculation of the dependence of metal state decay

constant τ on σTc for two different values of the sample average critical

temperature 〈Tc〉, and Ts(L) = 280 K. The initial temperature T0 =

360 K is such that the sample is initially fully metallic, and (T0 −
〈Tc〉)/(

√
2σTc) ≈ 9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

6.10 VO2/Al2O3 metal state decay time τ dependence on the Kapitza con-

stant σk for 〈D〉 = 64.7 nm, σD = 38.5 nm, substrate temperature

Ts(L) = 310 K, and fluence φ = 8 mJ/cm2. The red dots correspond

to numerical calculations, and the dashed line is given by τ ∝ σ−1
K . . 153

6.11 (a) Time evolution of reflectivity after the photo-induced MIT for

VO2/TiO2 for three different Ts(L) and φ = 9 mJ/cm2. The solid

curves correspond to the theoretical results, and the dashed curves

correspond to the experimental results. For the three theory curves

we use σK = 1100 W/(K cm2). Panel (b) shows the corresponding

insulating fraction time evolution. . . . . . . . . . . . . . . . . . . . . 155

6.12 Dependence of the VO2/TiO2 metal state decay time constant τ on

σD for two values of 〈lnD〉, as defined in Eq. (6.5), Kapitza constant

σK = 1100 W/(K cm2), substrate temperature Ts(L) = 280 K, and

initial fluence φ = 9 mJ/cm2. . . . . . . . . . . . . . . . . . . . . . . 156

6.13 VO2/Al2O3 reflectivity time evolution after photo-induced MIT for

φ = 7.5 mJ/cm2. The red dots correspond to the experimental result.

The dotted curve correspond to the theory with σK = 1100 W/(K

cm2), and the solid curve corresponds to σK = 13000 W/(K cm2). . . 157

6.14 Film and substrate temperature time evolution. For sapphire (a),

Ts(L) = 310 K, and for rutile (b), Ts(L) = 280 K. . . . . . . . . . . . 157

6.15 Dependence of metal state decay constant τ on fluence and substrate

temperature for VO2/TiO2. . . . . . . . . . . . . . . . . . . . . . . . 158

xvi



DISORDER EFFECTS IN DIRAC HETEROSTRUCTURES



CHAPTER 1

Introduction

The isolation and identification of graphene [1], the theoretical proposal [2,

3] and later experimental realization of topological insulators [4, 5], along with

previously known materials such as high-temperature d-wave superconductors [6]

have given rise to a new class of materials, known as Dirac materials [7]. Despite

the fact that they are very different in nature, all of them are characterized by an

effective linear dispersion relation protected by various symmetries, depending on

the particular material.

The recent development of experimental techniques related to the manipulation

of 2D materials has allowed the creation of complex layered hererostructures based

on Dirac materials [8–11] that combine individual properties to enhance or make

emerge desirable properties for specific technological applications. However, the

unavoidable presence of different kinds of disorder such as vacancies in the lattices,

defects, charged impurities, etc. can undermine the system’s capabilities. Hence, a

detailed understanding of the disorder effects is imperative.

This dissertation focuses on the study of disorder effects in layered heterostruc-
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tures composed of Dirac materials. In Chapter 2 we introduce the main building

blocks of our heterostructures: graphene and topological insulators. In Chapter 3,

we start with a detailed study of double-layer graphene heterostructures. These

systems are fascinating because their experimental realization has opened up new

interlayer Coulomb interaction regimes. Several experiments have revealed inter-

esting physics. For example, Coulomb drag resistivity measurements have shown a

strong zero-bias peak [11], indicating strong interlayer correlations. Also, metal-to-

insulator transitions as a function of the charge carrier density have been observed

[8]. The characterization of the electronic ground state nature, in the presence of in-

herent disorder due to charged impurities, allows a better understanding of all these

phenomena. Therefore, we investigated the effect of long-range disorder in double-

layer graphene heterostructures, determine the ground state properties, and explore

in detail the parameter space. The theoretical description we present in this chapter

is based on the work found in Ref. [12]. We then present a summary of experimental

results of a collaboration between our theory group and the experimental group of

Eva Andrei at Rutgers University on double-layer graphene heterostructures, where

the screening properties of double-layer graphene systems are determined using dif-

ferent techniques. The results of this collaboration can be found in Ref. [13]. Also,

we study the effect of long-range disorder on the possible broken symmetry ground

states in bilayer graphene (BLG). BLG possesses an approximate SU(4) symmetry

[14], which leads to a large variety of possible broken symmetry ground states driven

by electron-electron interactions. Several experiments [15–23] have been performed

to determine the nature of the BLG ground state, but results are not in agreement

with each other. Previous theoretical works have addressed this issue, but the study

of the effect of long-range disorder is still missing. This is a challenging problem

because we have to carefully take into account the physics of electron-hole puddles,
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and determine whether or not there is phase coherence in the system in the pres-

ence of disorder. We investigate the role that long-range disorder plays to drive the

samples into one or another ground state, and determine self-consistently the charge

density fluctuations and the order parameter.

In Chapter 4 we consider the possible formation of an exciton condensate in

double-layer graphene heterostructures, which has been predicted near room temper-

ature before [24, 25]. In collaboration with David Abergel (NORDITA), and Sankar

Das Sarma (University of Maryland), we studied the effect of the charge density

fluctuations induced by charged impurities on the formation of the exciton conden-

sate and determined the experimental conditions under which this phenomenon is

observable. The results of this work can be found in Ref. [26].

In Chapter 5, we consider the use of novel topological insulator-graphene-

ferromagnet heterostructures for spintronic applications. This system combines the

high mobility of graphene [27], with the strong spin-orbit coupling in topological

insulators [28], to provide the ingredients necessary for the efficient manipulation of

the ferromagnet magnetization direction using electric currents. We study in detail

the non-equilibrium current-induced spin density accumulation and the transport

properties of such heterostructures. A proper study of the system response requires

to take into account the charged impurities usually present in Dirac systems [29–31].

Also, depending on the fabrication of the device, different coupling regimes can be

obtained [32]. We first consider a weak coupling regime, dominated by random dif-

fusive tunneling and calculate the disorder, and tunneling dressed graphene diffuson

which allows us to compute the spin accumulation in the Kubo formalism. Then,

we consider the strong coupling regime and assuming the presence of long-range

disorder, we calculate the single particle lifetime and the transport time. We then

calculate the non-equilibrium spin accumulation and conductivity.
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In Chapter 6, we move away from Dirac materials and consider instead the

interesting problem posed by vanadium dioxide VO2 and its metal to insulator

transition as a function of temperature. In collaboration with the Ale Lukaszew,

and the Irina Novikova experimental groups (William and Mary), we did a combined

theoretical-experimental study of the effect of inhomogeneities and the substrate on

the metal-to-insulator transition in VO2 thin films. We develop a model to describe

the dynamics of the transition, taking the film inhomogeneities into account. The

model is general, and can be applied to any first-order phase transition. This work

can be found in Ref. [33].

Finally, in Chapter 7 we summarize the main results presented in this disserta-

tion.
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CHAPTER 2

Dirac materials.

Condensed matter systems with effective linear dispersion relations are known

as Dirac materials [7, 34]. The most notable examples include graphene, the surface

of three-dimensional (3D) topological insulators, high-temperature d-wave super-

conductors, and 3D Weyl and Dirac semimetals. Despite the fact that the linear

dispersion originates from different mechanisms in each of these materials, they all

share common features in their transport properties, and response to perturbations.

Let us start by writing down the Dirac Hamiltonian [35]

H = cpjα
j +mc2β . (2.1)

In Eq. (2.1), α and β are matrices that satisfy the anticommutation relations

{αi, αj} = 2δij, {αi, β} = 0, and β2 = 1. The Dirac equation, i~∂tψ = Hψ, describes

the motion of free massive fermions of spin 1/2. It is Lorentz invariant, and compat-

ible with quantum mechanics. In covariant form it is given by (iγµ∂µ −m)ψ = 0,

where the γ matrices satisfy the algebra {γµ, γν} = 2ηµν , and η corresponds to the

Minkowski space metric. One of the most interesting consequences of this equation
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is the existence of solutions with negative energy, which were interpreted by Dirac

as antiparticles. These antiparticles obey the same equation as the particles, with

the only difference being that the charge changes sign, q → −q.

In condensed matter systems, the Dirac Hamiltonian (2.1) emerges as an ef-

fective description of low-energy excitations. It is not a consequence of Lorentz

invariance, but of the symmetries of particular systems. Some properties that are

common for all Dirac materials [7] are, the specific heat temperature dependence,

C(T → 0) ∼ T 2 in 2D, the square-root dependence of the Landau levels in the

magnetic field and energy level εn =
√

2e~v2B|n|, backscattering suppression due

to the chirality.

In the rest of this section, we introduce the main building blocks of the het-

erostructures we consider in this dissertation: topological insulators and graphene.

2.1 Graphene

Graphene is a two-dimensional array of carbon atoms arranged in a honey-

comb lattice with an inter-carbon separation a = 0.142 nm. The honeycomb struc-

ture can be understood as a Bravais lattice with a basis, with primitive vectors

~a1 = a/2(3,
√

3), ~a2 = a/2(3,−
√

3), and basis {(0, 0), (−a, 0)} (see Fig. (2.1a)).

The motion of particles living on graphene can be described using a tight-binding

Hamiltonian, which can be written in real space, taking into account nearest neigh-

bor hopping, in the following way

H = −tnn
∑
~R,{~δ}

c†
A,~R

cB,~R+~δ + h.c. . (2.2)
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(a) (b) (c)

FIG. 2.1: (a) Graphene hexagonal lattice structure composed of two triangular

sublattices. The ~δi vectors indicate nearest neighbors, and ~ai are the lattice vectors.
(b) The hexagonal lattice Brillouin zone. (c) Graphene band structure along the
red path in (b).

In Eq. (2.2), c†
i, ~R

(ci, ~R) creates (annihilates) an electron in sublattice i = {A,B},

at position ~R. The nearest-neighbor hopping is characterized by the parameter

tnn ≈ 2.7 eV [36]. In the tight-binding description, we could have allowed for

next nearest neighbor hopping characterized by the parameter tnnn, which breaks

particle-hole symmetry and introduces trigonal warping in the energy spectrum.

However, tnnn is considerable smaller than tnn, with a ratio tnnn/tnn ≈ 0.13, so this

term is usually neglected [37]. The nearest neighbors are located at ~δ1 = a
2

(
1,
√

3
)
,

~δ2 = a
2

(
1,−
√

3
)

and ~δ1 = a (−1, 0).

The Hamiltonian, Eq. (2.2), can be rotated to momentum space, where we

obtain

H = −tnn
∑
k

f̃kc
†
A,kcB,k + h.c. =

∑
k

ψ†kHkψk , (2.3)

where f̃k =
∑3

i=1 exp
(
ik · ~δi

)
. In the right side of Eq. (2.3) we have introduced the

spinor ψ†k = (c†A,k, c
†
B,k). The momentum Hamiltonian Hk acts in sublattice space,
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and can be decomposed in the basis formed by the pseudospin Pauli matrices

Hk = h0(k)σ0 + ~h(k) · ~σ , (2.4)

where σ0 is the identity matrix, and ~σ = (σx, σy, σz). In the case of graphene, the

mass term hz(k) is identically zero due to inversion and time reversal symmetries.

Under space inversion, sublattice A → B, and momentum k → −k, I : Hk =

σxH−kσx . Under time reversal t → −t, T : Hk = H∗−k , with T 2 = 1, for spinless

particles. Then, combining both symmetries, T ◦ I : Hk = σxH
∗
kσx , which implies

hz(k) = 0. The energy spectrum is given by ε±(k) = h0(k)± |~h(k)| for k ∈ BZ [38].

Fig. (2.1c) shows a plot the band structure along the path K-Γ-M -K, as depicted

in red in Fig. (2.1b). The dispersion relation vanishes at the inequivalent corners

of the BZ ~K, and ~K ′ (valleys) where the bands become approximately linear for

momentum much smaller the inverse lattice spacing. A Taylor expansion of the

energy spectrum around the ~K point, with k = ~K + q, |q|a� 1, leads to the linear

dispersion εq = ±vF q +O
(
(q/K)2) , where vF = 3ta/2 ≈ c/300, and c is the speed

of light in vacuum.

An expansion of the momentum Hamiltonian around the K point leads to

HK
q = vFq · ~σ , (2.5)

which corresponds to the Hamiltonian for 2D massless Dirac particles. Close the ~K ′

point, the effective Dirac Hamiltonian is given by HK′
q =

(
HK

q

)∗
. The existence of

Dirac cones at the inequivalent K, and K ′ points of the triangular BZ gives rise to

the valley degeneracy. These two valleys are usually decoupled unless lattice scale

scattering is present [39].
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Now, some remarks regarding the Hamiltonian HK
q are in order. (i) HK

q com-

mutes with the chirality operator Λ = k · σ/k, which has eigenvalues ±1. This fact

indicates that the pseudospin is locked with the momentum direction (either parallel

or antiparallel), which has implications for the transport properties of graphene, like

the suppression of backscattering. (ii) In graphene, the intrinsic spin-orbit (SOC)

coupling is insignificant [40]. Thus, the electron spin is practically decoupled from

momentum, so at each valley, we find two decoupled spin up and spin down Dirac

cones. (iii) The Dirac energy spectrum in graphene has been confirmed by several

experiments, such as Angle resolved photo-emission spectroscopy (ARPES) [41, 42],

Fourier transformed scanning tunneling spectroscopy (FT-STS) [43], and Landau

level spectroscopy (LLS) [44].

2.2 Topological insulators

This introduction to topological insulators is based Refs. [28, 45, 46].

In mathematics, topology is the study of the transformation of objects under

continuous deformations. An example of a problem in this area is the classification

of closed surfaces. For the case of 2D surfaces, we can consider a sphere and a torus.

The sphere cannot be smoothly deformed into the torus because the torus has a

hole at the center. It is said that they are topologically distinct. The property that

characterizes the surfaces is called the Euler characteristic [47] and is given by the

integration of the Gauss curvature K over the entire surface,

χ =
1

2π

∫
S

KdA , (2.6)

The Gauss curvature is the product of the smallest (κ1) times the largest (κ2)
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curvature at a given point, K = κ1κ2. The number of holes in the surfaces, the

genus g, is related to the Euler characteristic through the relation χ = 2(1− g). For

the sphere g = 0 while for the torus g = 1. This basic mathematical concept can

be extended to condensed matter systems in the non-interacting approximation. In

the presence of a periodic potential, the Bloch theorem states that the eigenstates

of the Hamiltonian can be written as |ψ(k)〉 = eik·r|u(k)〉, where |u(k)〉 shares the

same periodicity with the Hamiltonian and have eigenvalues ε(k). The eigenvalues

define the band structure of the system. Within this picture, a band insulator is

a system with a conduction and a valence band separated from each other by an

energy gap where the Fermi energy lies. The Bloch states are invariant under the

gauge transformation

|u(k)〉 → eiφ(k)|u(k)〉 . (2.7)

In analogy with the case of gauge invariance in electromagnetic fields, we can define

the vector ~Am(k) = −i〈um(k)|∇k|um(k)〉, known as the Berry connection. Then,

we can define a magnetic field analog, known as the Berry curvature Fm(k) =

∇ × ~Am(k) . For an insulator, the sum of Fm(k) over the occupied states is an

invariant, ∑
m

∫
occupied states

Fmdk = 2πn, n ∈ Z . (2.8)

where the integer n is known as the Chern number. Different values of this invariant

identify different topological phases [28]. Two insulators are topologically equivalent

if there exists an adiabatic path that transforms one insulator into the other without

closing the gap, or equivalently, if they have the same topological index. If two

topologically inequivalent insulators get into contact, the gap must close at the

interface, leading to the formation of metallic edge states.

The first system discovered with non-trivial topology was the integer quantum

11



Hall (IQH) effect [48, 50]. Consider a 2D electron gas in the presence of a strong

magnetic field. The energy spectrum is given by discrete Landau levels εn(k) =

~ωc
(
n+ 1

2

)
, where n is an integer and ωc is the angular frequency. Due to the

presence of the magnetic field, the electrons trace circular orbits of radius lB =√
~/(eB). Upon the application of an electric field, these orbits drift allowing for

propagation along the edges. These edge states are chiral, and exhibit ballistic

transport with no elastic backscattering. The Hall conductivity can be calculated

using the Kubo formula [49, 50]

σxy =
e2

h
n, n ∈ Z , (2.9)

where n is an integer that corresponds to the number of edge states in the sample.

In Ref. [50], it was demonstrated by Thouless, Kohmoto, Nightingale, and den Nijs

(TKNN) that the integer n in Eq. (2.9) corresponds to the Chern number which

is identified as the topological invariant for IQH states. If n = 0 we have a trivial

insulator. If n > 0, we have an IQH state with n edge modes.

The fact that the time reversal (TR) symmetry is broken is crucial for the

existence of the IQH effect. A natural question to ask is, can we have topologically

non-trivial systems with TR symmetry? The answer is yes. The first theoretical

step towards the realization of a topological state with TR symmetry was made by

Haldane [51], when he considered a hexagonal lattice with a fictitious magnetic field

with different signs at each sublattice such that it vanishes on average. However,

this magnetic field cannot be realized experimentally.

Here, spin-orbit coupling (SOC) enters the picture. SOC arises as a non-

relativistic approximation to the Dirac Hamiltonian Eq. (2.1) [52]. The SOC term
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is given by

HSOC = − ~
4m2c2

σ · ~p× (∇V ) , (2.10)

where V is the Coulomb potential. The main contribution to ∇V comes from atoms

in the crystal. The SOC term can be thought of as a momentum dependent magnetic

field that acts with opposite forces on different spins while preserving TR symmetry

and breaking inversion symmetry. A consequence of the presence of SOC is the spin

Hall (SH) effect [53–55], where an electric field induces a spin current transverse to

the applied electric current. It can be thought of as the spin counterpart of the Hall

effect [56]. This effect has been observed in semiconductors [57, 58]. The presence

of strong enough SOC could lead to a state of matter known as the quantum spin

Hall (QSH) state [2, 3]. Loosely speaking, the QSH state consists of two copies of

the IQH state with opposite magnetic fields acting on opposite spins. At the edges

of the insulating bulk, we find counter-propagating states, one for each spin. In this

situation, the TR symmetry is not broken. The QSH phase is robust even when Sz

is not conserved [59].

In the QSH state the Chern number vanishes so it cannot be used to classify

QSH states. The topological invariant for the QSH state is the Z2 invariant. Phys-

ically, whether or not this state presents topological order depends on the number

of Kramers pairs at the edge. If we have an odd number of pairs, single-particle

backscattering is not allowed. If an electron wants to backscatter, it must change its

spin, but this is not allowed due to TR symmetry. Notice that there is no restriction

on inelastic backscattering or two-body scattering processes. However, if there is an

even number of Kramers pairs at the edge, there is an available counter-propagating

state that allows for backscattering. This physical picture motivates the introduc-

tion of the Z2 topological index, that classifies insulators as even or odd, with trivial
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or non-trivial topology respectively. The Z2 invariant also tells us the way in which

the Krammers pairs are connected, as shown in Fig. (2.2). The situation in panel

(a) corresponds to a trivial insulator, while the situation in (b) is associated with

a QSH state. In the case of 2D systems, if Sz is conserved, spins up and down

have independent Chern numbers n↑, n↓. Their difference (n↑ − n↓)/2 defines a

quantized spin Hall conductivity [28]. Below we provide a rigorous definition of the

Z2 invariant [60]. In the 2D BZ there are four TR symmetric points Λi. We define

the expectation value of the TR operator T between these states with TR related

momenta,

Bαβ(k) = 〈−kα|T |kβ〉 . (2.11)

For spin-1/2 particles, T 2 = −1 with T = e−iσyK, where K is the complex conjugate

operator. At the TR invariant points, Bαβ(k) = −Bβα(k), so the index δi can be

defined by [60],

δi =

√
det(B(Λi))

Pf(B(Λi))
= ±1 . (2.12)

Then, the Z2 invariant ν is defined as

(−1)ν =
4∏
i=1

δi . (2.13)

A trivial insulator corresponds to ν = 1, while ν = −1 characterizes a QSH state.

The first theoretical proposal for a QSH system was due to Kane and Mele [2],

who suggested adding SOC to graphene. However, because SOC in graphene is

weak, experiments have not been able to detect it. Soon after the first proposal

for a SQH state, Bernevig et. al. proposed a heterojunction with strong SOC

formed by cadmium telluride (CdTe) and mercury telluride (HgTe) [3]. The effective

model consists of a Dirac Hamiltonian with masses of opposite signs for opposite
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Conduction band

Valence band

a) b)
Conduction band

Valence band

FIG. 2.2: Energy bands at the degenerate k-points Γa and Γb. (a) Shows an even
number of states crossing the Fermi energy, the situation associated with a triv-
ial insulator. (b) Shows an odd number of states crossing the Fermi energy, this
situation leads to a topologically protected edge state.

spins. Soon after the theoretical proposal, measurements of the residual conductance

G = 2e2/h gave confirmation of this effect [4, 61]. The term “2D TI” is a synonym of

QSH effect. Other systems that host a QSH state have been proposed, for example,

quantum wells made from InAs|GaSb|AlSb [62].

The next natural question is, can we have 3D TIs? In Refs. [63–65] 3D TIs were

introduced. Under the single-particle approximation, and for clean systems, we can

understand 3D TIs as a dimensional extension of 2D TIs. Consider a 2D projection

plane of the 3D BZ. On this 2D plane projection, we have four TR invariant k-

points. These points can be identified as Dirac points. How the states connect

between these points defines whether or not we have a non-trivial topological state.

The situation described here for one projection plane is analogous to what happens

for 2D TIs. However, in the 3D case there are four Z2 invariants. The first one,

referred to as the strong topological invariant ν0 is a scalar and tells us if there is an
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even or odd number of Dirac points below the Fermi energy. It is given by [63, 66]

(−1)ν0 =
8∏
i=1

δi . (2.14)

The other three invariants are given by the product of four δi’s lying on the same

projected plane of the BZ. These three invariants define a vector, (ν1, ν2, ν3). In

principle, this gives rise to 16 different phases, but rotations of this vector connect

several of these phases. If ν0 = 0 , we have what is called a weak TI. This phase

can be understood as a series of stacked 2D QSH systems, and is unstable against

disorder. If ν0 = 1, we have a strong TI. The simplest case corresponds to the situ-

ation where we have only one Dirac point below the Fermi energy. The existence of

another Dirac cone, with opposite chirality, on the opposite surface guarantees that

the fermion doubling theorem [67] is satisfied. The surface states can be described

by the effective Hamiltonian

HS = ~v (kyσx − kxσy) , (2.15)

where v corresponds to the Fermi velocity, and the Pauli matrices σi are associ-

ated with spin [68]. These states are chiral, in the sense that the spin is locked

with the momentum direction. The first material proposed to be a strong TI was

the semiconducting alloy Bi1−xSbx [66]. Soon after the theoretical proposal, angle-

resolved photoemission spectroscopy (ARPES) measurements were done to observe

the surface states [69]. The second generation of topological insulator includes the

compounds Bi2Se3, Bi2Te3, and Sb2Te3, which have a single Dirac cone on the

surface [70] and larger band gaps compared to their first-generation counterparts.

Systematic studies on these compounds have confirmed the topological band struc-
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ture [71–75]. In this dissertation, we will focus on the surface states described by

the Hamiltonian Eq. (2.15).
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CHAPTER 3

Double-layer graphene

heterostructures: Ground state in

the presence of random charged

impurities

3.1 Introduction

This chapter is based on Ref. [12]. As we have discussed in Chapter 1, the re-

alization of single layer graphene (SLG) [1], bilayer graphene (BLG) [76], and other

two-dimensional (2D) crystals [77], combined with recent advances in fabrication

techniques [78, 79] in recent years has allowed the realization of novel 2D heterostruc-

tures [9, 10, 80–89]. In these structures, two or more 2D crystals are stacked in a

designed sequence. Layers of hexagonal boron nitride (hBN) [27, 90, 91] have been

used to electrically separate the graphenic layers (SLG or BLG) in multilayered
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2D heterostructures. In particular, hBN allows the realization of graphene-based

heterostructures in which the graphenic layers are very close and yet electrically

separated [11, 92], a situation that is ideal to study the effects of interlayer interac-

tions. It has been proposed that in these type of systems the interlayer interactions

can drive the system into spontaneously broken symmetry ground states [93–98].

So far, experiments have not observed clear signatures of the establishment of these

collective ground states. However, recent measurements of the drag resistivity in

graphene double layers [11] have shown that the drag resistivity has a very large

and anomalous peak when the doping in both graphene sheets is set to zero. This

phenomenon indicates that a strong correlation is present between the carriers in

the two layers. In most of the samples random charge impurities are present in

the graphene environment, either in the substrate or trapped between the graphenic

layer and the substrate. It has been shown theoretically [29] and experimentally [99–

102] that the long-range disorder due to charge impurities induces strong, long-range,

carrier density inhomogeneities in isolated SLG and BLG. The presence of random

carrier density inhomogeneities has been predicted theoretically to strongly suppress

the critical temperature (Tc) for the formation of an interlayer phase coherent state

[26, 103, 104] in graphene heterostructures. This is in contrast to the short-range

disorder that is not expected to suppress significantly Tc [98, 105, 106]. In addition,

the presence of charge inhomogeneities, correlated in the two layers, is a neces-

sary ingredient of the energy-transfer mechanism that has been proposed [107, 108]

to explain the strong peak of the drag-resistivity at the double-neutrality point.

Disorder-induced carrier density inhomogeneities are also expected to strongly af-

fect the transport properties of graphene-based heterostructures [39, 109–113]. For

these reasons, the accurate characterization of the carrier density inhomogeneities

induced by long-range disorder in graphene-based heterostructures is essential to
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understand the fundamental properties of these systems and to identify ways to

increase their electronic mobility.

The characterization of the effects of disorder in graphene-based heterostruc-

tures is challenging for several reasons: (i) In most samples the disorder appears

to be due predominantly to random charge impurities and to be quite strong and

long-range, this fact makes the use of standard techniques, such as perturbation

theory, not viable; (ii) Due to the linear dispersion in graphene, the screening of

the long-range disorder due to the charge impurities is nonlinear; (iii) In graphene

heterostructures the screening effects due to the different layers must be taken into

account self-consistently; (iv) In bilayer graphene the presence of a perpendicular

electric field opens a band-gap [114, 115]; (v) In heterostructures comprising BLG

the component of the electric field perpendicular to BLG, and the BLG gap, must

be obtained self-consistently taking into account the presence of the disorder and

its screening by the metallic gates, and the other graphenic layer. In this work we

present a systematic study of the effects of the long-range disorder due to random

charge impurities on the ground state of graphene-based heterostructures taking

into account all the effects mentioned above. As shown in Fig. 3.1 we consider het-

erostructures formed by two “graphenic” layers, either SLG or BLG, separated by

a thin dielectric film. In the assumed configuration, using a top and a bottom gate,

the doping of each graphenic layer can be set independently. We considered three

classes of heterostructures: (i) double layer graphene (SLG-SLG) formed by two

sheets of single layer graphene; (ii) double bilayer graphene (BLG-BLG) formed by

two sheets of bilayer graphene; (iii) “hybrid structures” (BLG-SLG) formed by one

sheet of BLG and one sheet of SLG. We find that the presence of charge impurities

induces strong and long-range carrier density inhomogeneities in graphene-based

heterostructures as in isolated SLG [29] and BLG [111]. However, for typical ex-
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perimental situations we find that for the top graphenic layer the strength of the

carrier density inhomogeneities is strongly suppressed due to the screening of the

charge impurities by the bottom layer. We quantify this effect for most of the ex-

perimentally relevant conditions and find that for the top layer the amplitude of the

density fluctuations can be reduced by an order of magnitude and that the effect

is strongest in BLG-SLG heterostructures. We also show that the carrier density

inhomogeneities in the different graphenic layers are well correlated. Finally, we

show how the average band gap of BLG and its root mean square depend on the

parameters, such as the impurity density, characterizing the heterostructure. Our

results present a comprehensive characterization of the carrier density profile of

graphene heterostructures in the presence of long-range disorder. By showing how

the strength of the carrier density inhomogeneities depends on the experimental

parameters, our results show how the quality of graphene-based heterostructures

could be improved. In particular, the parameters that, within a certain range, can

be easily tuned experimentally are the doping of each of the graphenic sheets form-

ing the heterostructure, the type of graphenic sheets used, the impurity density (via

annealing or the use of different substrates), and the distance between the graphenic

sheets. For each of these parameters we present quantitative results that show how

the values can be tuned to reduce the disorder strength in each of the graphenic

sheets, or both, forming the heterostructure. The results presented in the remain-

der of this work, for instance, quantify how an increase of the doping in one of

the two sheets forming the heterostructure can substantially reduce the strength of

the disorder-induced long-range inhomogeneities in the other sheet, and quantify

how much a reduction of the impurity density would reduce the strength of the

disorder potential in the heterostructure. In addition, we show how a change of

the distance between the two sheets can be optimized to reduce the overall disorder
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strength in the heterostructure. Our results also show that, to reduce the strength of

the disorder-induced long-range inhomogeneities in single layer graphene it is more

efficient to have below it a sheet of bilayer graphene instead of SLG. The informa-

tion on how to reduce, control, the disorder strength is essential for the study of

fundamental effects in graphene heterostructures and for their use in technological

applications.

3.2 Heterostructure model

Figure 3.1 presents a sketch of the type of graphene heterostructure that we

consider. One graphenic layer (SLG or BLG), layer 1 in our notation is placed on an

insulating substrate, typically SiO2 . A thin buffer layer of high quality dielectric,

typically hBN, might be present between the SiO2 and the graphenic layer. A

second graphenic layer, layer 2, is placed above the first one. Layer 2 and layer 1 are

electrically isolated via a thin insulating film. The doping level of the two graphenic

layers can be tuned independently via a top and a bottom gate.

There is compelling evidence [39] that in systems of the type depicted in Fig. 3.1

the dominant sources of disorder are random charge impurities located close to the

surface of SiO2 . It is known that on the surface of SiO2 there is a large density

of charge impurities. Transport measurements on single layer graphene have con-

sistently observed a linear scaling of the conductivity with the doping (n), at low

doping. The fact that the conductivity is suppressed at low dopings indicates that

the effective strength of the disorder increases as the carrier density is decreased.

Theoretical transport results in which charge impurities are the dominant source

of scattering precisely predict at low dopings a linear suppression of the conduc-

tivity as n is decreased [39, 109, 116]. The agreement between transport theories
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in which charge impurities are the main source of disorder and experimental trans-

port measurements has also been confirmed by experiments in which the density

of charge impurities was tuned [117]. In recent years there have been also several

imaging experiments [99–102] that, close to the charge neutrality point, have ob-

served the presence of electron-hole puddles with dimensions and amplitudes that

are consistent with the presence of charge impurity densities in the graphene envi-

ronment [29, 109, 110] of the order of the ones extracted from the transport results

mentioned above.

The distribution of the charge impurities can be modeled as an effective 2D

distribution c(r) placed at a distance d below the bottom graphenic layer (layer

1). The dash-dot line in Fig. 3.1 shows schematically the location of the effective

2D plane where the random impurities are located. It is likely that some charge

impurities will also be trapped between each graphenic sheet and the adjacent thin

dielectric films. However, experimental evidence, especially for setups in which hBN

is used as a dielectric material, strongly suggests that the density of such trapped

impurities is at least an order of magnitude smaller that the density of the impurities

close to the surface of the SiO2 . For this reason we henceforth assume that the

disorder potential is solely due to the charge impurities located close to the SiO2’s

surface. Without loss of generality, we can assume 〈c(r)〉 = 0, where the angle

brackets denote average over disorder realizations. Our formalism allows to easily

take into account the presence of spatial correlation between the charge impurities

[118, 119]. However, given the fact that in general the charge impurities are frozen

and locked in a configuration that results from the fabrication process and that

is not the thermodynamic equilibrium [120], we can assume that their position is

uncorrelated so that 〈c(r)c(r′)〉 = nimpδ(r − r′), where nimp is the charge impurity

density.
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FIG. 3.1: Sketch of the typical graphene heterostructure considered in this work
showing the graphenic layers (blue dashed lines) connected to independent metal
gates (gray solid lines), isolated with hBN, and placed on a SiO2 substrate. The
charged impurities are modeled as a two-dimensional distribution c(r) (red line)
located at an effective distance d below the bottom graphenic layer.

At low energies the fermionic excitations of SLG are well described by a massless

Dirac model with Hamiltonian [39, 121]:

H = ~vF σ · k , (3.1)

where ~k is the momentum operator, σ = (σx, σy) are the Pauli matrices in sublat-

tice space, and vF ≈ 106 ms−1 is the Fermi velocity. Recent experiments for graphene

on hBN have shown evidence of the opening of a gap [82, 122]. Considering that the

fact that there is a 1.8% lattice mismatch between graphene and hBN and the fact

that in current experiments a twist angle between the graphene layer and the hBN

is normally present, the mechanism by which the gaps open is still not completely

understood [108, 123], but is thought to be arising from the explicit breaking of the

’AB’ sub-lattice symmetry in SLG due to the presence of the hBN substrate, and

that it should not depend on the local electric field, but should depend on the twist

angle between graphene and hBN in some complex manner. For our purposes this
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means that for SLG on hBN the band-gap, if present, can be assumed to be fixed

and independent of the local doping and electric field created by the nearby gates.

In the presence of a band gap the low-energy Hamiltonian for single layer graphene

becomes:

H =

 ∆ ~vF (kx − iky)

~vF (kx + iky) −∆

 . (3.2)

At low energies the effective Hamiltonian describing the fermionic excitations

in BLG is

H =

 ∆ ~2
2m∗

(kx − iky)2

~2
2m∗

(kx + iky)
2 −∆

 , (3.3)

where m∗ = 0.033me is the effective electron mass and ∆ is the band gap due

a difference (U) in the electrochemical potential between the two layers of carbon

atoms forming BLG. In our case, U is due to the presence of a perpendicular electric

field E⊥ induced by the metal gates, the other graphenic layer, and the charge

impurities surrounding the BLG sheet. If BLG is layer 1, i.e. it is the graphenic

layer closest to the charge impurities, we have:

E
(1)
⊥ (r) =

e d

ε

∫
dr′

c(r′)

[|r− r′|2 + d2]3/2
− e d12

ε

∫
dr′

n2(r′)

[|r− r′|2 + d2
12]3/2

− e δ1

ε

∫
dr′

n1(r′)

[|r− r′|2 + δ2
1]3/2

, (3.4)

where d12 is the distance between the two graphenic layers and δ1 ≈ 300nm is the

distance between BLG and the bottom gate, Fig. 3.1. Notice that in general E⊥

is not uniform, mostly due to the presence of the charge impurities. When BLG is
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layer 2 we have:

E
(2)
⊥ (r) = (d+ d12)

e

ε

∫
dr′

c(r′)

[|r− r′|2 + (d+ d12)2]3/2
+
e d12

ε

∫
dr′

n1(r′)

[|r− r′|2 + d2
12]3/2

+ (δ2 − d12)
e

ε

∫
dr′

n2(r′)

[|r− r′|2 + (δ2 − d12)2]3/2
, (3.5)

where δ2 ≈ 150nm is the distance between the first graphenic layer and the top

metal gate, Fig. 3.1. Using these expressions for the perpendicular component of

the electric field we can calculate U . We have

U (i)(r) = edmE
(i)
⊥ (r) , (3.6)

where i = 1 (i = 2) if BLG is the bottom (top) graphenic layer, and dm = 0.335nm

is the BLG interlayer separation. Taking into account screening effects [124–126]

the band gap of BLG due to a finite value of U is given by the equation

∆(x, y) =
γ1|U(x, y)|√
|U(x, y)|2 + γ2

1

, (3.7)

where γ1 = 0.34 eV is the BLG interlayer tunneling amplitude [121].

3.3 Thomas-Fermi-Dirac theory

To obtain the ground state carrier density distribution in the presence of charge

impurities we use the Thomas Fermi Dirac theory (TFDT). The TFDT is a general-

ization of the Thomas-Fermi theory to include cases in which the electronic degrees

of freedom behave as massless Dirac fermions, as in single layer graphene. In this

case both the kinetic energy functional and the functional due to the exchange part
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of the Coulomb interaction are different from those valid for systems in which the

electrons behave as massive fermions [29, 127]. In the TFDT the ground state of

the system is obtained by minimizing the energy functional, E[n], of the carrier

density n. The TFDT is similar in spirit to the density functional theory (DFT),

the difference being that in the TFDT the kinetic energy is also approximated by

a functional of the density, EK [n], whereas in the DFT it is treated via the full

quantum-mechanical operator acting on the wave function Ψ. The TFDT returns

accurate results as long as the length-scale of the carrier density inhomogeneities

Ln ≡ |∇n/n|−1 is larger than the Fermi wavelength λF . Prior results on SLG

[29, 111] and BLG [128, 129] have shown that in graphene-based systems this in-

equality is satisfied for typical experimental conditions. The value of n that enters

in the inequality Ln � λF is the typical local value inside the “puddles” character-

izing the inhomogeneous carrier density landscape. At the charge neutrality point

(CNP) 〈n〉 = 0, however, everywhere the local density n(r) is different from zero

and therefore locally λF has a finite value. As a consequence, close to the CNP the

average density cannot be taken as a measure of the typical carrier density inside

the puddles and a better estimate is given by the density root mean square n(rms).

Given that n(rms) ≈ nimp [29, 128] we have that the TFDT is valid at all densities

as long as nimp is not too small (nimp > 1011cm−2) [130]. This is confirmed by prior

results on SLG [29, 111] and BLG [128, 129]. The two major advantages of the

TFDT are: (i) Being a functional theory is not perturbative with respect to the

strength of the density fluctuations and can therefore take into account nonlinear

screening effects; (ii) It is computationally very efficient and this makes the TFDT

able to return disorder-averaged results.

For the systems of interest, the TFDT energy functional E[ni] will be a functional

of the density profiles, {ni(r)}, in the two graphenic layers. Neglecting exchange-
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correlation terms that have been shown to be small for most of the situation we are

interested in [29, 128], the general form of the functional E[ni] is:

E[ni] =
∑
i

EK [ni] +
∑
i

e2

2ε

∫
d2r

∫
d2r′

ni(r)ni(r
′)

|r− r′| +

+
∑
i,j 6=i

e2

2ε

∫
d2r

∫
d2r′

ni(r
′)nj(r)[

|r− r′|2 + d2
ij

]1/2
+ e

∑
i

∫
d2rV i

D(r)ni(r)−
∑
i

µi

∫
d2rni(r) (3.8)

where ε is the dielectric constant of the medium surrounding the graphenic layers,

dij is the distance between the graphenic layers, V i
D is the bare disorder potential

in layer i, and µi is the chemical potential in layer i. The second term in Eq. (3.8)

is the Hartree part of the intralayer Coulomb interaction, the third term is the

Hartree part of the interlayer Coulomb interaction, and the fourth is the one due to

the disorder potential V i
D. Assuming that charge impurities close to the surface of

SiO2 are the dominant source of disorder we have

V
(1)
D =

e

ε

∫
dr′

c(r′)

[|r− r′|2 + d2]1/2
; (3.9)

V
(2)
D =

e

ε

∫
dr′

c(r′)

[|r− r′|2 + (d+ d12)2]1/2
. (3.10)

The ground state is obtained by minimizing E with respect to {ni}. This gives

rise to two coupled equations. In general, for the cases we are interested in, the

term µkin ≡ δEK/δni is nonlinear. For the case of gapless SLG µkin scales as the

square-root of the density:

µ
(SLG)
kin [n] = ~vf sgn(n(r))

√
π |n(r)|. (3.11)
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For the case of gapped SLG we have

µ
(SLG)
kin [n,∆] = sgn(n(r))

√
~2v2

fπ |n(r)|+ ∆2 (3.12)

For BLG, neglecting the presence of a nonzero band-gap (∆), µkin depends

linearly on n. This fact allows us to obtain analytical results for the carrier density

ground state of BLG-BLG heterostructures in the limit ∆ = 0 (see Sec. 6.5). In the

presence of a band gap the screening is strongly non-linear and this is reflected by

the nonlinear dependence of µkin with respect to the density. Taking into account

the band-gap for BLG we have

µ
(BLG)
kin [n] =

√(
~2

2m∗

)2

π2n2 + ∆2. (3.13)

The nonlinearities due to the term δEK/δni, and the need to self-consistently calcu-

late ∆ for systems involving BLG imply that the solution of the TFDT equations can

only be achieved numerically. We then solve these equations for many (500-1000)

disorder realizations to obtain disorder-averaged results. The need to consider many

disorder realization to accurately obtain the disorder-averaged values of the quanti-

ties characterizing the ground state makes the computational efficiency of the TFDT

approach very valuable.

3.4 Results

Figure 3.2 shows the profiles for a single disorder realization of the carrier den-

sity and of the screened disorder potential in each layer of a SLG-SLG heterostruc-

ture, at the neutrality point. We see that, as for the case of isolated SLG and BLG
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FIG. 3.2: (Color online). Color plots showing (a) n1(r), (b) n2(r), (c) V
(1)
sc (r), and

(d) V
(2)
sc (r) for a SLG-SLG system at the charge neutrality point for a single disorder

realization with nimp = 3× 1011cm−2, d = 1 nm, and d12 = 1 nm.

[29, 39, 99–102], the carrier density profile breaks up in electron-hole puddles. We

also notice that the amplitude of the density fluctuations and the strength of the

screened disorder potential in the top layer is much smaller than in the bottom

layer. This is due mostly to the screening of the charge impurities by the layer

closer to the impurities. When the spectrum of SLG is gapped some regions of the

samples will be insulating. This is shown by Fig. 3.3 which presents the density and

screened disorder profiles for a single disorder realization in a SLG-SLG system in

which the band-gap in both graphene layers is set equal to 20 meV. The white areas

in Fig. 3.3 (a), (b) are insulating regions, i.e. regions in which the local chemical po-

tential is within the band-gap and therefore contain no carriers. The results shown

in Figs. 3.2,3.3 show how the profiles of the density and disorder of the top layer
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FIG. 3.3: (Color online). Color plots showing (a) n1(r), (b) n2(r), (c) V
(1)
sc (r), and

(d) V
(2)
sc (r) for a SLG-SLG system at the charge neutrality point for a single disorder

realization with nimp = 3× 1011cm−2, d = 1 nm, d12 = 1 nm, and a finite band-gap
∆ = 20 meV in both layers.

and the bottom layer are different. The asymmetry between the profiles in the two

layers will also be reflected in the transport properties as observed experimentally

[8]. In particular, for our configuration in which the disorder is dominated by the

charge impurities at the surface of the SiO2 , we see that in the presence of a gap the

insulating regions are substantially larger in the top layer than in the bottom layer.

We discuss the effect of this asymmetry on the qualitative features of electronic

transport in section 3.5.
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FIG. 3.4: (Color online). Color plots showing (a) n1(r), (b) n2(r), (c) V
(1)
sc (r),

(d) V
(2)
sc (r) and (e) ∆(1) corresponding to the BLG-SLG hybrid system at charge

neutrality point for a single disorder realization, nimp = 3 × 1011cm−2, d = 1 nm,
and d12 = 1 nm. (f) Sketch of the gapped BLG bands in the presence of disorder.

Figure 3.4 shows the profiles for a single disorder realization of the carrier den-

sity, panels (a) and (b), and screened disorder potential, panels (c) and (d), in

each layer of a hybrid BLG-SLG heterostructure at the charge neutrality point. In

comparing Fig. 3.2 (a) and Fig. 3.4 (a), we notice that the carrier density inhomo-

geneities are much stronger for BLG than SLG (all the rest being the same). This is

due to the difference in the low-energy band structure between SLG and BLG. Due

to this difference, the price in kinetic energy to create a density fluctuation at low
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energies is much higher for SLG than BLG. Figure 3.4 (b) shows that the ampli-

tude of the density fluctuations in the top layer (SLG) is much smaller in BLG-SLG

than in the SLG-SLG. This is due to the fact that BLG, as the layer closer to the

impurities, is much more efficient than SLG in screening the second layer from the

disorder potential due to the charge impurities. This indicates that the mobility

of SLG could be increased significantly when placed in a heterostructure in which

the layer closest to the charge impurities is BLG. That this is the case is further

confirmed by the disorder-averaged results that we present below.

Figure 3.4 (e) shows the profile for single disorder realization of the band-

gap in BLG. We see that, due to the presence of the charge impurities, ∆ is very

inhomogeneous. In addition, we see that locally ∆ can be as large as 60 meV.

One could then wonder why in correspondence with the regions where ∆ is large,

the carrier density, Fig. 3.4 (a), locally does not go to zero. This is due to the

fact that when the doping is set to zero in both layers the perpendicular electric

field responsible for opening the band-gap is due to the charge impurities that we

have assumed to be concentrated below the first layer. In these conditions, the

regions in which E⊥ is strong correspond to regions where the density of charge

impurities is high and the induced carrier density is also high. In other words, for

the conditions considered, regions where ∆ 6= 0 are also regions where the local value

of the chemical potential is outside the gap as shown schematically in Fig. 3.4 (f).

The scenario sketched in Fig. 3.4 (f) is not valid when a non-negligible density of

charge impurities is also present above the top graphenic layers or between the two

graphenic layers. Also, when the doping in one or both the two graphenic layers

is not zero there will be a uniform contribution to E⊥ and this can create regions

where the chemical potential is within the gap.
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FIG. 3.5: (Color online). Color plots showing (a) n1(r), (b) n2(r), (c) V
(1)
sc , (d) V

(2)
sc ,

(e) ∆(1), and (f) ∆(2) corresponding to the BLG-BLG system at charge neutrality
point for a single disorder realization, nimp = 3× 1011cm−2, d = 1 nm, and d12 = 1
nm.

Figure 3.5 shows the profiles for single disorder realization of carrier density,

screened disorder potential, and gap, in both layers of a BLG-BLG heterostructure,

at the neutrality point. As for the other heterostructures, we see that the screening

by the first layer considerably reduces the amplitude of the density inhomogeneities

in the second layer and of the screened disorder potential. In addition, the band

gap in the second layer is quite smaller than that in the first layer as we see in

Fig. 3.5 (e), (f).

A quantitative comparison between the theoretical and the experimental results
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is only possible by obtaining the disorder-averaged values of the quantities that

are measured experimentally. In addition, the disorder-averaged characterization

of the ground state carrier density distribution is an essential ingredient for the

development of the transport theory in the presence of strong, disorder-induced,

carrier density inhomogeneities [39].

For BLG-BLG heterostructures in the limit in which the band-gap ∆ is zero, we

can obtain analytic expressions for the disorder-averaged quantities that characterize

the density profile and the screened disorder potential from the TFDT equations.

Below we will show that in some situations the results obtained by setting ∆ = 0

provide results for for n(rms) and Vsc (rms) that well approximate the results obtained

by calculating ∆ self-consistently. By minimizing the functional E[n1, n2] of BLG-

BLG structures with ∆ = 0 with respect to the density profile n1(r) in the first

layer and the density profile n2(r) in the second layer we find:

ni(q) =
rsc|q|e|q|d12

π
[
e2|q|d12 (1 + |q|rsc)

2 − 1
] [V (j)

D (q)

rsc
− 2m∗

~2
µjδ(q) +

e|q|d12 (1 + |q|rsc)

(
2m∗

~2
µiδ(q)− V

(i)
D (q)

rsc

)]
(3.14)

where ni(q) is the Fourier transform of the carrier density profile in layer i = 1, 2,

j = 2 (1) if i = 1 (2), and rsc = ε~2/(2e2m∗) ≈ 3.2 nm is the BLG screening length.

Using the statistical properties of the impurity distribution c(r) we can calculate the

root mean square of the carrier densities (ni(rms)) and the screened disorder potential

V (i)
sc =

V
(i)
D (r)

rsc

+
1

2rsc

∫
dr′

nj(r
′)

[|r− r′|2 + d2
12]

1/2
+

1

2rsc

∫
dr′

ni(r
′)

|r− r′| . (3.15)
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We find:

ni(rms) =

[
2

r2
scπ

nimpIi

(
d

rsc

,
d12

rsc

)]1/2

, (3.16)

V
(i)

sc(rms) =
~2π

2m∗
ni(rms), (3.17)

(i = 1, 2) where

I1(x, y) =

∫ ∞
0

dzze−2xz [1− e2yz(1 + z)]
2

[1− e2yz(1 + z)2]2
, (3.18)

and

I2(x, y) =

∫ ∞
0

dz
z3e2z(y−x)

[1− e2yz(1 + z)2]2
. (3.19)

Figure 3.6 shows the scaling of n(rms) (and Vsc (rms)) in the two layers as a function of

d/rsc and d12/rsc. As d increases the amplitude of the carrier density inhomogeneities

decreases rapidly. As d12 increases, n1(rms) approaches the value found for a single

BLG sheet [129] whereas n2(rms) decreases exponentially to zero.
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FIG. 3.6: (Color online). Color plots of (a) n1 (rms)rsc/
√

nimp, and (b)
n2 (rms)rsc/

√
nimp as a function of d/rsc, and d12/rsc as obtained in equation 3.16.

As discussed in Sec. 3.2 when SLG is one of the constituents of the heterostruc-

ture, and/or when the BLG’s band-gap cannot be neglected, the TFDT equations

can only be solved numerically due to the nonlinearity induced by the kinetic en-

ergy term. Below we present our results for the disorder-averaged quantities. Apart
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when explicitly indicated, all the results were obtained for 160 × 160 nm samples

with a spatial coarse-graining of 1 nm [131, 132]. For each case we used a number

of disorder realizations, NS, large enough to guarantee that the results would not

change if a larger number of disorder realizations were used. For the cases presented

below we find that the results do not depend on Ns when Ns is larger than 500.

−3−2−1 0 1 2 3
〈n1〉 (1012cm−2)

−3

−2

−1

0

1

2

3

〈n
2
〉(

10
12

cm
−

2
)

(a) n1(rms)(1011cm−2)

0.8
1.6
2.4
3.2
4.0
4.8
5.6
6.4
7.2

−3−2−1 0 1 2 3
〈n1〉 (1012cm−2)

−3

−2

−1

0

1

2

3

〈n
2
〉(

10
12

cm
−

2
)

(b) n2(rms)(1011cm−2)

0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5

−3−2−1 0 1 2 3
〈n1〉 (1012cm−2)

−3

−2

−1

0

1

2

3

〈n
2
〉

(1
012

cm
−

2
)

(c) V
(1)
sc(rms)(meV)

22
24
26
28
30
32
34

−3−2−1 0 1 2 3
〈n1〉 (1012cm−2)

−3

−2

−1

0

1

2

3

〈n
2
〉

(1
012

cm
−

2
)

(d) V
(2)
sc(rms)(meV)

10
12
14
16
18
20
22
24
26

FIG. 3.7: (Color online). Color plots of (a) n1 (rms), (b) n2 (rms), (c) V
(1)
sc (rms), and

(d) V
(2)
sc (rms) for SLG-SLG system as a function of the average carrier density for

nimp = 3× 1011cm−2, d = 1 nm, and d12 = 1 nm.

Figure 3.7 shows the root mean square of the carrier density and of the screened

disorder potential in each layer of a SLG-SLG heterostructure. We see that the

amplitude of the carrier density fluctuations in the first layer increases with 〈n1〉 and

depends quite weakly on 〈n2〉. Analogously, n(rms) in the second layer increases with

〈n2〉. This is due to the fact that as the doping increases more carriers are available

to screen the disorder potential by creating high density electron (hole) puddles in
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correspondance of the valleys (peaks) of the bare disorder potential. However, we

see that n2(rms) also depends significantly on 〈n1〉. This is due to the fact that the

first layer, being the closest to the charge impurities, is most responsible for the

screening of the disorder potential and therefore significantly affects the amplitude

of the density fluctuations in the second layer. Both 〈n1〉 and 〈n2〉 contribute to

a decrease of the screened disorder potential in layer 1 and layer 2, as show by

Fig. 3.7 (c) and (d). The results of Fig. 3.7 (b) and (d) confirm the conclusion that

we derived from the single disorder realization results: due to the screening effect of

the first layer the amplitude of the carrier density inhomogeneities and the strength

of the screened disorder potential are weaker in layer 2 than in layer 1.
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FIG. 3.8: (Color online). Color plots of (a) n1 (rms), (b) n2 (rms), (c) V
(1)
sc (rms), (d)

V
(2)
sc (rms), (e) fraction of the area of the sample that is insulating in layer 1, A

(1)
I ,

and (f) fraction of the area of the sample that is insulating in layer 2, A
(2)
I , for

SLG-SLG system with finite band-gap as a function of the average carrier density
for ∆ = 20 meV, nimp = 3× 1011cm−2, d = 1 nm, and d12 = 1 nm.

In presence of a band-gap in the graphene spectrum for SLG-SLG systems,

the dependence of n(rms) and Vsc (rms) on 〈n1〉 and 〈n2〉 is qualitatively similar to

the gapless cases. In the presence of a gap it is interesting to also look at how the

fraction of the area of graphene that is insulating, A
(1)
I (A

(2)
I ) for layer 1 (2), depends

on the doping in the two layers, see Figs. 3.8 (e), (f). For relatively large impurity

densities, such as considered for the results shown in Fig. 3.8 (e), (f), AI in layer 1

depend only weakly on the doping of layer 2, and vice versa. However, as we show
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in Fig. 3.15, and as we discuss in section 3.5, this is not the case at low impurity

densities. In practice we have that when the screened disorder Vsc (rms) . ∆ the

effect of layer j on AI of the other layer can be very significant.

0.0 0.5 1.0 1.5 2.0
〈n1〉 (1012 cm−2)

5.0

5.2

5.4

5.6

5.8

6.0

n
1(

rm
s)

(1
011

cm
−

2 )

(a)

0.0 0.5 1.0 1.5 2.0
〈n1〉 (1012 cm−2)

15

20

25

〈∆
〉(

m
eV

)

(b)

0.0 0.5 1.0 1.5 2.0
〈n1〉 (1012 cm−2)

1.85

1.90

1.95

2.00

2.05

2.10

2.15

n
2(

rm
s)

(1
011

cm
−

2 )

(c)

0.0 0.5 1.0 1.5 2.0
〈n1〉 (1012 cm−2)

2

4

6

8

10

〈∆
〉(

m
eV

)

(d)

FIG. 3.9: (Color online). Plot of (a) n1(rms) and (c) n2(rms) as a function of 〈n1〉 for
nimp = 2 × 1011cm−2, d12 = 1nm, and d= 1nm. The squares symbols correspond
to 〈n2〉 = 1.5 × 1012cm−2, and the circle symbols correspond to 〈n2〉 = −1.5 ×
1012cm−2. The curves with open symbols show the results obtained keeping ∆ fixed,
whereas the curves with solid symbols show the results obtained by calculating ∆
self-consistently. 〈∆〉 is shown in subplots (b) and (d) also as a function of 〈n1〉.
The dashed lines correspond to the case ∆ = 0eV for both values of 〈n2〉, since the
gapless BLG-SLG system is even in 〈n2〉.
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FIG. 3.10: (Color online). Color plots of (a) n1 (rms), (b) n2 (rms), (c) V
(1)
sc (rms), (d)

V
(2)
sc (rms), (e) 〈∆〉, and (f) ∆rms for BLG-SLG system as a function of the average

carrier density for nimp = 3× 1011cm−2, d = 1 nm, and d12 = 1 nm.

For heterostructures in which BLG is present we need to account for the opening

of a band-gap due to the presence of a perpendicular electric field. The calculation of

the band-gap has to be done self-consistently due to the fact that the redistribution

of the charges in the layer forming the heterostructure modifies the profile of the

perpendicular component of the electric field, affecting the profile of the band-gap

that itself affects the screening properties of the heterostructure. To test the impor-

tance of self-consistently calculating the profile of ∆ for a set of cases for BLG-SLG

structures, we first performed the calculation setting ∆ equal to the value obtained

from Eqs. (3.4), (3.6), (3.7) in the limit of homogeneous density profiles in the two
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layers, with n1 = 〈n1〉, and n2 = 〈n2〉. We then redid the calculation by obtain-

ing ∆(r) self-consistently. The comparison of the two sets of results is shown in

Fig. 3.9 in which n(rms) in the two layers and the average gap (〈∆〉) are plotted as

a function of 〈n1〉 for a fixed, non zero, value of 〈n2〉: the curves with open symbols

show the results obtained keeping ∆ fixed, whereas the curves with solid symbols

show the results obtained by calculating ∆ self-consistently. We see that in general

the value of n(rms) obtained using the two approaches differ. For the case in which

〈n1〉〈n2〉 > 0 we have that the value of 〈∆〉 obtained self-consistently is reasonably

approximated by the fixed value, ∆fixed, obtained assuming uniform carrier density

profiles. However, for 〈n1〉〈n2〉 < 0 we find that the value of 〈∆〉 is significantly

different from ∆fixed, Fig. 3.9 (d). The results of Fig. 3.9 show that the effect of

the disorder cannot be captured by a simple average of a spatially homogeneous

theory and requires a self-consistent calculation of the parameters defining the local

band-structure. All results that we present for heterostructures in which BLG is

present were obtained calculating ∆ self-consistently.
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FIG. 3.11: (Color online). Color plots of (a) n1 (rms), (b) n2 (rms), (c) V
(1)
sc (rms), (d)

V
(2)
sc (rms), (e) 〈∆(1)〉, (f) 〈∆(2)〉, (g) ∆

(1)
rms, and (h) ∆

(2)
rms for BLG-BLG system as a

function of the average carrier density for nimp = 3 × 1011cm−2, d = 1 nm, and
d12 = 1 nm.
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FIG. 3.12: (Color online). Plots of (a) n2 (rms) and (b) V
(2)
sc (rms) as a function of the

carrier density on the graphenic layer closest to the impurities. The blue crosses
correspond to the SLG-SLG system, the red circles correspond to the BLG-SLG
system, and the black dashed curve correponds to bare SLG.

For a fixed nimp, d, d12, Fig. 3.10 shows the dependence of the disorder averaged

quantities characterizing the ground state of a BLG-SLG structure on the 〈n1〉 and

〈n2〉. We see that amplitude of the density fluctuations and the strength of the

screened disorder potential at low dopings depend almost exclusively on 〈n2〉, the

average carrier density in SLG, and only very weakly on 〈n1〉, the average carrier

density in BLG. This is due to the fact that at low dopings the band gap in BLG

is quite small and so the density of states (DOS) of BLG is to good approximation

constant, independent of 〈n1〉. On the other hand, in SLG, due to the linear band

dispersion, the DOS depends linearly on the doping 〈n2〉. As a consequence at low

dopings a change of |〈n1〉| has a negligible effect on the screening properties of the

system whereas an increase (decrease) of |〈n2〉| increases (decreases) the screening

due to the second layer, SLG. At high dopings the situation is complicated by the

effect that a high average density on each layer has on the size of the gap in BLG,

as shown in Fig. 3.10 (e). As a consequence the DOS in BLG is no longer almost

independent of 〈n1〉. This causes dependence of n(rms) and Vsc (rms) on the value of

〈n1〉. In particular, the asymmetry of n(rms) and Vsc (rms) with respect to 〈n1〉, for
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large values of 〈n2〉, is due to the asymmetric dependence of ∆ on 〈n1〉, Fig. 3.10 (e).

Figure 3.10 (f) shows the root mean square of ∆, 〈∆rms〉. We see the 〈∆rms〉 is in

general of the same order of ∆, indicating the inhomogeneities of the band-gap

in BLG are quite strong and cannot be treated perturbatively. In addition, we

see that, qualitatively, 〈∆rms〉 depends on 〈n1〉 and 〈n2〉 in a similar way to 〈∆〉.

Another important feature of the results of Fig. 3.10 to notice is that when both

|〈n1〉| and |〈n2〉| are large the size of the gap in BLG is comparable to the strength

of the screened disorder potential. In these conditions we expect that the transport

properties might be significantly affected by the presence of the band-gap and that

BLG might behave as a bad-metal [129].

We now consider the BLG-BLG heterostructure. In this case both the top layer

and the bottom layer can have a gapped band structure. Due to the fact that the

band gap in both layers depends asymmetrically on 〈n1〉 and 〈n2〉, Fig. 3.11 (e), (f),

we find that n(rms) and Vsc (rms), in both layers, depend asymmetrically on the average

carrier density of each layer, as shown in Fig. 3.11 (a)-(d). We also find that in both

layers the r.m.s. of the band gap is of the same order as 〈∆〉 and that it scales

with 〈n1〉 and 〈n2〉 qualitatively as 〈∆〉. We notice that for the bottom layer the

average band-gap is never larger than the r.m.s of screened disorder potential. On

the other hand, for the top layer we have that at large |〈n1〉| and |〈n2〉| the average

gap is larger than V
(2)
sc(rms). As a consequence we expect that when |〈n1〉| and |〈n2〉|

are large the bottom layer will behave as a bad metal and the top layer as a bad

insulator [129].

By comparing the results of Fig. 3.7, 3.10, and 3.11, we see that the three het-

erostructures, SLG-SLG, BLG-SLG, BLG-BLG, exhibit disorder-induced density

fluctuations of comparable magnitude, and comparable strengths of the screened

disorder potential. These results suggest that the effect of disorder on the estab-
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lishment of collective ground states that has been proposed for SLG-SLG [93–98]

BLG-SLG [98], and BLG-BLG [133] should be comparable.

It is interesting to compare the amplitude of n(rms) and of Vsc (rms) for SLG

when isolated and when part, as top layer, of one of the heterostructures considered.

Figure 3.12 presents such a comparison. As we had anticipated above we see that

n(rms) and Vsc (rms) in SLG are much lower when part of a heterostructure, due

to the screening of the disorder by the bottom layer, than when isolated. From

the results of Fig. 3.12 we see that when the doping in the bottom layer is ∼

1012cm−2 n(rms) can be reduced by an order of magnitude thanks to the screening

of the disorder by the bottom layer. Figure 3.12 (b) shows that the strength of the

screened disorder potential in SLG is reduced by a factor 3 by the presence of the

graphenic bottom layer. In addition, Fig. 3.12 shows that BLG, as a bottom layer,

for 〈n1〉 . 2.5× 1012cm−2, is more efficient than SLG to screen the top SLG layer.

For 〈n1〉 & 2.5 × 1012cm−2, SLG and BLG, as bottom layers, have the same effect

on screening the disorder for the top layer given that their band structures are very

similar for dopings of this order or larger.

The results of Fig. 3.12 suggest that, assuming that charge impurities are the

dominant source of disorder, a very effective way to reduce the effects of disorder

in SLG and BLG would be to considerably reduce the thickness of the insulating

layer between the graphene sheet and the back gate. Given the modern techniques

to realize graphene devices, this is something that we think could be done using the

currently available experimental capabilities.
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FIG. 3.13: (Color online). Color plots of the density correlation C12 = 〈n1n2〉 −
〈n1〉〈n2〉 as a function of the average carrier density for (a) SLG-SLG, (b) BLG-SLG
and (c) BLG-BLG systems for d= 1 nm, nimp = 3× 1011cm−2, and d12 = 1 nm.

To understand the physics of graphene heterostructures in the presence of dis-

order a very important property is the correlation, C12 = 〈n1(r)n2(r)〉 − 〈n1〉〈n2〉,

between the density profiles in the two layers. The knowledge of C12 is important

to estimate the effect of disorder on the establishment of correlated ground states.

Moreover, knowledge of the nature of the correlations in the presence of disorder

between n1(r) and n2(r) might be essential to understanding recent drag resistance

measurements [11] on SLG-SLG heterostructures.

One possible explanation of these measurements relies on the presence of cor-

related electron hole puddles in the two layers [107, 108] close to the double charge

neutrality point (i.e. when both 〈n1〉 and 〈n2〉 are equal to zero). Our results for C12,

Fig. 3.13, show that, for all three heterostructures considered, C12 is always posi-

tive, indicating that each electron (hole) puddle in the bottom layer corresponds an

electron (hole) puddle in the top layer. This is due to the fact that the formation of
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the electron hole puddles is mainly due to the presence of charge impurities below

the bottom layer. Assuming that the energy transfer mechanism presented in Ref.

[107, 108] is the main mechanism for the strong peak of the drag resistivity observed

in Ref. [11] at the double charge neutrality point, our results therefore strongly sug-

gest that in the SLG-SLG double layer structure used in Ref. [11], charge impurities

below the bottom layer are the dominant source of disorder and the main reason for

the formation of the electron-hole puddles at low dopings.

If the density of charge impurities between the two graphene sheets, or above

the top sheet, is comparable to the density of charge impurities located below the

bottom sheet the results for the correlation C12 would be modified. The amount

of change would depend on the details of the device: ratio between the inter-sheet

impurity density, the impurity density above the top layer, and the impurity density

below the bottom sheet; average distance of the impurity distributions to each of

the sheets; doping level in each layer,... In general, we would expect that, as the

impurity density between the sheets and above the top sheet become less negligible,

the carrier density fluctuations in the two sheets would become less correlated.
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FIG. 3.14: (Color online). Plots of (a) n1 (rms), (b) n2 (rms), (c) V
(1)
sc (rms), and (d)

V
(2)
sc (rms) as a function of the impurity strength nimp for the SLG-SLG system, d= 1

nm, d12 = 1 nm, and for four different carrier density averages. The circle symbols
correspond to 〈n1〉 = 0 cm−2 and 〈n2〉 = 0 cm−2, the cross symbols to 〈n1〉 = 5×1011

cm−2 and 〈n2〉 = 0 cm−2, the triangle symbols to 〈n1〉 = 0 cm−2 and 〈n2〉 = 5× 1011

cm−2, and the star symbols correspond to 〈n1〉 = 5× 1011 cm−2 and 〈n2〉 = 5× 1011

cm−2.
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FIG. 3.15: (Color online). Plots of (a) n1 (rms), (b) n2 (rms), (c) V
(1)
sc (rms), (d) V

(2)
sc (rms),

(e) fraction of the area of the sample that is insulating in layer 1, A
(1)
I , and (f) fraction

of the area of the sample that is insulating in layer 2, A
(2)
I , as a function of the

impurity strength nimp for a SLG-SLG system with gapped graphene: ∆ = 20 meV,
d= 1 nm, d12 = 1 nm, and for four different carrier density averages. The circle
symbols correspond to 〈n1〉 = 0 cm−2 and 〈n2〉 = 0 cm−2, the cross symbols to
〈n1〉 = 5× 1011 cm−2 and 〈n2〉 = 0 cm−2, the triangle symbols to 〈n1〉 = 0 cm−2 and
〈n2〉 = 5× 1011 cm−2, and the star symbols correspond to 〈n1〉 = 5× 1011 cm−2 and
〈n2〉 = 5× 1011 cm−2.
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FIG. 3.16: (Color online). Plots of (a) n1 (rms), (b) n2 (rms), (c) V
(1)
sc (rms), (d) V

(2)
sc (rms),

(e) 〈∆〉, and (f) ∆(rms) as a function of the impurity strength nimp for the BLG-SLG
system, d= 1 nm, d12 = 1 nm, and for four different carrier density averages. The
circle symbols correspond to 〈n1〉 = 0 cm−2 and 〈n2〉 = 0 cm−2, the cross symbols
to 〈n1〉 = 5× 1011 cm−2 and 〈n2〉 = 0 cm−2, the triangle symbols to 〈n1〉 = 0 cm−2

and 〈n2〉 = 5× 1011 cm−2, and the star symbols correspond to 〈n1〉 = 5× 1011 cm−2

and 〈n2〉 = 5× 1011 cm−2.
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FIG. 3.17: (Color online). Plots of (a) n1 (rms), (b) n2 (rms), (c) V
(1)
sc (rms), (d) V

(2)
sc (rms),

(e) 〈∆(1)〉, (f) 〈∆(2)〉, (g) ∆
(1)
(rms), and ∆

(2)
(rms) as a function of the impurity strength

nimp for the BLG-BLG system, d= 1 nm, d12 = 1 nm, and for four different carrier
density averages. The circle symbols correspond to 〈n1〉 = 0 cm−2 and 〈n2〉 = 0
cm−2, the cross symbols to 〈n1〉 = 5 × 1011 cm−2 and 〈n2〉 = 0 cm−2, the triangle
symbols to 〈n1〉 = 0 cm−2 and 〈n2〉 = 5×1011 cm−2, and the star symbols correspond
to 〈n1〉 = 5× 1011 cm−2 and 〈n2〉 = 5× 1011 cm−2.
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Figures 3.14-3.17 show the dependence on the impurity density of the sta-

tistical quantities characterizing the disordered the ground state, for SLG-SLG,

BLG-SLG, and BLG-BLG respectively. To obtain these results we considered

four different combination of average densities in the two layers: (〈n1〉, 〈n2〉) =

(0, 0); (5× 1011cm−2, 0), (0, 5× 1011cm−2, 0)(5× 1011cm−2, 5× 1011cm−2).

For SLG-SLG, Fig. 3.14, we have that the scaling with nimp is qualitatively

similar for all four pairs of (〈n1〉, 〈n2〉) considered. The main feature is that, as is

the case also for isolated SLG, n(rms) is lower for 〈n〉 ≈ 0 than for 〈n〉 away from the

charge neutrality point. When the band structure of SLG is gapped we have that

the scaling n(rms) and Vsc (rms) with nimp, Figs. 3.15 (a)-(d), is qualitatively similar

to the one obtained for the gapless case. For low values of 〈n1〉 (〈n2〉) the fraction

of the insulating area in layer 1 (2) depends quit strongly on nimp, as shown in

Figs. 3.15 (e), (f). In addition we see that at low doping in layer 1 (2), and low

impurity densities, A
(1)
I (A

(2)
I ) depends quite strongly on 〈n1〉 (〈n2〉), i.e. on the

doping of the other graphenic layer. For BLG-SLG heterostructures, Fig. 3.16, we

find that n(rms) and Vsc (rms) depend very weakly on the 〈n1〉, consistent with the

results shown in Fig. 3.10. The results of Fig. 3.16 (c) and (e) also show that the

ratio between the screened disorder potential and the average band gap increases

with nimp. We therefore expect that the effects on the transport properties due to

the presence of a band gap [114, 129, 134–136] will be stronger for cleaner samples.
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FIG. 3.18: (Color online). Plots of (a) n1 (rms), (b) n2 (rms), (c) V
(1)
sc (rms), and (d)

V
(2)
sc (rms) as a function of the distance between the impurities and the lower graphenic

layer d for the SLG-SLG system, d12 = 1 nm, and nimp = 3× 1011 cm−2. The circle
symbols correspond to 〈n1〉 = 0 cm−2 and 〈n2〉 = 0 cm−2, the cross symbols to
〈n1〉 = 5× 1011 cm−2 and 〈n2〉 = 0 cm−2, the triangle symbols to 〈n1〉 = 0 cm−2 and
〈n2〉 = 5× 1011 cm−2, and the star symbols correspond to 〈n1〉 = 5× 1011 cm−2 and
〈n2〉 = 5× 1011 cm−2.

Consistently with the results of Fig. 3.11 we find that for BLG-BLG systems

the dependence of n(rms) and Vsc (rms) on nimp is only weakly affected by the values

of 〈n1〉 and 〈n2〉, Fig. 3.17. In Fig. 3.17 (a)-(d) the dashed line shows the results

obtained equations (3.16) (3.17) obtained assuming ∆ = 0. We see that, for the

purpose of estimating n(rms) and Vsc (rms), in BLG-BLG heterostructures neglecting

the presence of a band-gap returns results that are in good agreement with the

results obtained taking into account the fact that ∆ 6= 0. As in BLG-SLG systems

we observe that also in BLG-BLG heterostructures the ratio Vsc (rms)/〈∆〉 increases

with nimp. However, we notice that for the top BLG layer there is a large range of
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values of nimp, and dopings, for which 〈∆〉 is larger than Vsc (rms) and for which we

therefore expect the top layer to behave as an insulator.
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FIG. 3.19: (Color online). Plots of (a) n1 (rms), (b) n2 (rms), (c) V
(1)
sc (rms), (d) V

(2)
sc (rms),

(e) 〈∆〉, and (f) ∆(rms) as a function of d for the BLG-SLG system, d12 = 1 nm,
nimp = 3 × 1011 cm−2, and for four different carrier density averages. The circle
symbols correspond to 〈n1〉 = 0 cm−2 and 〈n2〉 = 0 cm−2, the cross symbols to
〈n1〉 = 5× 1011 cm−2 and 〈n2〉 = 0 cm−2, the triangle symbols to 〈n1〉 = 0 cm−2 and
〈n2〉 = 5× 1011 cm−2, and the star symbols correspond to 〈n1〉 = 5× 1011 cm−2 and
〈n2〉 = 5× 1011 cm−2.

As the distance d of the charge impurities from the bottom layer is increased,

the amplitude of the carrier density inhomogeneities and of the r.m.s. of the screened

disorder decrease rapidly for all the three heterostructures considered. This is shown
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in Figs. 3.18-3.20. In particular, panel (d) of these figures shows that for d & 10 nm,

Vsc (rms) in the top layer is extremely small, smaller than 5 meV for the realistic

parameter considered. These results suggest that the combination of first screening

layer (graphenic or metallic) and a clean buffer layer of a high quality dielectric, such

as hexagonal boron nitride (hBN), 10 nm thick or more would reduce the effects of

the disorder due to charge impurities to almost negligible levels.
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FIG. 3.20: (Color online). Plots of (a) n1 (rms), (b) n2 (rms), (c) V
(1)
sc (rms), (d) V

(2)
sc (rms),

(e) 〈∆(1)〉, (f) 〈∆(2)〉, (g) ∆
(1)
(rms), and ∆

(2)
(rms) as a function d for the BLG-BLG system,

d12 = 1 nm, nimp = 3×1011 cm−2, and for four different carrier density averages. The
circle symbols correspond to 〈n1〉 = 0 cm−2 and 〈n2〉 = 0 cm−2, the cross symbols
to 〈n1〉 = 5× 1011 cm−2 and 〈n2〉 = 0 cm−2, the triangle symbols to 〈n1〉 = 0 cm−2

and 〈n2〉 = 5× 1011 cm−2, and the star symbols correspond to 〈n1〉 = 5× 1011 cm−2

and 〈n2〉 = 5× 1011 cm−2.
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For BLG-BLG systems we find that the scaling of n(rms) and Vsc (rms) with d,

analogously as for the scaling with nimp, is very well approximated by equations

(3.16), (3.17) derived in the limit ∆ = 0. Also, we find that for d & 3 nm 〈∆〉

dependence on d is very weak, and that the ratio 〈∆rms〉/〈∆〉 is quite small. This

is due to the fact that as d increases the disorder potential provides a decreasing

contribution to the perpendicular electric field and therefore to the band-gap of

BLG. For very large d and 〈n1〉 (and/or 〈n2〉) not zero the finite value of the band-

gap is due to the almost uniform charge distributions in the graphenic layers and

metal gates.
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FIG. 3.21: (Color online). Plots of (a) n1 (rms), (b) n2 (rms), (c) V
(1)
sc (rms), and (d)

V
(2)
sc (rms) as a function of the distance between graphenic layers d12 for the SLG-SLG

system, d= 1 nm, and nimp = 3 × 1011 cm−2. The circle symbols correspond to
〈n1〉 = 0 cm−2 and 〈n2〉 = 0 cm−2, the cross symbols to 〈n1〉 = 5 × 1011 cm−2 and
〈n2〉 = 0 cm−2, the triangle symbols to 〈n1〉 = 0 cm−2 and 〈n2〉 = 5 × 1011 cm−2,
and the star symbols correspond to 〈n1〉 = 5× 1011 cm−2 and 〈n2〉 = 5× 1011 cm−2.
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FIG. 3.22: (Color online). Plots of (a) n1 (rms), (b) n2 (rms), (c) V
(1)
sc (rms), (d) V

(2)
sc (rms),

(e) 〈∆〉, and (f) ∆(rms) as a function of d12 for the BLG-SLG system, d= 1 nm,
nimp = 3 × 1011 cm−2, and for four different carrier density averages. The circle
symbols correspond to 〈n1〉 = 0 cm−2 and 〈n2〉 = 0 cm−2, the cross symbols to
〈n1〉 = 5× 1011 cm−2 and 〈n2〉 = 0 cm−2, the triangle symbols to 〈n1〉 = 0 cm−2 and
〈n2〉 = 5× 1011 cm−2, and the star symbols correspond to 〈n1〉 = 5× 1011 cm−2 and
〈n2〉 = 5× 1011 cm−2.

Figures 3.21-3.23 show the dependence of n(rms), Vsc (rms) and ∆ on the dis-

tance, d12, between the two layers forming the heterostructure. For the SLG-SLG

heterostructure, Fig. 3.21, the scaling on d12 of n(rms) and Vsc (rms) in layer 1 (layer

2) depends strongly on the average carrier density in layer 2 (layer 1). This is due

to the fact that the ability of layer 1 (layer 2) to screen layer 2 (layer 1) from the
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disorder potential depends strongly on its average carrier density. For example,

when 〈n2〉 = 0 layer 2 does not provide a significant contribution to the screening

of the disorder potential in layer 1 and therefore moving it away from layer 1, i.e.

increasing d12, has only a very minor effect on the value of n1(rms) and V
(1)
sc(rms), as

shown in Fig. 3.21 (a), (b) respectively.

For BLG-SLG heterostructures, Fig. 3.22, the dependence of n(rms) and Vsc (rms)

on d12 it is almost independent of the average density in BLG, layer 1, a fact that

is consistent with the other results that we have presented above for BLG-SLG

systems. This reflects the fact that the density of states in BLG at low dopings

depends only very weakly on the value of 〈n〉. As d12 increases, the values of n1(rms)

and V
(1)
sc(rms) approach asymptotically the values for isolated BLG. Moreover, we

observe that, as d12 increases, the value of 〈∆〉 and 〈∆rms〉 approach a constant

value, independent of d12, but dependent on 〈n2〉, Figs. 3.22 (e), (f).
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FIG. 3.23: (Color online). Plots of (a) n1 (rms), (b) n2 (rms), (c) V
(1)
sc (rms), (d) V

(2)
sc (rms),

(e) 〈∆(1)〉, (f) 〈∆(2)〉, (g) ∆
(1)
(rms), and ∆

(2)
(rms) as a function d12 for the BLG-BLG

system, d= 1 nm, nimp = 3 × 1011 cm−2, and for four different carrier density
averages. The circle symbols correspond to 〈n1〉 = 0 cm−2 and 〈n2〉 = 0 cm−2, the
cross symbols to 〈n1〉 = 5 × 1011 cm−2 and 〈n2〉 = 0 cm−2, the triangle symbols
to 〈n1〉 = 0 cm−2 and 〈n2〉 = 5 × 1011 cm−2, and the star symbols correspond to
〈n1〉 = 5× 1011 cm−2 and 〈n2〉 = 5× 1011 cm−2.
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This is due to the fact that as d12 increases the screening effects of the top layer

on the bottom layer decrease, as mentioned above, and the perpendicular electric

field reaches a value that is almost independent of d12, but still dependent on 〈n2〉. In

these conditions, ∆ in layer 1 depends on layer 2 only via 〈n2〉.Also, as d12 increases,

〈∆rms〉 in layer 1 approaches a constant value corresponding to the value of 〈∆rms〉

for an isolated BLG sheet with average band-gap 〈∆〉.

The effect of a change in d12 in BLG-BLG systems is shown in Fig. 3.23. In

figures 3.23 (a)-(d) the dashed lines show the results obtained using equations (3.16),

(3.17) obtained by setting ∆ = 0 in both layers. We see that for the dependence of

n(rms) and Vsc (rms) on d12, as for the dependence on nimp and d, the results obtained

by setting ∆ = 0 are in good quantitative agreement with the results obtained by

calculating ∆ self-consistently. For the same reason mentioned for the case of BLG-

SLG heterostructure, we find that 〈∆〉 and 〈∆rms〉 in the bottom layer decrease with

d12 and approach a constant value for large d12. As for BLG-SLG we see that as d12

increases 〈∆rms〉 takes values that very close to the values of 〈∆〉.
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FIG. 3.24: (Color online). Plots of the carrier density probability distribution (a)
Pn1 , and (b) Pn2 , for the SLG-SLG system, d= 1 nm, and nimp = 3 × 1011 cm−2.
The solid line corresponds to 〈n1〉 = 0 cm−2 and 〈n2〉 = 0 cm−2, the dotted line
corresponds to 〈n1〉 = 5 × 1011 cm−2 and 〈n2〉 = 0 cm−2, the line-dotted curve
corresponds to 〈n1〉 = 0 cm−2 and 〈n2〉 = 5 × 1011 cm−2, and the dashed line
corresponds to 〈n1〉 = 5× 1011 cm−2 and 〈n2〉 = 5× 1011 cm−2.
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FIG. 3.25: (Color online). Plots of the carrier density probability distribution (a)
Pn1 , and (b) Pn2 , and plot of the gap probability distribution (c) P∆ for the BLG-
SLG system, d= 1 nm, and nimp = 3 × 1011 cm−2. The solid line corresponds to
〈n1〉 = 0 cm−2 and 〈n2〉 = 0 cm−2, the dotted line corresponds to 〈n1〉 = 5 × 1011

cm−2 and 〈n2〉 = 0 cm−2, the line-dotted curve corresponds to 〈n1〉 = 0 cm−2 and
〈n2〉 = 5× 1011 cm−2, and the dashed line corresponds to 〈n1〉 = 5× 1011 cm−2 and
〈n2〉 = 5× 1011 cm−2.

In figure 3.24 we show the probability distribution (Pni
) for the carrier density

in the two layers of a SLG-SLG heterostructure for different values of the average

doping 〈n1〉 and 〈n2〉. For 〈n1〉 = 0 (〈n2〉 = 0) we see that Pn1 (Pn2) is very strongly

peaked around the charge neutrality point: for ni → 0 Pn1 reaches values that are

orders of magnitude outside the scale of the figures. In this situation Pni
is not

Gaussian. As 〈n1〉 (〈n2〉) increases Pn1 (Pn2) becomes bimodal: it exhibits a very

strong and narrow peak at n1 = 0 (n2 = 0) and a much broader peak around

n1 = 〈n1〉 (n2 = 〈n2〉). Only for quite large values of 〈n〉 Pn is well approximated

by a simple Gaussian centered around 〈n〉. The properties of Pn for SLG-SLG
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FIG. 3.26: (Color online). Plots of the carrier density probability distribution (a)
Pn1 , and (b) Pn2 , and plots of the gap probability distributions (c) P∆(1) , and (d)
P∆(2) for the BLG-BLG system, d= 1 nm, and nimp = 3 × 1011 cm−2. The solid
line corresponds to 〈n1〉 = 0 cm−2 and 〈n2〉 = 0 cm−2, the dotted line corresponds
to 〈n1〉 = 5 × 1011 cm−2 and 〈n2〉 = 0 cm−2, the line-dotted curve corresponds
to 〈n1〉 = 0 cm−2 and 〈n2〉 = 5 × 1011 cm−2, and the dashed line corresponds to
〈n1〉 = 5× 1011 cm−2 and 〈n2〉 = 5× 1011 cm−2.

heterostructures, and its dependence on 〈n〉, are very similar to the ones of an

isolated layer of graphene [29]. The only difference is that, for the same strength of

the disorder, the peaks of Pn in the second layer are narrower than in the first layer

and than in an isolated graphene layer, because of the screening of the disorder by

the first layer. In addition we find that because of the screening effect of the first

layer, the value of 〈n2〉 above which Pn2 has a simple Gaussian peak centered around

〈n2〉 is lower than for the first layer (and than for isolated graphene).

Figure 3.25 (a), (b) show the results for Pni
for the case of BLG-SLG. The

presence of a perpendicular electric field induces the opening of a band-gap in BLG.
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This causes the presence of small gapped regions with zero carrier density. As

a consequence Pn1 exhibits an extremely narrow peak for n1 = 0 surrounded by

two large shoulders, Fig. 3.25 (a). As 〈n1〉 increases the narrow peak at n1 = 0

decreases and the two-shoulders structure becomes asymmetric evolving toward a

single, broad, Gaussian peak centered around 〈n1〉. Pn in the top layer, the SLG

layer, is qualitatively very similar to the Pn of the top layer in SLG-SLG structures,

just much narrower due to the fact that the BLG, as a bottom layer, is much more

efficient to screen the disorder potential.

Figure 3.25 (c) shows the profile of the probability distribution (P∆) of the band

gap in BLG. We see that P∆ has a Gaussian-like shape, approximately centered at

zero (of course limited to positive values). For the values of 〈n1〉 and 〈n2〉 considered

in Fig. 3.25 (c) the profiles of P∆ are qualitatively very similar indicating that, for the

cases shown, the main contribution to ∆ is due to the disorder potential. Only the

profile for 〈n1〉 = 〈n2〉 = 5×1011 cm−2 shows a significant difference from the profiles

for the other cases. This is due to the fact that for 〈n1〉 = 〈n2〉 = 5 × 1011 cm−2 a

uniform ∆, independent of the disorder, is present that causes a shift of the average

value of P∆.

Figures 3.26 (a), (b) show the results for Pni
for the case of BLG-BLG. The

results are qualitatively similar to the results shown in Fig. 3.25 (a) for the BLG

layer of a BLG-SLG structure, and the explanation of the main qualitative features

of Pn presented for that case apply also here. Figures 3.26 (c), (d) show P∆ in the

bottom and top layer respectively. In this case, for 〈n1〉 = 〈n2〉 = 5 × 1011 cm−2,

especially for the top layer, (black dashed line in Fig. 3.25 (d), it is clear that the

average of P∆ is shifted to the right due to the fact that when 〈n1〉 6= 0 and/or

〈n2〉 6= 0 a uniform band-gap is present.
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3.5 Metal-insulator transition in double-layer graphene

heterostructures

The experiments of Ref. [8] have shown that in SLG-SLG structures a density-

tuned metal-insulator transition (MIT) can be induced in one of the SLG layers by

tuning the doping in the other layer. The fact that the MIT in one layer is tuned

by the doping in the other layer strongly suggests that long-range disorder, and in

particular the electron-hole puddles that such disorder induces, play a dominant role

in the physics of the MIT in SLG-SLG systems.

In Ref. [8] it was proposed that the insulating behavior of a graphene layer in

a SLG-SLG heterostructure is due to strong Anderson localization made possible in

the system perhaps due to strong inter-valley scattering. The “control” graphene

layer provides additional screening of the disorder induced by charge impurities and

therefore a reduction of the amplitude of the electron-hole puddles in the studied

layer. In the scenario proposed in Ref. [8] the increase of the doping in the control

layer can reduce the strength of the carrier density inhomogeneities in the studied

layer, increasing the resistivity [39] to allow the manifestation of the strong Anderson

localization. In Ref. [137] the tunability of localization effects in the studied layer

via the doping of the control layer is attributed to the dependence of the scattering

rate due to charge impurities and the dephasing time in the studied layer on the

doping in the control layer.

Ref. [138] proposed a completely different scenario to interpret the results of

Ref. [8]. In this scenario the dramatic increase of the resistivity, close to the CNP, in

the studied layer, as a function of doping in the control layer is not due to Anderson

localization, but to the fact that, as the amplitude of the disorder-induced electron-
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hole puddles decreases, the resistivity at the CNP diverges since in SLG the density

of states vanishes at the CNP. One of the key observations of Ref. [138] is that,

contrary to metals, in systems like graphene, at low dopings, higher mobility samples

exhibit higher resistivity. This agrees with the experimental results of Ref. [8] that

show that of the two graphene layers forming the heterostructure, the one with the

higher mobility is the one exhibiting the highest resistivity at low dopings.

We note that the contrasting interpretations offered in Ref. [8] and Ref. [138]

for the experimental observations in Ref. [8] both depend crucially on the screening

properties of the double-SLG system, in particular, the suppression of the impurity-

induced puddles in the studied layer due to the screening induced by the control

layer, as noted already in Ref. [137] using a perturbative analytical approach of

double-SLG screening. Since our current work is precisely on the non-perturbative

screening properties of double-layer graphene system, we are in a good position

to shed light on the experimental situation studied in Ref. [8]. Our results show
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FIG. 3.27: (Color online). Plots of (a) n(rms) and, (b) Vsc (rms) at the CNP in layer
“i” as a function of the doping in the other layer 〈nī〉, for d= 1nm, d12 = 1nm,
and nimp = 3 × 1011 cm−2, for the gapless SLG-SLG heterostructure. The squares
correspond to the bottom SLG layer and the circles correspond to the top SLG layer.

that the two graphene layers forming the SLG-SLG heterostructure have in general

very different disordered ground states. This is exemplified by Figs. 3.27 and 3.28.
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Fig. 3.27 shows n(rms) and Vsc (rms) at the CNP in layer “i” as a function of the doping

in the other layer, layer ī. We see that the effect of the doping in the control layer is

very different if the studied layer is the top (2) or the bottom (1). In other words, the

screening properties of the double-SLG heterostructure are highly asymmetric, as

already noted in Ref. [137] using a simple analysis, with the screening of the bottom

layer by the top layer being very different quantitatively from the screening of the

top layer by the bottom layer. This is due to the fact that the charge impurities

are not distributed symmetrically, in particular we assumed that most of the charge

impurities are closed to the surface of the SiO2 since hBN is much cleaner than

SiO2 in terms of impurity disorder (see Fig. 3.1). The main qualitative feature that

we want to emphasize is that the higher the disorder potential, Vsc (rms), the higher is

n(rms) and therefore the lower is the resistivity, in contrast to normal metals for which

an increase of disorder corresponds to a resistivity increase. The results of Fig. 3.27

support the scenario presented in Ref. [138] provided our model for the gapless

asymmetric double-SLG heterostructure applies to the experimental situation.

Fig. 3.28 shows n(rms) and Vsc (rms) in the bottom (top) layer at the CNP as

function of the doping in the top (bottom) layer for the case in which the graphene

spectrum has a gap equal to 20 meV arising from the explicit presence of hBN

substrate which might break the SLG sublattice symmetry as discussed in section II

and as described by Eq. 3.2. Qualitatively the results are similar to the ones shown

in Fig. 3.27: the layer with strongest disorder has the highest n(rms) and therefore is

expected to be more metallic than the cleaner layer.

For SLG-SLG heterostructures for which the graphene spectrum has gap ∆

it is interesting to consider impurity densities such that Vsc (rms) . ∆. In this

situation we can have ground state configurations for which the majority of the

studied layer is covered by insulating regions. Under these conditions the layer is
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FIG. 3.28: (Color online). Plots of (a) n(rms) and, (b) Vsc (rms) at the CN in layer
“i” as a function of the doping in the other layer 〈nī〉, for d= 1nm, d12 = 1nm
and nimp = 3× 1011 cm−2, for the gapped SLG-SLG heterostructure. The graphene
spectrum has a gap equal to 20 meV. The squares correspond to the bottom SLG
layer and the circles correspond to the top SLG layer.

expected to behave as a (bad) insulator [129]. It is therefore interesting to see how

the fraction of the sample, AI , covered by insulating region in the studied layer

at the CNP depends on the doping in the control layer for impurity densities such

that Vsc (rms) ∼ ∆. This is shown in Fig. 3.29. As the doping in the control layer

increases the screened disorder in the studied layer decreases, Figs. 3.29 (c), (d). As

a consequence n(rms), i.e. the amplitude of the carrier density inhomogeneities also

decreases, Figs. 3.29 (a), (b), so that in more regions of the studied layer the effective

local Fermi level falls within the band-gap. We then see that, Figs. 3.29 (e), (f),

as the doping in the control layer increases, AI increases and, above a threshold,

reaches 50%. For dopings in the control layer higher than this threshold value

there will not be a percolating path and the studied layer is expected to exhibit

an insulating behavior. The results of Fig. 3.29 therefore suggest a third plausible

scenario to explain the experimental results of Ref. [8]: in the presence of a band-

gap in the graphene spectrum [82, 122] the doping in the control layer, by reducing

the strength of the disorder in the studied layer, can drive it into a ground state in
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which more than half of the area is insulating and therefore into an insulating state.

This scenario can be considered a generalization to the case when a finite band-

gap is present of the scenario presented in Ref. [138]. In this scenario, where the

interplay between the SLG band-gap introduced by hBN and the disorder screening

by the double-SLG structure dominates transport properties in the system, there is

a density-tuned an effective metal-insulator transition from a gapped insulator to

an effective metal due to the percolation transition. This is akin to the situation

in gapped BLG [129] where the opening of the single-particle gap has a different

physical origin.

One important aspect of the results of Fig. 3.29 is that, as in the experiment, for

the layer with the lower effective disorder (higher mobility), in our case the top layer,

the threshold value of the doping in the control layer that drives it to be insulating

is lower than for the more disordered layer (lower mobility). The values of nimp and

d used to obtain the results of Fig. 3.29 using the effective medium theory valid for

inhomogeneous graphene ground states [111] give values of the mobility that are of

the same order, 105 cm2/V · s, as observed in Ref. [8]. It is therefore interesting

to notice that for these values of nimp we find threshold values for the doping in

the control layer that are very close to the ones (∼ 3× 1011cm−2) observed in Ref.

[8]. Thus, it appears that the presence of an SLG gap coupled with the effective

screening of the disorder in the studied layer by the tuning of the density in the

control layer may very well be the physics dominating the observations in Ref. [8]

although more experimental work will be necessary to clarify the situation.

The main difference between our results and the results of Ref. [8] is that in [8]

the top layer has a higher effective disorder, lower mobility, than the bottom layer

whereas our results show that the top layer always has a lower effective disorder than

the bottom layer, a consequence of the fact that we assumed the charge impurities to
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be concentrated on the surface of SiO2 , below the bottom layer. In our scenario for

the MIT, this discrepancy would be resolved by assuming that in the experiment of

Ref. [8] the number of charge impurities closer to the top layer is higher than in the

bottom layer, perhaps due to the fabrication process or to impurities adsorbed by

the open surface of the top layer. Future experimental work with better control over

the spatial location and magnitude of the impurity disorder should be able to resolve

this issue completely and differentiate among the three distinct interpretations (i.e.

Anderson localization, intrinsic thermal transport in clean graphene near the Dirac

point, and a gap-induced metal-to-insulator transition as proposed in Refs. [8], [138],

and in the current work, respectively) of the experimental observations in Ref. [8].
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FIG. 3.29: (Color online). Plots of (a) n1(rms), (c) V
(1)
sc(rms), and (e) A

(1)
I as a function

of 〈n2〉, at CN in the bottom layer, and plots of (b) n2(rms), (d) V
(2)
sc(rms), and (f) A

(2)
I

as a function of 〈n1〉 at CN in the top layer, all for d= 5 nm, d12 = 1 nm, and for
different impurity strengths. The circles correspond to nimp = 1.5× 1011 cm−2, the
squares correspond to nimp = 1.75 × 1011 cm−2, the diamonds to nimp = 2 × 1011

cm−2, and the pentagons to nimp = 2.5× 1011 cm−2,

3.6 Discussion and conclusions

In this work we have studied the effect of long-range disorder on the carrier

distribution density in graphene-based heterostructures. In particular, we have con-

sidered the case in which the main source of long-range disorder are charge impu-
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rities located closed to the surface of the substrate. We have considered in detail

three graphene-based heterostructures: (i) SLG-SLG heterostructures formed by

two sheets of single layer graphene separated by a dielectric film; (ii) BLG-SLG het-

erostructures formed by one sheet of bilayer graphene and one sheet of single layer

graphene separated by a dielectric film; (iii) BLG-BLG heterostructures formed by

two sheets of bilayer graphene separated by a dielectric film.

Our results show that, as for isolated graphenic layers, the presence of a long-

range disorder potential created by charge impurities induces long-range carrier

density inhomogeneities, and in particular, these inhomogeneities break up the car-

rier density landscape into electron-hole puddles at the charge neutrality point.

However, we find that the strength of these inhomogeneities, and of the screened

disorder potential, is in general much lower in the top layer due to the screening of

the disorder by the bottom layer, the one closer to the charge impurities. This is

expected, but our results are the first to quantify such an effect for a large range of

experimentally relevant conditions. In particular, our results show that in BLG-SLG

heterostructures the strength of the screened disorder in the SLG sheet is much lower

than in the top SLG sheet of a SLG-SLG heterostructure. This is due to the fact

that at low energies, for most experimentally relevant conditions, BLG has a higher

density of states than SLG and therefore is much more efficient in screening the top

layer from the disorder. This also suggests that a very effective way to reduce the

effect of charge impurities in SLG, or BLG, would be to reduce the thickness of the

dielectric between the graphenic layer and the metallic back gate.

One difficulty to obtain an accurate characterization, in the presence of charge

impurities, of the carrier density profile of heterostructures comprising BLG is the

fact that the impurities, and the carriers in the nearby graphenic layers and metal

gates, create an electric field with a component perpendicular to BLG that induces
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the opening of band-gap (∆) in BLG. As a consequence, for heterostructures in

which BLG is present, the carrier density profiles and the BLG band-gap have to

be calculated self-consistently. Our results show that in general the average band

gap ∆ is not negligible. For the set of parameters that we have used we find that

the local value of ∆ can be of the order of 50 meV, the average 〈∆〉 is of the order

of 10-15 meV, and that for most of the cases the root mean square of ∆, 〈∆rms〉, is

of the order of 〈∆〉, indicating that the inhomogeneities in the profile of ∆(r) are

very strong. We expect these results to be very important to interpret transport

measurements in BLG-based heterostructures.

We have also calculated the correlation (C12) between the density profile in the

bottom layer and the one in the top layer. We find that for all the heterostructures

and conditions considered the two inhomogeneous density profiles are correlated,

meaning that C12 is positive and different from zero. This is due to the fact that

we assumed that the dominant source of long-range disorder are charge impurities

placed close to the bottom layer of the heterostructure. Our results are important

because provide a critical element for the interpration of the recent results on the

drag resistivity in SLG-SLG heterostructures [11, 107, 108].

Our results are also directly relevant to the recently observed metal insulator

transition in graphene layers forming a SLG-SLG heterostructure. In particular our

results show that the transition from metallic to insulating in the studied graphene

layer of the SLG-SLG heterostructure, as a function of the doping in the control

layer, can be explained as a percolation-like transition driven by the reduction of the

amplitude and size of the electron-hole puddles induced by the additional screening

of the impurity charges in the control layer of the disorder potential.

In particular, we show that the possible presence of an SLG gap, caused by the

hBN substrate, could easily lead to the observed metal-insulator transition in the
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system as the charged disorder in the studied layer in suppressed due to screening

induced by the control layer through density tuning.

The results presented are directly relevant to imaging experiments, like scanning

tunneling microscopy experiments, and for the interpretion of transport measure-

ments. In particular, the results for systems formed by BLG, by providing both the

strength of the band-gap induced by the perpendicular electric field generated self-

consistently by the distribution of charges in the heterostructure, and the strength

of the screened disorder potential, allow to identify the parameter regimes where

the BLG sheet is expected to behave as a bad metal or as a bad insulator [129].

Our results are also important to better understand the conditions necessary for the

establishment of collective ground states that have been theoretically predicted for

SLG-SLG [94, 139], BLG-SLG [98], and BLG-BLG [133] heterostructures.
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3.7 Competing orders in bilayer graphene

Bilayer graphene (BLG) is obtained by stacking two graphene layers on top of

each other. Among all the possible stacking configurations, the AB stacking (also

known as Bernal stacking) is the most energetically favorable, where one of the layers

is rotated 60 degrees relative to the other. In this situation, the original SLG linear

bands change into quadratic bands which touch at the corners of the Brillouin zone

[40]. In contrast with SLG where the density of states (DOS) vanishes at the linear

band crossing point, the BLG DOS is constant at charge neutrality, enhancing the

possibility for electron-electron interactions to drive phase transitions.

In general, electron-electron interactions can lead to two possible broken sym-

metry ground state families whose members differ in spin and valley structures.

The first family corresponds to gapped phases. In this work, we will focus on the

pseudospin ferromagnet phase. The second family is referred to as nematic. In this

phase, the interactions lead to the splitting of the quadratic band crossing point

into two linear band crossing points and is characterized by the breaking of the

continuous rotational symmetry in momentum space.

Several experiments have been performed to try to determine the nature of the

ground state in BLG at low energies [15–23]. In Ref. [15] Landau level spectroscopy

(LLS) revealed the existence of a gapped state with a gap ∆ ∼ 0.1 meV, which is

larger than the gap expected from Zeeman splitting. In Ref. [18], measurements of

the density of states at the Fermi level combined with conductivity measurements,

points to a nematic transition which was confirmed by LLS with an order parameter

∆ ∼ 6 meV. It is worth noting that among all the experiments here mentioned, this

one uses the cleanest sample. In Ref. [19] conductivity measurements at charge neu-

trality indicate the existence of a gap in the spectrum. Although these experiments
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predict different phases, they agree on the fact that an interaction-driven broken

symmetry ground state is present.

Method. Figure (3.30) shows a sketch of the system, where BLG is located in

the vicinity of charged impurities. The low-energy mean-field Hamiltonian for BLG

FIG. 3.30: Schematic of bilayer graphene in the presence of random charged impu-
rities.

in a broken symmetry state, for a single spin species, around the K point, in the

clean limit, can be written as Ĥ = Ĥ0 + ∆̂, where

Ĥ0 =

 0 ~2k2
2m∗

e−2iθk

~2k2
2m∗

e2iθk 0

 , (3.20)

θk = arctan(ky/kx), ∆̂ = ∆gσz for the gapped state, and ∆̂ = ∆nσx for the nematic

state, where the Pauli matrices σj act in the pseudospin space. The self-consistent

equations for the nematic and gapped phase order parameters, assuming short-range

exchange interactions, are given by

∆n =
e2Vn

2(2π)2ε

∫
dk
[
f

(−)
n,k − f

(+)
n,k

] ∆n + ~2
2m∗

k2 cos 2θk

E
(n)
k

, (3.21)
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∆g =
e2Vg

2(2π)2ε

∫
dk
[
f

(−)
g,k − f

(+)
g,k

] ∆g

E
(g)
k

, (3.22)

where Vg (Vn) is the strength of the intralayer (interlayer) short range Coulomb

interaction. The carrier density dependent Fermi functions are given by f
(±)
i,k =

(1 + e(±E(i)
k −µ

(i)
L )/kBT )−1, where i =n,g. The energy for states in the nematic phases

is E
(n)
k =

√
(ξk + ∆n)(ξ∗k + ∆n) , and in the gapped phase is E

(g)
k =

√
∆2

g + |ξk|2 ,

where ξk = ~2|k|2
2m∗

e−2iθk , and µ
(i)
L = µ

(i)
L (n) corresponds to the local chemical potential.
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FIG. 3.31: (a) ((b)) Plot of the nematic (gapped) phase order parameter ∆n (∆g)
for T/Tc = 0 (dashed line), and T/Tc > 0 (solid line). Panels (c) and (d) show
plots of the critical density nc as a function of the temperature for the nematic and
the gapped phases, respectively.

Figs. (3.31a) and (3.31b) show the order parameters ∆n and ∆g as a function of

the carrier density n normalized to the order parameter strength at charge neutrality

(CN). We assume that at CN both phases have the same strength, this is ∆n(n =

0) = ∆g(n = 0). The dashed lines correspond to the order parameter at zero
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temperature while the solid lines correspond to the order parameter for T/Tc ∼ 0.15,

where the critical temperature Tc was chosen to be the critical temperature for

the gapped phase. The nematic phase at zero temperature has a critical carrier

density nc ≈ 2.5× 1011cm−2, while the gapped phase presents a slightly larger value

nc ≈ 2.7× 1011cm−2. The finite temperature result shows that thermal fluctuations

have a larger impact in the gapped phase than o the nematic phase. In fact, close to

CN, the results suggest that the nematic phase is not suppressed. Also, we observe

an increase in the critical density nc at finite temperature. In this regime, thermal

fluctuations assist electron-electron pairing due to the particle-hole asymmetry away

from the charge neutrality point. Larger values of T/Tc will eventually destroy the

pairing as can be seen in Figs. (3.31c) and (3.31d). In order to characterize the

ground state in the presence of long-range disorder we use the Thomas-Fermi-Dirac

(TFD) theory as has been explained in detail in previous sections. The TFD energy

functional in this situation is given by

E(i)[n(r)] =E
(i)
K [n(r),∆i] +

e2

2ε

∫
d2rd2r′

n(r)n(r′)

|r− r′| +
e2

ε

∫
d2rVD(r)n(r)− µg

∫
d2rn(r) ,

(3.23)

where i =g,n for the gapped and nematic phases, ε is the medium dielectric constant,

and e is the electron electric charge. The disorder potential is given by

VD(r) =

∫
dr′

c(r′)

[|r− r′|2 + d2]1/2
(3.24)

where c(r) is a random, two-dimensional distribution of charge impurities located

an effective distance d from BLG such that 〈c(r)〉 = 0 and 〈c(r)2〉 = nimp. The first

term in Eq. (3.23) includes the kinetic energy and the exchange part of the Coulomb
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interaction, the second term is the Hartree part of the Coulomb interaction, while

the third term accounts for the contribution from disorder. The ground state of the

carrier density is found by requiring that the variation of the energy functional with

respect to the carrier density vanishes, δEi[n]/δn = 0. This requirement leads the

relation

δ

δn
E

(i)
K [n(r),∆i] +

e2

2ε

∫
d2r′

n(r′)

|r− r′| +
e2

ε
VD(r)− 2m∗µg

~2
= 0 , (3.25)

where the variation of the kinetic term for the gapped phase is

δ

δn
E

(g)
K [n(r),∆g] =

√
(πn)2 + ∆2

g , (3.26)

and the corresponding term for the nematic phase, δ
δn
E

(n)
K [n(r),∆n] ≡ νn, is defined

implicitly by the relation

n =
2m∗νn

2π2~2
I
(

∆n

νn

)
, (3.27)

where

I (x) =

∫ 2π

0

dφf(x, φ) , (3.28)

f(x, φ) =


√

1− x sin2 (2φ) , 1− x sin2 (2φ) > 0

0 , 1− x sin2 (2φ) ≤ 0 .

We solve Eqs. (3.21), (3.22), and (3.25) for the carrier density n = n(∆i) and the

order parameter ∆i = ∆i(n) self-consistently. Notice that if the system is not in

a broken symmetry state, we can solve (3.25) analytically [129]. In the ordered

phases however, the presence of the order parameters introduces non-linearities in

Eq. (3.25), and no analytic solution is available. The problem is then solved nu-

merically for 100× 100 nm BLG samples and a single realization.
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Fig. (3.32) show maps for the carrier density and the local order parameter.

(a) shows a map of the carrier density for BLG in the gapped phase. We observe

that we obtain regions where the carrier density vanishes, shown in white. In (b) it

is shown that the insulating regions correspond to regions where the gapped phase

order parameter reaches its maximum value. Also, regions where the carrier density

presents large fluctuations (blue corresponds to holes, and red to electrons) are out

of the ordered phase (black regions in the order parameter map). In contrast, the

carrier density map for the nematic phase in (c) shows no insulating regions. How-

ever, the map for the order parameter ∆n in (d) shows finite values corresponding

to regions where the carrier density fluctuations are smaller than the critical density

nc ≈ 2.4× 1011cm−2.
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FIG. 3.32: Panels (a), and (b) show color plots of the carrier density n(r), and
the gapped phase order parameter ∆g/∆g(0). Panels (c), (d) show color plots of
n(r) and the nematic phase order parameter ∆n/∆n(0). This maps are at CN, for
d= 3nm, impurity density nimp = 1 × 1011, and T/Tc = 0. White areas in (a)
represent insulating regions.
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Now we consider disorder averaged results obtained using 160×160 nm BLG

samples. In Fig. (3.33) we show the zero-temperature probability distribution

for the carrier density n and the order parameters in the gapped (solid lines) and

nematic (dashed lines) phases for d = 3 nm, and nimp = 1011cm−2. The main

difference between the distributions is observed around CN, where the gapped phase

has zero carrier density probability, while the nematic phase has a finite carrier

density probability. This result is directly connected to transport measurements.

The order-parameter-probability distributions are approximate bi-modal for both

the nematic and gapped phases, where either ∆n and ∆g vanish, or they take their

maximum value.
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FIG. 3.33: Plots of (a) the carrier density probability distribution P(n), and (b)
the order parameter probability distributions P(∆) for the gapped (solid line) and
nematic phases (dashed line) at the CNP, for d= 3nm, nimp = 1 × 1011 cm−2, and
T/Tc = 0.

In order to determine whether a particular sample is in an ordered phase or not,

let us define the fraction area Ai, corresponding to the area of the sample that is in

the ordered phase. If Ai > 0.5 we say that the sample is in an ordered phase. Figs.

(3.34a) and (3.34c) show the fraction area Ai, as a function of temperature T/Tc

and the impurity density nimp. The black solid lines indicates the contour Ai = 0.5,

which corresponds to the boundary separating an ordered sample, from a disordered
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one. Panels (3.34b) and (3.34d) show the disorder-averaged order parameter as a

function of T/Tc and nimp for the nematic and gapped phases respectively. In order
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FIG. 3.34: Panels (a) and (c) show plots of the fraction area Ai as a function of
T/Tc and nimp. Panels (b) and (d) show plots of the average nematic and gapped
order parameters 〈∆i〉/∆(0)i. Tc corresponds to the critical temperature for the
gapped phase.

to directly compare the effect of the disorder and temperature in both phases, in

Fig. (3.35a) we plot the ratio of the order parameters 〈∆n〉/〈∆g〉, as a function

of the impurity density nimp for three different temperatures. The purple squares

correspond to zero temperature.

For all the values of the disorder impurity considered ∆g is larger than ∆n.

The green circles correspond to T/Tc = 0.15, the nematic phase present a larger

order parameter than the gapped phase. Finally, the black triangles correspond

to T/Tc = 0.53. At this temperature, a crossover is observed as a function of

the impurity density. The dashed line is a reference that indicates when the ratio

becomes one. Figure (3.35 b) presents the full T/Tc-nimp phase-diagram. Green
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regions correspond to regions where the nematic phase is larger than the gapped

phase. In the purple regions the gapped phase is larger. In the range of impurity

strengths and temperatures considered we observe two boundaries separating the

phases.
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FIG. 3.35: (a) Plots of 〈∆n〉/〈∆g〉 at CNP as a function of nimp for d= 3nm, and three
values of T/Tc. The squares correspond to T/Tc = 0, the circles to T/Tc = 0.15,
and the triangles to T/Tc = 0.53. (b) Temperature-nimp phase diagram. The black
lines indicate the boundary between the phases.

Conclusions and Outlook. In conclusion, we have studied the effect of long-

range disorder on the broken symmetry ground states in BLG. We determined self-

consistently the local order parameter, and the carrier density for the gapped and

nematic phases and we obtained a disorder-temperature phase diagram. We found

that low temperatures favor the gapped phase for all the impurity densities consid-

ered while in the range 0.1 . T/Tc . 0.6 the nematic phase presents a larger order

parameter strength compared with the gapped phase.

It is important to notice that in the work presented in this section we have

ignored two effects that are important in the determination of the ground state.

Both of these effects are related to the presence of a random electric field generated

by the charged impurities. The first effect corresponds to the breaking of the layer

(pseudospin) symmetry that induces the opening of a band gap in the BLG energy
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spectrum. This additional gap adds to the interaction-induced gap and must be

taken into account in order to correctly determine the self-consistent ground state.

The second effect that we are not considering is the order parameter phase coherence.

Because of this, further work to find the nature of the broken symmetry ground

state in BLG in the presence of long-range disorder induced by charged impurities

is required.
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3.8 Local, Global and Nonlinear Screening in Twisted

Double Layer Graphene

In this section, we discuss some experimental results regarding the characteriza-

tion of the screening properties of double-layer graphene heterostructures performed

by Chihpin Liu et.al. in Ref. [13]. The goal of this experiments is the characteriza-

tion of the potential fluctuations in SLG-SLG heterostructures and the comparison

with the potential fluctuations on SLG. To this end, scanning tunneling microscopy

(STM), spectroscopy (STS), Landau-level (LL) spectroscopy, and numerical simu-

lations are used.

It is experimentally demonstrated that the presence of a layer of graphene in

between the insulating substrate and the 2D system under study (which in our case

is also graphene) reduces the interference of the substrate with the sample, while

preserving the electronic properties of the original system, provided there is a large

twist angle between the layer to prevent hybridization. The role of the graphene

layer is to screen the random potential fluctuations induced by charged impurities

located in the substrate. In Fig. (3.36) we show the experimental setup, where a

graphene layer is placed on top of SiO2 , with another graphene layer directly on top

of it. The sample then has two distinct regions. The distance between the layers in

the z-directions is measured to be d12 = 0.7 nm.

Measurements of the dI/dV spectra, related to the sample density of states,

as a function of the bias voltage (Vb) for different gate voltages (Vg) (charge carrier

density) allow to locate the position of the Dirac point as a function of Vg. The

relation between the Dirac point energy, and Vg is given by [36]

ED = ~vF

√
1

2
πα|Vg − V0| , (3.29)
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FIG. 3.36: Sketch of the setup for STM measurements.

where α = 7×1010cm−2V −1 is the charging capacitance per layer. Then, a fit of the

data to Eq. (3.29) allows us to obtain the Fermi velocity vF = (1.02 ± 0.04) × 106

m/s. The shift V0 = 22.5± V corresponds to an unintentional hole doping of 〈n〉 =

8×1011cm−2. Experimental maps of the spectra dI/dV for SLG and SLG-SLG reveal

the electron-hole puddles induced by charge impurities [13], as it has been reported

previously [99]. Figs. (3.37a), and Fig. (3.37b) show numerical simulations of the

Fermi energy fluctuations for SLG, and SLG-SLG respectively. In the simulation

we used an impurity density nimp = 5 × 1011cm−2, average carrier density 〈n〉 =

1012cm−2 per layer corresponding to the measured unintentional doping, average

distance to the impurities d = 1.5 nm, and interlayer separation d12 = 0.7 nm as

measured. In the experimental observations and the numerical simulations we find

a reduction of the potential fluctuations upon the inclusion of a second graphene

layer.

To better understand the screening properties, we consider disorder averaged

results in the numerical simulations. Fig. (3.38a) shows the screened disorder po-

tential fluctuations for SLG and SLG-SLG as a function of the average distance to

the charge impurities. The black, dashed straight line corresponds to the SLG-SLG

system for d = 1.5 nm, d12 = 0.7 nm, and 〈n〉 = 1012cm−2. The blue circles corre-
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FIG. 3.37: Simulated map for SLG, and SLG-SLG obtained with a single disorder
realization assuming nimp = 5 × 1011cm−2, carrier density 〈n〉 = 1012cm−2, average
distance to the impurities d = 1.5 nm, and interlayer separation d12 = 0.7 nm.

spond to SLG with 〈n〉 = 1012cm−2, and the red squares corresponds to SLG with

〈n〉 = 2 × 1012cm−2. For comparison, we also show the potential fluctuations for

bilayer graphene (BLG). In the presence of an electric field, a gap develops in the

BLG energy spectrum due to layer symmetry breaking. The green solid line corre-

sponds to the analytic result obtained when the effect of the random electric field

generated by the charged impurities is ignored. The empty triangles correspond to

the case where the gap generation is taken into account self-consistently. In order to

obtain with SLG the same suppression of the potential fluctuations achieved with

SLG-SLG, we need to double the carrier density and increase the average separation

with the charged impurities. Fig. (3.38b) shows the potential fluctuations at charge

neutrality. Note that for low doping, the fluctuations in BLG are independent of

the carrier density. Figs. (3.38c) and (3.38d) show the carrier density fluctuations

for cases (a), and (b) respectively. Note that even at charge neutrality, for d < 1.4

nm in SLG-SLG the graphene buffer reduces better the potential fluctuations than

BLG.
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FIG. 3.38: Comparison of the potential fluctuations in SLG, BLG and SLG-SLG
using TFD theory. In each panel, the black dashed line shows the value for SLG-
SLG obtained with d = 1.5 nm, 〈n〉 = 1012cm−2, and nimp = 5 × 1011cm−2. In (a)
we show the screened disorder potential fluctuations as a function of the average
distance d between the bottom graphene layer and the impurities. The blue dashed
line corresponds to 〈n〉 = 1012cm−2 while the red solid line corresponds to SLG with
〈n〉 = 2× 1012cm−2. The solid green line corresponds to the result for BLG with no
random electric field effects while the empty triangles correspond to the case with
the random electric field effects from the charged impurities. (b) Shows disorder
average results at the charge neutrality point. (c) and (d) show the corresponding
rms of the charge density fluctuations corresponding to (a) and (b) respectively.
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Experimentally, the screening properties of SLG and SLG-SLG can be quanti-

fied through the single particle lifetime, which is obtained with Landau-level spec-

troscopy [149]. The graphene LL sequance is given by

En = ED + sgn(n)
√

2e~v2
F |n|B , (3.30)

where n = 0,±1,±2, . . . The square root dependence on B, and n is a signature of

Dirac particles [36]. The LLs become visible when their energy scale vF
√

2e~B is

larger than the potential fluctuations ∆ED. With this, we can define a critical field

B0 ∼ (∆ED/vF )2 /(2e~), where the LLs become visible. For B < B0, the system is

governed by scattering with the impurities. B > B0 implies vF τ > lB =
√

~/(eB),

where τ is the transport time. Measurements of the LL spectra as a function of the

bias voltage and magnetic field strength on SLG and SLG-SLG confirm the expected

square root dependence of En on B, and n. From these measurements we can extract

the Fermi velocities vF = (1.10±0.02)×106 m/s for SLG and vF = (1.12±0.01)×106

m/s for SLG-SLG fitting Eq. (3.30). From Gaussian fits of the n = 0 LL, we can

extract the potential fluctuations ∆E = 42 meV, and ∆E = 18 meV for SLG and

SLG-SLG respectively. Fig. (3.39) shows the theoretical LL spectra as a function

of the Fermi energy for two magnetic field strengths with a spectral broadening of

18 meV as measured for the case of SLG-SLG.
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SLG SLG-SLG
LL spectroscopy 42 meV 18 meV

Numerical simulation 40 meV 20 meV

TABLE 3.1: Random potential fluctuations.

FIG. 3.39: Theoretical Landau-level spectra with a spectral broadening of 18 meV,
as for the SLG-SLG heterostructure. The blue and yellow curves correspond to mag-
netic field strengths of 10 T and 20 T respectively. The curves are offset vertically
for clarity. The LL index are indicated n = 0,±1,±2, · · · .

From disorder averaged results using the same disorder parameters as shown in

Fig. (3.37), we can extract the potential fluctuations and we obtain ∆E = 40, and

20 meV for SLG and SLG-SLG respectively. These results are summarized in Table

(3.1).

The evolution of LL spectra is now studied as a function of the gate voltage

(average carrier density), which provides access to the maximum strength of the

global disorder induced potential fluctuations across the sample. For clean samples,

a stair-like LL spectrum is expected as a function of the carrier density [150]. This

is because LL spectrum consists of peaks on the density of state (DOS), followed

by regions where the DOS is very small. As the carrier density is increased, the LL

are being filled, leading to a constant region in the LL spectrum. When the LL is
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completely filled, there is a jump in the LL spectrum corresponding to the rapidly

filled region in between LLs. This stair-like structure is smeared out in the presence

of disorder. The presence of the random potential causes ED to fluctuate across

the sample. The gate voltage Vg deposits charges across the entire sample, not only

close to the tip, as the bias voltage does. Then, as Vg is varied, the first electron will

occupy a global minimum while the last injected electron will be close to the global

maximum. As the Fermi energy increases, the spectrum measured by the STM tip

shifts down in energy, tracing the random potential fluctuations. For the case of

SLG, experiments show that the stair-like structure is completely smeared out at 10

T ∼ 115 meV which means that the potential fluctuations are larger than the LL

spacing. For SLG-SLG, the stair structure can be distinguished. From the plateau

slope, we find ∆E ∼ 50 meV.

In conclusion, it was demonstrated that the inclusion of a graphene layer as

a buffer in between an insulating substrate and a 2D system reduces the random

potential fluctuations both on local and global scales.
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CHAPTER 4

Inter-layer excitonic superfluidity

in double layer graphene

4.1 Introduction

This chapter is based in the work that can be found in Ref. [26]. In the

context of bilayer systems, excitons are Coulomb-interaction-induced bound states

composed of an electron locate on one layer, and a hole on the opposite layer, as

shown schematically in Fig. (4.1). Bilayer exciton condensates are characterized

by the spontaneous establishment of quantum coherence that supports counterflow-

ing superfluids and were first predicted in semiconductor bilayers in the late sixties

[151]. The possibility for room temperature superfluidity was first predicted in sys-

tems with quadratic band dispersion in Ref. [152]. The discovery of graphene has

opened up a new playground for the investigation of exciton condensates due to its

two-dimensional nature, its Dirac-like band structure, and vanishing semiconducting

gap. The possibility to construct graphene heterostructures has opened up a new
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FIG. 4.1: Sketch of the exciton condensate in a graphene bilayer system where
electron and holes are induced by independent external gates.

Coulomb interacting regime, where graphene layers can be placed close to each other

yet the layers are electrically isolated. Previous works have predicted that interlayer

Coulomb interactions might allow for the formation of a room-temperature exciton

condensate at zero magnetic fields in double-single layer graphene [24, 25] (SLG-

SLG), double bilayer graphene [133] (BLG-BLG), and hybrid SLG-BLG graphene

systems [153]. Nevertheless, regardless experimental efforts, the condensate has not

been observed at zero magnetic field [11, 154]. There are two possible explanations

of this: (i) The excitonic gap is too small, such that the condensate is destroyed by

thermal fluctuations, (ii) Disorder effects suppresses the gap beyond the experimen-

tal detection regime. In this Chapter, we focus on the effects of disorder induced by

charged impurities trapped in the substrate of the system. As we studied in detail

in Chapter 3, charged impurities induce spatial charge fluctuations that can be un-

derstood as differences in the chemical potential between the two layers that affects

the perfect Fermi surface nesting required for the establishment of the condensate

and therefore potentially suppress the critical temperature Tc.

In the clean limit, it is well known that the size of the gap depends on the

assumption made for the screening of the interlayer Coulomb interaction [155–158].

In the unscreened Coulomb interaction approximation, it is found that SLG-SLG
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heterostructures with hBN or SiO2 separating the layers can support an exciton

condensate at room temperature Tmaxc ≈ 0.1EF [24, 25]. However, in the static

screening approximation, it is found that the critical temperature is suppressed to

immeasurable values Tmaxc ≈ 10−7EF . In between these two limiting cases, we have

the dynamic screening approximation [157], which gives a gap that also lies in be-

tween the values found for the unscreened, and static screening approximations.

The effect of vertex corrections [158], and inter-band transitions [157, 159] has also

been reported before, and it has been shown that both effects enhance the critical

temperature. The effect of the disorder has also been studied. In [160] it is shown

that the exciton condensate survives the momentum scattering induced by short-

range impurities in the strong interaction regime kFd < 1. However, long-range

disorder plays a key role, because the induced carrier density inhomogeneities lead

to mismatches of the chemical potential that destroy the Fermi surface nesting nec-

essary for the establishment of the condensate [126]. In the rest of this Chapter,

we determine the experimental conditions under which the formation of the exci-

ton condensate is expected. To do this we proceed in a three step program: (i)

First, ignoring for the moment the spatial inhomogeities, we develop the theory for

a homogeneous imbalanced system and determine the effect of the disruption of the

Fermi surface nesting. The critical temperature Tc is determined for the cases of

unscreened interlayer Coulomb interaction, and for static screening as a function

of the total chemical potential (µ̄), and the mismatch (δµ), given that these ap-

proximations represent the limiting cases of a vanishing gap and finite temperature

superfluidity in SLG-SLG heterostructures. (ii) Then, as it was done in Chapter 3,

we characterize the carrier density inhomogeneities for the parameters relevant for

experiments using Thomas-Fermi-Dirac theory [29] to estimate δµ. (iii) Lastly, we

interpret the variance of the carrier density fluctuations as the typical Fermi surface
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mismatch in the two layers.

4.2 Double single layer graphene

4.2.1 Tc for asymmetrically doped layers

In this section we study how a chemical potential imbalance affects Tc in SLG-

SLG systems, assuming unscreened and statically screened interlayer Coulomb in-

teractions. These two approximations over- and under-estimate the strength of the

interactions respectively. Then, the calculation here presented is not intended as

a quantitative estimation of Tc, but as the study of the impact of charge inhomo-

geneities for the most optimistic, and pessimistic scenarios. In what follows, we

show that when δµ > 0 is smaller than the excitonic gap (∆), Tc remains finite. If

δµ ∼ ∆, then Tc is completely suppressed.

The Hamiltonian for single layer graphene in layer λ = u, l and band ν = −,+

is given by

Hλν =
∑
k

(ν~vFk − νµλ)c†kλνckλν , (4.1)

where vF is SLG Fermi velocity. Let us assume that the upper layer is doped

with electrons, and the lower layer with holes. Given that exciton condensation

is dominated by processes around the Fermi surface, the empty upper valence and

lower conduction bands are going to be disregarded. Then, the Hamiltonian for the

full heterostructure can be written as

H = Hu+ +Hl− + Vup , (4.2)

where Vup corresponds to the interlayer Coulomb interaction. The intralayer Coulomb
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interaction only amounts to a renormalization of the Fermi velocity and it is there-

fore neglected [161]. With the particle-hole transformation ak = cku+, and bk = c†kl−

the interlayer interaction can be written as

Vup =
∑
kq

V (q)f(k + q,k)a†−k−qb
†
k+qbka−k , (4.3)

where V (q) = V (q, ω = 0) is the Fourier transform of the static limit of the random

phase approximation (RPA) for the interlayer potential, and f(k,k′) = [1+cos(θk−

θk′)]/2 comes from the overlap of the Bloch states with momentum k, and k′. The

system is then characterized by the average chemical potential µ̄ = (µu + µl)/2 and

difference δµ = µu − µl. In other works relating to the excitonic condensate in

SLG-SLG, it was assumed that µu = µl giving perfect nesting of the Fermi surfaces

in the two layers. [24, 25, 133, 152, 155–160, 162]. Within the mean-field theory and

the BCS approximation, the temperature-dependent gap function in the excitonic

channel ∆k = 〈bka−k〉 is given by[126]

∆k(T ) =
∑
k′

V (k′ − k)
∆k′(T )f(k,k′)N(k′, T )

Ek′
, (4.4)

where N(k′, T ) = nβ(k′, T ) − nα(k′, T ) is the finite temperature occupation factor

of the excitonic bands labeled by α and β, with nα(k, T ) = Θ(−δµ/2 − αEk′) in

the T = 0 limit and Ek′ =
[
(vFk

′ − µ̄)2 + ∆2
k′

]1/2
. The excitonic gap ∆ is identified

as the peak value of this function, which, in the BCS limit, is found at k = kF .

We define Tc as the lowest value of T for which the gap function is zero for all

k. We find this condition numerically, and it gives a value which is of the same

order of the standard BCS prediction ∆ = 1.76Tc for a constant gap approximation.

Our value for Tc is a little smaller due to the non-constant gap function and full
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momentum-dependent interaction, which we retain in the calculation. We note as

an aside that in the presence of the Fermi surface mismatch in the two layers (i.e.,

a chemical potential or density imbalance between the layers), there can, in prin-

ciple, be inhomogeneous FFLO type solutions for the ground-state superfluidity in

the system, but our general calculations allowing for the possibility of such inho-

mogeneous FFLO states fail to find any FFLO solutions and we consistently find

either purely homogeneous superfluid condensate or no condensate. The interlayer

screened interaction potential is calculated within the RPA, which is justified for

double layer graphene because the fermion number N = 8 is large, as

V (q, ω) =
vqe
−qd

1 + 2vq (Πu + Πl) + v2
qΠuΠl(1− e−2qd)

, (4.5)

where vq = 2πe2/(εq), Πu and Πl are the polarization functions for the upper and

lower layers, respectively, and are functions of q and ω. They are given by [163]

Π(q) =
4

A2

∑
kαβ

nα(k, T )− nβ(k + q, T )

εαk − εβk+q + i0+
f(k,k + q) . (4.6)

To gain some insight in the approximation of the interlayer interaction potential, we

analyze the potential in Eq. (4.5). Fig. (4.2a) shows the statically screened inter-

layer interaction potential divided by the unscreened interaction Vq = 2π2e−qd/(εq)

for SLG-SLG with ε = 3.9 as a function of momentum q. We show curves for

the cases kFd = 0 (strongest interaction limit), kFd � 1 (low-density limit), and

kFd > 1 (hight density limit). For high carrier densities, the static screening poten-

tial becomes weaker due to the larger density of states that allows a more efficient

screening of the impurities. The observed flattening of the three curves for q > 2kF

is because up to q = 2kF , the polarizability is constant, increasing after that [163].
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Notice that for q < kF , the screened potential is one order of magnitude smaller

that the unscreened potential. Since the dynamically screened potential has also

been considered by other authors, in Fig. (4.2b) we show the dynamically screened

potential normalized by the unscreened potential Vq as a function of wave vector

for various frequencies and kFd = 0. In this limit, the interaction is a universal

function of q/kF . For q/kF < ω/µ̄, the polarization functions are negative [163]

and therefore it is possible for the finite frequency potential to have a divergence

corresponding to the plasmon wave vector kp. The potential also is negative 1 for

kp/kF < q/kF < ω/µ̄ indicating an overall repulsive interaction which could reduce

the gap size. In contrast, we note that for q < kp, the interaction is enhanced

over the unscreened case. This is the well-known anti-screening effect of dynamic

screening, which should to some extent compensate for the sign change of the in-

teraction in some regime of the phase space. For q/kF > ω/µ̄, the potential is very

similar to the statically screened case. The most relevant frequency range is ω ≈ ∆,

which is in general rather small compared to µ̄ and hence the range of wave vectors

where the potential deviates substantially from the statically screened case is small,

indicating that Tc with dynamic screening will be closer to that predicted by the

static screening calculation than the unscreened one. This analysis also shows that

a system with a large bare gap will be more robust against dynamic screening effects

since the relevant frequency will be higher, implying that within the range of q that

contributes strongly to the integrand in Eq. (4.4), we have V (q, ω)/Vq > 1.

We start studying the optimistic case corresponding to the unscreened Coulomb

interaction with a small layer separation of d = 1 nm and hBN substrate (ε = 3.9).

As it is shown in Fig. (4.3a), we obtain a critical temperature of the order of 100 K

1Note that the overall negative sign for an attractive interaction is absorbed into the definition
of the gap function in Eq. (4.4).
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FIG. 4.2: Comparison of (a) the statically screened and (b) the real part of the
dynamically screened interlayer interaction potentials to the unscreened interaction
Vq = 2π2e−qd/(εq) for SLG-SLG with ε = 3.9. The inset to (b) shows the imaginary
part of the interaction.

for realistic doping and moderate imbalance. Figs. (4.3c) and (4.3d) show cuts of Tc

as a function µ̄, and δµ respectively. Tc monotonically increases with µ̄ given that

we have more quasiparticles available for pairing while an increase on the imbalance

δµ suppresses Tc. If the graphene layers are as close as d = 1 nm, tunneling events

that favor the pairing might take place [159]. In our work, we ignore this effect. Fig.

(4.3b) shows Tc for the case d = 5 nm, where tunneling events are negligible. In this

regime, we obtain Tc ≈ 50 K. The same calculation was performed for the case of

static screening, but given that the interlayer interaction is too small, the numerical

procedure failed to find a non-zero solution with accepted error. In order to obtain

a finite numerical result for ∆, we assume that it is momentum independent [155].

With this approximation, we obtain Fig. (4.4). In Fig. (4.4a) we show Tc as a

function of the average chemical potential. We find that Tc presents a maximum

value that depends on the interlayer separation. Fig. (4.4b) we show Tc as a function

of the Fermi surface imbalance. We observe that variations of the order of nano eV

are enough to destroy the condensate.
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FIG. 4.3: (Color online.) Tc for the unscreened interaction in dielectric environment
ε = 3.9. (a) and (b) show color plots as a function of µ̄ and δµ for d = 1nm and
d = 5nm, respectively. (c) Tc as a function of µ̄ for various δµ and d = 1nm. (d) Tc
as a function of δµ for various µ̄ and d = 1nm.

4.2.2 Charge inhomogeneity in SLG-SLG

In any experimental sample, some degree of extrinsic disorder-induced charge

inhomogeneity will exist, as has been demonstrated by many surface measurements

in SLG. [90, 99, 164] In a double-layer device, the inhomogeneities in the charge

landscape will not be identical in both layers, and therefore there will be spatial

variation in the asymmetry of the chemical potentials. In this situation, the local

difference in chemical potential has two contributions. There is a nominally ho-

mogeneous part which is induced by gating and is, in principle, controllable. This

contribution was the subject of the previous section and we ignore it here. Then

there is a contribution from charged impurities and other disorder that is inhomoge-

neous and not controllable. A full analytical description of the inhomogenous system
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FIG. 4.4: (Color online.) Static interlayer screening for SLG-SLG with ∆k = ∆kF .
(a) For various δµ as a function of µ̄, and (b) for various µ̄ as a function of δµ. Note
that the scale on the vertical axis is micro-Kelvin.

is clearly intractable so we employ an accurate numerical method to compute the

charge density of the system when charged impurities explicitly break translational

symmetry. From this charge landscape, we can assign the local chemical potential

µu(r) and µl(r) in each layer, and characterize the spatial fluctuations by their root-

mean square (rms) value, which is a measure of the typical fluctuation. Using this

measure of the disorder in the charge landscape, we can discuss the stability of the

condensate against the density and chemical potential inhomogeneity induced by

the charged impurities. In principle, it is possible that some correlation will exist

between charged impurities, although the nature of these correlations will depend

on details of the system. We wish to avoid introducing extra parameters to describe

this, so we assume uncorrelated disorder for the purposes of this work. If corre-

lations are shown to be important, then they can be included within the theory

we are about to describe in the same way as Ref. [118]. To calculate the charge

landscape in each layer taking into account the presence of long-range disorder due

to the charged impurities and nonlinear screening effects we use the TFDT. [12, 29]

The TFDT is a generalization to Dirac materials of the Thomas-Fermi theory. A

detailed description of the method can be found in Chapter 3 of this dissertation.

As we have seen, the ground-state density distributions nu(r) and nl(r) are obtained
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by minimizing the energy functional E[nu, nl] (see Eq. (3.8)) numerically enforc-

ing the self-consistency of the distribution in the two layers due to the interlayer

interaction. Then, the local difference in chemical potential between the two layers

δµloc = µu(r)−µl(r) can be extracted for each point in the system and by performing

the minimization for many (∼ 600) disorder realizations and we obtain statistics for

the distribution function of δµloc. In Fig. 4.5 we show the spatial distribution of δµloc

FIG. 4.5: (Color online.) Spatial plots of δµ calculated via the TFDT. The left
column is for d = 1nm, d12 = 1nm, and µ̄ = 50meV. The right column is for
d = 5nm, d12 = 20nm, and µ̄ = 200meV. The color bar at the bottom of each column
applies to all three plots in each column. The first row is for nimp = 1011cm−2, the
second row is nimp = 1010cm−2, the third row is nimp = 109cm−2.

for three different impurity densities and in two experimentally relevant geometries.
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In the left column, we show data where the lower graphene layer is placed directly

onto an SiO2 substrate and the interlayer separation is d = 1nm. In this case, the

charged impurities at the oxide interface are at an effective distance d12 = 1nm

away from the bottom graphene layer. This situation is relevant for the configura-

tion used in the experiments in Ref. [165]. For concreteness, we set µ̄ = 50meV,

corresponding to an easily achievable carrier density regime. The results shown in

the right column are relevant for the the experiments in Ref. [11], where the lower

graphene layer is seperated from the SiO2 substrate by a 20nm layer of hBN. In this

case, we take d12 = 20nm, and we also set µ̄ = 200meV corresponding to the high

carrier density regime where we expect the screening of the external impurities to be

the most efficient, resulting in the lowest amount of charge inhomogeneity. In both

situations we assume that the gate-induced (homogeneous, controllable) part of the

layer asymmetry to be zero. Therefore we assume that any layer imbalance is com-

pletely defined by the charged impurities. The rows of Fig. 4.5 show the data for,

from top to bottom, nimp = 1011cm−2, 1010cm−2, and 109cm−2. (We note that the

higher value of nimp is more typical, and nimp = 109cm−2 is unlikely to be achieved

in laboratory graphene samples on any substrate. Typically, one can get an estimate

of nimp in a particular sample by looking at the carrier density regime over which

the graphene minimum conductivity “plateau” exists around the Dirac point. [39]).

All six plots share some similar qualitative features. In particular, they all show

regions where δµ is positive and regions where it is negative with narrow strips in

between where δµ is small. The lengthscale of the fluctuations is not affected by the

impurity density, but the magnitude of the fluctuations is. By comparing the data

in the two columns we see that the distance of the impurities from the SLG-SLG

makes a substantial difference in the length scale of the fluctuations in δµloc, and

in reducing the magnitude of the fluctuations. The density of impurities also has
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a strong effect on the magnitude of the fluctuations in δµloc with the fluctuations

reducing by approximately a factor of three with each order of magnitude decrease

in nimp. In the most dirty case (it should be noted that graphene on SiO2 can have

an impurity density of up to 5× 1012cm−2 as measured by transport measurements

[39]), shown in Fig. 4.5(a) then the fluctuations in δµloc may be of the order of µ̄,

indicating that the condensate has no opportunity to form in this case. For the

cleanest situation shown in Fig. 4.5(f), the potential imbalance is on the scale of

1meV and there is a significant chance that excitons with a gap of the size predicted

by dynamic screening calculations [157] will persist in spite of the disorder if an

impurity density as low as 109cm−2 can be achieved in double layer graphene sam-

ples. Now we take many disorder realizations (∼ 600) for each impurity density and
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FIG. 4.6: (Color online.) Root-mean-square of the distribution of the local δµ as a
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(a),(b) d12 = 1nm, ε = 3.9 corresponding to double layer graphene placed straight
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graphene placed onto a 20nm slab of hBN.
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collect ensemble-averaged statistics for the distribution of δµloc. We characterize

this distribution by its root-mean-square value, which we label δµrms. In Fig. 4.6

we plot δµrms for the two experimental geometries discussed above and for different

interlayer spacing d. This is shown in Figs. 4.6(a) and 4.6(b) for d = 1nm and

d = 5nm, respectively, for three impurity densities covering three orders of magni-

tude. The fluctuations are strongest at low carrier density, where the screening of

the impurity potential is weakest, and it decreases monotonically with increasing

µ̄. The trend suggested by the spatial plots is confirmed here, that is, decreasing

the impurity density by a factor of ten generates approximately a factor of three

reduction in the fluctuations. If the impurities are moved away from the SLG-SLG

by a spacer layer as in Figs. 4.6(c) and 4.6(d) we find that the fluctuations in δµ

are reduced to the order of 1meV. This degree of fluctuation may be small enough

to allow the condensate to be detected at a reasonable temperature scale. For the

d12 = 1nm case, a system dimension of 160 unit cells was chosen. For d12 = 20nm

we increased that to 320 unit cells to ensure that the system was large enough to

accurately capture the size of the typical fluctuations.

4.3 Conclusion

In conclusion, in this chapter we have presented an analysis of the effects of

carrier density inhomogeneities induced by charged impurities on the critical tem-

perature for the exciton condensate in double layer graphene systems. It was found

that the presence of charge inhomogeneities, which alter the perfect Fermi surface

nesting required for the exciton condensate formation is likely to be a limiting factor

for the experimental observation of the condensate. For the screening properties of

the system we considered the cases of unscreened, and statically screened interlayer
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Coulomb interactions which correspond to the most optimistic, and more pessimistic

scenarios, respectively.

The electronic density ground state was characterized for parameters relevant to

experiments, and we found that in the case of statically screened interlayer Coulomb

interaction chemical potential imbalances of the order of nano electronvolts are

enough to destroy the condensate. Given the typical carrier density fluctuation

found in double layer graphene systems, the observation of a exciton condensate is

very unlikely. However, for the most optimistic case of the unscreened interlayer

Coulomb interaction, the exciton condensate is robust against chemical potential

imbalances up to the order of 10 meV with a critical temperature Tc ≈ 100 K.

These results leave room for experimental observation only in the cleanest double

layer graphene systems.
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CHAPTER 5

Topological insulator-graphene

heterostructures: Transport and

spin density accumulation.

5.1 Introduction

In this chapter, we move on to heterostructures with spin-orbit coupling (SOC),

and to their application for spintronic devices. One of the main goals of the subfield

of spintronics is the use of the spin degree of freedom in electronic systems, rather

than the charge, to manipulate and store information. The main advantage in using

the spin resides in the fact that spin currents are not necessarily dissipative [166].

One of the most challenging problems on the field consists in finding an efficient

way to control the magnetization of nanoscale ferromagnetic devices using electric

currents [167]. Many different mechanisms have been proposed to this end, for exam-

ple, the use of the spin Hall effect in heavy metals [53, 168], or the Rashba-Edelstein
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effect in ferromagnets [169, 170]. However, the recent discovery of topological insu-

lators (TI) [69, 74] opened up a new possibility to obtain optimal spin control using

electric currents. As was described in the introduction, TIs are new states of matter

that are insulating in the bulk and host Dirac conducting states at the surface, pro-

tected by time reversal symmetry [46]. Given that the chirality operator commutes

with the TI Hamiltonian, the spin direction is locked with the momentum direction.

This property allows for the creation of a non-equilibrium current-induced spin den-

sity accumulation on the TI surface when a forward-backward carrier imbalance is

produced. Such a mechanism is known as the inverse spin-galvanic effect [171, 172]

and such a spin density could act as an effective magnetic field that could be used

to manipulate the magnetization direction of a ferromagnet placed on top of the TI.

Several theoretical works have extensively studied the inverse spin-galvanic effect

in TI systems [173–176]. Recently, strong spin torques have been measured in TI-

metallic ferromagnet bilayers [177] consistent with the contribution expected from

the TI surface states. Unfortunately, the mobility of quasiparticles on the TI sur-

face is rather low compared with other Dirac materials, such as graphene [178]. In

this work, we propose the use of a layered heterostructure composed of a graphenic

layer (single layer graphene (SLG) or bilayer graphene (BLG)) placed on top of a

TI (TI|SLG system or TI|BLG system) in order to increase the mobility of quasi-

particles and therefore the efficiency of the spin accumulation creation. In order to

detect the spin density accumulation, an insulating ferromagnet is placed on top of

the graphene layer. The TI|G system combines the high mobility of graphene with

the strong SOC of the TI.

There is compelling evidence that in Dirac materials, the dominant source of

disorder is most likely charged impurities trapped in the bulk of the material or in

the substrate [179]. In the low doping regime, these long-range impurities shift the
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Fermi energy away from the TI Dirac point inducing the formation of electron-hole

puddles [29, 31]. A detailed description of the effect of electron-hole puddles on the

transport properties in Dirac materials is beyond the scope of this chapter. For our

current purposes, the disorder is modeled as a uniform two-dimensional impurity

density distribution located an effective distance d away from the surface of the

3DTI. In order to build some intuition, and for the sake of comparison, the case

of short-range disorder will also be considered. In general, the Hamiltonian for the

family of systems that we are interested in can be written as

H =
∑
k

c†kHkck +

∫
drdr′c†(r)Vdis(r, r

′)c(r′) , (5.1)

where Hk corresponds to the clean Hamiltonian in momentum space, and Vdis(r, r
′)

corresponds to the disorder potential. When modeling these heterostructures, we

have to consider the possible ways in which the graphene layer couples to the TI

layer. In the most optimistic case, we can achieve coherent tunneling between the

layers. In the most pessimistic case, the layers are decoupled we fall in a regime

where neither momentum nor spin is conserved by tunneling events.

5.2 Coherent tunneling regime

In this section, we focus on the case in which graphene and the TI hybridize

and coherent tunneling between them is obtained. Let us assume a commensurate

stacking between the graphene hexagonal lattice and the TI triangular lattice, as
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FIG. 5.1: Schematic of the
√

3 ×
√

3 stacked graphene (red and blue sites) and TI
(green sites) real space lattices.

shown in Fig. (5.1). The Hamiltonian for such a system is given by [180]

Hk =


ĤG,K

k 0 T̂ †

0 ĤG,K′

k T̂ †

T̂ T̂ ĤTI
k

 + Ĥex, (5.2)

where ĤG,K
k corresponds to the low energy Hamiltonian for the graphenic layer

around the K point, and ĤG,K′

k =
(
ĤG,K

k

)∗
corresponds to the Hamiltonian around

the K ′ point. For the case of BLG, the Hamiltonian is given by

ĤBLG,K
k = ~2k2/(2m∗)σ0 ⊗ [ cos(2φk)τx + sin(2φk)τy ]− µgσ0 ⊗ τ0 , (5.3)

where σi corresponds to the Pauli matrices in spin space, τi corresponds to the Pauli

matrices in pseudospin space, and the coefficient m∗ corresponds to the effective

mass of the quasiparticles. For the case of SLG we have

ĤSLG,K
k = ~vgkσ0 ⊗ [ cos(φk)τx + sin(φk)τy ]− µgσ0 ⊗ τ0 , (5.4)
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FIG. 5.2: (a) Sketch of the most general heterostructure considered in this work.
The system consists on a graphene sheet placed between a 3D topological insulator,
and an insulating ferromagnet which acts as the active layer. (b) Band structure
for a TI|BLG system. (c) Spin texture, and (d) band structure of a TI|BLG|FM
heterostructure with an exchange field ∆ = 20 meV.
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where vg is the Fermi velocity. The TI surface states are described by the Hamilto-

nian

ĤTI
k = ~vTI (kyσx − kxσy)− µTIσ0 . (5.5)

The momentum- and spin-conserving tunneling matrix connecting the graphene and

TI states is assumed to have the form

T̂k =

t 0 0 0

0 0 t 0

 . (5.6)

Lastly, Ĥex = ~∆·~S corresponds to the exchange Hamiltonian, that couples locally the

TI surface states and the graphene states to the FM. The operator ~S = (Sx, Sy, Sz)

corresponds to the heterostructure spin operator, given by

Ŝx =
1

2


σx ⊗ τ0

σx ⊗ τ0

σx

 (5.7)

Ŝy =
1

2


σy ⊗ τ0

σy ⊗ τ0

σy

 (5.8)

Ŝz =
1

2


σz ⊗ τ0

σz ⊗ τ0

σz

 . (5.9)

The renormalized band structure is obtained by direct diagonalization of the Hamil-

tonian of the system Eq. (5.2). In Fig. (5.2b) the bands of a TI|BLG heterostructure

are plotted for a tunneling amplitude t = 45 meV and no band-crossing point mis-

113



FIG. 5.3: (a) Rashba-split 2DEG energy bands. (b) Rashba spin texture.

match, δµ ≡ µTI − µg = 0 meV. The strong spin-orbit coupling of the TI surface

states induces the development of Rashba-split type bands in graphene, which cor-

respond to the bands with the highest energy for fixed momentum.

In the context of quantum wells and 2D electron gases (2DEG), a phenomeno-

logical Rashba SOC term in the Hamiltonian is allowed when inversion symme-

try is broken. This term was first introduced to understand resonance experi-

ments in GaAs|AlxGa1−xAs heterostructures [181]. The Rashba term has the form

HR = αR/~ (n̂× ~p) · ~σ, where αR is the Rashba coupling constant, and n̂ is the di-

rection perpendicular to the heterostructure. In quantum wells, this term is allowed

due to the presence of an electric field ~E = En̂ generated by charge transfer at the

interface of the two layers conforming the heterostructure. Fig. (5.3a) shows the

band structure for a 2DEG with Rashba SOC. The Rashba term induces a band

splitting. In Fig.(5.3b) we plot the spin orientation 〈~σ〉 of the Bloch states for the

Rashba-split 2DEG. We refer to the spin orientation as spin texture. Compare with

the spin texture for the TI|BLG heterostructure shown in Fig. (5.2c).

The band structure for a system with a FM with out-of-plane magnetization

and exchange field strength ∆ = 20 meV is shown in Fig. (5.2d). Zeeman splitting

in the higher energy bands is now obtained. In Fig.(5.2c) shows the spin texture for
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TI|BLG. The circles show the spin texture along constant energy contours. The spin

winds around the k = 0 point either clockwise or counter-clockwise depending on

the band. The spins also exhibit either aligning or anti-aligning with the exchange

field, depending on the band considered.

Experiments have reported the presence of a Rashba spin-split two-dimensional

electron gas in TIs [182] created close to the surface due to band bending, which

could give an important contribution to the net spin density accumulation. However,

spin-transfer torque measurements [177] in TI|FM systems suggest that the spin

accumulation is consistent with what is expected from the TI surface states. For

this reason, we ignore possible contributions coming from the Rashba spin split two-

dimensional electron gas. Another possible contribution to the spin accumulation

could come from TI bulk states because impurities usually locate the TI Fermi

energy close to the bulk bands. However, experiments have shown the possibility

to tune the location of the Fermi energy by doping [183–185], applying stress to

the sample [186], and reducing the defects when growing the films [187]. Also,

transport measurements performed in TI thin films have shown results consistent

with contributions coming mostly from the surface states [188]. Hence, only the TI

surface states are considered in our model.

The current-induced non-equilibrium spin density δsi, using the Kubo formal-

ism [49, 189] in the linear response regime, is given by δsi = χijEj, where χij

corresponds to the non-equilibrium current-induced spin density response function.

Due to the rotational symmetry of the clean system along the axis perpendicular

to the sample, the response function tensor components satisfy χxy = −χyx and

χxx = χyy. Given these symmetry properties, without loss of generality, we will

consider an electric field applied along the y-direction.

The case of a TI|FM heterostructure in the presence of short-range disorder
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has been extensively studied in the literature. One of the earliest works can be

found in Ref. [173], where it was shown that a non-zero spin accumulation in the

y-direction is present. This accumulation is dissipationless for EF < ∆ and is

related to the anomalous Hall effect. In Ref. [174], the magnetization dynamics

was investigated via the derivation of the Landau-Lifshitz-Gilbert (LLG) equation,

and the doped case was studied. More recently, in Ref. [175] spin torques in the

presence of transverse fluctuation in the magnetization were calculated. The existing

results are for the case of short range, spin- and momentum-independent disorder,

and are as follows. In the limit |EF |(2τ0/~) � 1, and for |EF | > |∆|, the non-zero

components of the response function are χxy = e~2vTI

2πu0
(1−(∆/EF )2)(1+(∆/EF )2)−1,

and χyy = +e(πvTI)
−1EF∆(E2

F+∆2)(E2
F+3∆2)−2. For |EF | < |∆| the only non-zero

component is χyy = e(8πvTI)
−1. Candidate materials to realize this system include

Bi2Se3, Bi2Te3, and Sb2Te3 for the TI, and Europium Oxide (EuO) for the insulating

FM. MnSe, an antiferromagnet (AFM), whose magnetic moments in each (111) plane

are aligned has also been considered. In Ref. [190], first principles calculations were

performed using different magnetic materials with lattice structures compatible with

bismuth-based topological insulators. It was found that Bi2Se3|MnSe is the best

combination of all considered materials since it possesses strong exchange coupling

(∆ ≈ 50 meV) and surface state bands. Now we turn our attention to the calculation

of the response of the heterostructures. We first evaluate the response function

at T = 0 K in the DC limit, as shown diagrammatically in (5.4b). Written in

the eigenbasis {|ak〉} of the clean Hamiltonian Hk (5.2), the spin density response
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FIG. 5.4: Feynman diagrams for (a) the disorder averaged Green’s function, (b) the
current-induced spin density response with bare velocity operator, (c) the current-
induced spin density response with the dressed velocity operator, and (d) the Bethe-
Salpether equation for the dressed velocity operator.

function is given by

χij =
~e

2πV
Re
∑
k,a,b

siab(k)vjba(k)
(
GA

kaG
R
kb −GR

kaG
R
kb

)
− ~e
πV

∑
k,a,b

Im{siab(k)vjba(k)}

×
∫ EF

−∞
dx Im

{(
∂

∂x
GR

ka(x)

)
GR

kb(x)

}
, (5.10)

where si is the spin operator, vi = ~−1∂/∂kiHk is the velocity operator, and the

expectation value is defined as Oi
ab(k) ≡ 〈ak|Oi|bk〉. The disorder-averaged Green’s

function (see Fig.(5.4a)) is given by G
R/A
a = (EF − εka ± i~(2τ0)−1)

−1
in this eigen-

basis, where τ0 corresponds to the band- and momentum-dependent single particle

lifetime. The single particle lifetime τ0 of the quasiparticles is given to leading order,

by

~
τ0a

= 2π
∑
a′k′

nimp

∣∣∣∣v(q)

ε(q)

∣∣∣∣2 |〈a′k′|ak〉|2δ(εa,k − εa′,k′) , (5.11)

where k, and k′ correspond to the incoming and outcoming momentum, and q =
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k − k′. nimp is a 2D effective impurity density, which throughout this work is

equal to nimp = 1 × 1012cm−2. v(q) = 2πe2e−qd/(κq) is the Fourier transform of

the potential generated by the charged impurities located at an effective distance

d away from the TI surface, and κ is the static dielectric constant appropriate for

graphene on TI. The static dielectric constant κ for TIs is usually large [30]. For

example, κ1 ≈ 100ε0 for Bi2Se3. The effective dielectric constant appropriate for

graphene is then κ = (κTI + κtop)/2, where we assume κtop = 1. The dielectric

function ε(q) is calculated in the random phase approximation (RPA), and is given

by εRPA(q) ≈ 1 − vc(q)χ0
nn(q), where vc(q) = 2πe2/(κq) is the Fourier transform of

the Coulomb potential generated by electron-electron interactions and χ0
nn(q) is the

zeroth order density-density response function (also known as the Linhard function)

defined as [191]

χ0
nn(q) =

∑
ab

∫
dk

(2π)2
|〈ak|bk〉|2 fa,k − fb,k+q

εa,k − εb,k+q + i0+
, (5.12)

where fa,k corresponds to the Fermi distribution function. In the low wavelength

limit and at T = 0, the Linhard function can be approximated as

χ0
nn(q→ 0) ≈ −ν(EF ) +

∑
a6=b

∫
dk

(2π)2
|〈ak|bk〉|2 Θ(EF − εa,k)−Θ(EF − εb,k)

εa,k − εb,k + i0+
,

(5.13)

where ν(EF ) corresponds to the density of states (DOS) at the Fermi level. As a first-

order approximation we ignore the inter-band contribution such that χ0
nn ≈ ν(EF ).

A quantity related to the single particle lifetime is the transport time, given to
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leading order by

~
τa

= 2π
∑
a′k′

nimp

∣∣∣∣v(q)

ε(q)

∣∣∣∣2 |〈a′k′|ak〉|2δ(εa,k − εa′,k′)× (1− k̂ · k̂′) . (5.14)

In Figs. (5.5) we plot the average single particle lifetime, and average transport

time for the cases of TI (black dashed line), TI|SLG (blue dotted line), and TI|BLG

(red solid line). The average is defined as

〈τ0〉 =

∑
ka τ0a(k)δ(EF − εka)∑

ka δ(EF − εka)
, (5.15)

We observe that on average the TI|BLG heterostructure presents the largest single-

particle lifetime, followed by the TI|SLG, and finally by the TI, as we were expecting.

Fig. (5.5a) shows the average lifetime as a function of the Fermi energy for

the TI surface states (dashed line), TI|SLG (dotted line), and TI|BLG (solid line)

heterostructures. The larger DOS in the heterostructure provides better screening

of the charged impurities, leading to a narrower spectral broadening, which in turn

enables larger responses compared with the TI alone. Fig. (5.5b) shows average

transport time as a function of the Fermi energy. This quantity is associated with

the electronic mobility of the system and is a measure of the ease with which current

can be driven through the system. The result for the TI diverges as EF → 0 because

the carrier density goes to zero at the Dirac point.

Now we proceed to evaluate the non-equilibrium current-induced response func-

tion (5.10), evaluating separately inter- and intra-band contributions. Although

products of Green’s functions of the type GRGR and GAGA are small compared

with those of GRGA type, we retain them in the numerical evaluation of the re-

sponse since they cancel unphysical logarithmic divergences from high energy states
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FIG. 5.5: (a) Averaged single particle lifetime, and (b) transport time as a function
of the Fermi energy for TI (dashed line), TI|SLG (dotted line), and TI|BLG (solid
line) with tunneling amplitude t = 45 meV, and chemical potentials µTI = µg =
0 meV. The impurity density is nimp = 1× 1012 cm−2.

[192]. Fig.(5.6a) shows the intra-band contribution to the spin accumulation in the

x-direction as a response to a current applied in the y-direction, χxy. The solid

line corresponds to the TI|BLG heterostructure, the dotted line to TI|SLG, and the

dashed line to the TI surface states. The presence of a graphenic layer not only

does not destroy the original TI response but enhances it in some regimes due to a

larger DOS and consequently smaller spectral broadening present in combined TI-

graphene systems compared with TI alone. A resonance in the TI|BLG response is

obtained at the same energy (EF ≈ 50 meV, for t = 45 meV) where the minimum of

the Rashba split bands is located, as shown in Fig.(5.2b). For EF & 50 meV, a com-

petition between the Rashba-type contribution and the TI-type contribution causes

the TI|BLG response to fall below the TI response. This effect is not observed in the

TI|SLG system due to a weaker Rashba splitting [180]. For EF . 100 meV TI|BLG

presents the largest response among the three systems, while TI|SLG dominates for

EF & 100 meV. The interband contribution is shown in Fig.(5.6b). For the three
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systems considered, the interband contribution is much smaller than the intraband

contribution, and they become comparable only for EF → 0 meV. For the TI case,

χxyinter(EF = 0) = χxyintra(EF = 0). Given that the intraband contributions are much

0 50 100 150 200 250
EF (meV)

100

101

102

χ
xy in

tr
a

(e
/8
π

2 v)

TI

TI|BLG

TI|SLG

(a)

0 50 100 150 200 250
EF (meV)

10−1

100

χ
xy in

te
r

(e
/8
π

2 v)

TI

TI|BLG

TI|SLG

(b)

FIG. 5.6: Non-equilibrium current-induced spin density response function χxy as a
function of the Fermi energy. Fig. (a) shows the intraband contribution χxyintra for
TI|BLG (solid line), TI|SLG (dotted line), and TI (dashed line). Fig. (b) shows
the interband contribution χxyinter. Intraband transitions constitute the dominant
contribution to the spin response.

larger than the interband contributions from now on only the intraband contribu-

tions will be considered. We also will neglect GRGR- and GAGA-type contributions

since they are systematically smaller than the GRGA type. When neglecting these

contributions, a momentum cut-off is introduced, kmax = 1nm−1. Under these ap-

proximations, the band-diagonal, AR-type dressed velocity operator ṽiaa(k) is shown

diagrammatically in Fig.(5.4d). The corresponding Dyson equation is given by

ṽiaa(k) = viaa(k) +
∑
a′k′

nimp

∣∣∣∣v(q)

ε(q)

∣∣∣∣2 |〈a′k′|ak〉|2GA
k′a′G

R
k′a′ ṽ

i
a′a′(k

′) , (5.16)

with solution ṽiaa(k) = τa/τ0av
i
aa(k) [193]. The current-induced spin density is then
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approximated as shown diagrammatically in Fig.(5.4c),

χxy ≈ e

2πV
Re
∑
k,a

sxaa(k)ṽyaa(k)GA
kaG

R
ka . (5.17)

Fig. (5.7a) shows the current-induced spin density response function χxy including
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FIG. 5.7: Non-equilibrium current-induced spin response function χxy as a function
of the Fermi energy EF for TIs (dashed lines), TI|SLG|FM (dotted lines), and
TI|BLG|FM (solid lines) with t = 45 meV, and TI|FM. (a) shows the case ∆ =
0 meV, and (b) case ∆ = 20 meV, both for δµ = 0 meV. The vertical thin line is
located at EF = ∆. This results include band-diagonal, AR-type vertex corrections
to the velocity matrix elements.

band-diagonal, AR-type vertex corrections for TI (black dashed line), TI|SLG (blue

dotted line), and TI|BLG (red solid line) for a tunneling amplitude t = 45 meV,

and δµ ≡ µTI − µg = 0 meV. The TI|SLG presents a larger spin-density response

than the TI by itself for all the Fermi energies considered. TI|BLG presents an even

larger response for EF ≤ 100 meV. For higher Fermi energies, the large Rashba

splitting induced by the proximity with the TI causes the response to fall below the

TI response. Also, a peak in the response is obtained at the bottom of the Rashba
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split bands, where the density of states has a peak as well. Fig. (5.7b) shows

the response of TI|BLG|FM, TI|SLG|FM, and TI|FM for a FM with out-of-plane

magnetization and ∆ = 20 meV.

As we discussed before, the TI|FM presents a non-zero χyy component which is

much smaller than the χxy component. For TI|SLG|FM systems, a χyy response is

also present. A careful calculation of the χyy component requires taking into account

off-diagonal vertex corrections to the velocity operator [194]. A recent work [195]

pointed out that double-crossing diagrams give rise to contributions of the same

order as the non-crossing diagrams, which makes this calculation very challenging.

Vertex corrections are expected to mix the χyy and χxy components, but because

χyy is much smaller than χxy in the regime considered (EF � γ), we will focus only

on the dominant contribution.

In the DC limit achieved by letting q→ 0 first, and then ω → 0 the conductivity

is given by

σyy ≈ e2

2πV
Re
∑
k,a

vyaa(k)ṽyaa(k)GA
kaG

R
ka . (5.18)

This conductivity is calculated in the same way as the current induced spin density

response function, to obtain a consistent result. Numerical evaluation of Eq. 5.18

leads to the results shown in Fig. (5.8). Panel (5.8a) shows the conductivity for

TI, TI|SLG, and TI|BLG as a function of the Fermi energy. The TI|BLG system

shows the highest conductivity among the three systems considered. Panel (5.8c)

shows the efficiency for the spin accumulation creation which is the product of the

current-induced spin density and the conductivity, as a function of the Fermi energy.

The TI|BLG is the system with the most efficient response, despite the fact that

the spin density is affected by the development of the Rashba split bands.
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FIG. 5.8: (a) Conductivity σyy as a function of the Fermi energy EF for a TI|FM
(black dashed lines), TI|SLG|FM (blue dotted lines), and TI|BLG|FM (red solid
lines). The tunneling in the heterostructures is t = 45 meV, and no coupling to the
FM. (b) shows the corresponding case for an exchange coupling ∆ = 20 meV. Panles
(c), and (d) show the efficiency of the creation of the spin accumulation. TI|BLG
clearly shows to be the most efficient heterostructure.

As we have discussed, the presence of the impurities might shift the relative

location of the TI and SLG Dirac points (or quadratic band crossing point for the

case of BLG). This difference is given by δµ = µTI − µg. Although experiments

have shown the possibility to tune the Fermi level by different techniques [187], it

is still interesting to study the spin response as a a function of the mismatch δµ.

Fig. (5.9) shows a color plot of the ratio between the spin density response function
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in TI|BLG and TI alone, χxy/(χxy)TI , as a function of the Fermi energy and the

relative difference δµ. Larger values of δµ lead to larger spin responses due to a

reduction of the induced Rashba splitting of the electron bands. On the other hand,

the hole bands experience an increase of the Rashba splitting.
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FIG. 5.9: (a) Current-induced spin density response function for a TI|BLG het-
erostructure normalized to the TI response, χxy/χxy

TI, as a function of the Fermi
energy and δµ = µTI − µg. (b) Band structure for a TI|BLG heterostructure with
Dirac point mismatch δµ = 100 meV. The solid lines correspond to the TI and BLG
bands. Dashed lines correspond the TI|BLG hybridized bands with t = 45 meV.

5.3 Random tunneling regime

Recent experiments on the fabrication of TI|BLG heterostructures [32] suggest

that roughness at the interface of the 3DTI and graphene might lead to random

tunneling processes, instead of coherent tunneling. In this section we study the

inverse spin galvanic effect in weakly coupled systems dominated by random tunnel-

ing processes. In the case of graphene, the low-energy states are located around the

K point, while the TI low-energy states lie around the Γ point. This momentum
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mismatch leads to a vanishing induced spin accumulation on graphene. However,

it is interesting to study the case of systems which low-energy states lie around

the Γ point. Specifically, we consider a two-dimensional relativistic electron gas

(2DREG) with low energy states around the Γ point, in the proximity of a three-

dimensional topological insulator (TI). The Hamiltonian for the 2DREG is given by

Hg(k) = ~vgkσ0, where σ0 is the identity in spin space. The Hamiltonian for the TI

is given by HTI = ~vTI (kyσx − kxσy). Short-range, spin independent, uncorrelated

disorder V (r) = V0δ(r) is also assumed for TI and 2DREG. We assume that tunnel-

ing events conserve neither spin nor momentum. The response function is calculated

in the diffusive regime, following Ref. [193]. The current-induced spin density, in

the diffuson language, is shown diagrammatically in Fig.(5.10a). Explicitly, it can

be written as

χij =
~
2π

Re Tr{ŝiGRĵjGA}+
~
2π

Re Tr{ŝiGRGADGRGAĵj} , (5.19)

where ĵj = evj is the current operator and the trace is taken over spin, and mo-

mentum. D corresponds to the 2DREG diffuson induced by impurity scattering

and tunneling to the TI. Fig. (5.10c) shows diagrammatically the equation for the

disorder-induced diffuson which it is given by the ladder sum.

Fig. (5.10d) shows an approximation to the tunneling and disorder induced

2DREG diffuson D in the limit where the tunneling time τt is much larger than the

scattering time τ0.

The self-energy, shown diagrammatically in Fig. (5.10b), has two contributions,

Σ0 and Σt. The first contribution, Σ0, is induced by disorder on 2DREG, and is

given by

Σdis = −iug0νgπσ0 , (5.20)
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FIG. 5.10: Feynman diagrams for (a) the current-induced spin density in the diffuson
language, (b) the tunneling and disorder induced self-energies for 2DREG in the
proximity of a TI, (c) the disorder-induced 2DREG diffuson, and (d) the tunneling-
dressed 2DREG diffuson in the limit τt � τ0.

where νg corresponds to the density of states in 2DREG at the Fermi level, and ug0 =

nimpV
2

0 corresponds to the product of the impurity density nimp and the strength of

the disorder potential V0 on the 2DREG. The second contribution, Σt, is induced

by tunneling to the TI. This self-energy has an imaginary part that corresponds to

an extra spectral broadening and a real part that is the one responsible for inducing

spin-orbit coupling on 2DREG

Σt = −i2π2(~vTI)2νTI t̂
2σ0 + t̂2~vTI(k× ~σ)z , (5.21)

where the normalized tunneling amplitude t̂2 is defined as t̂2 = t2/(4π(~vTI)2), νTI

corresponds to the TI density of states at the Fermi level, and vTI corresponds to

the Fermi velocity. In order to correctly derive the real part we have to introduce a

momentum cutoff in the tunneling amplitude. To induce this self-energy, is crucial

that the low-energy states of both the 2DREG and the TI lie around the Γ point.
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The disorder- and tunneling-dressed 2DREG Green’s function is then given by

GR/A =
(εR/A − εk)σ0 + t̂2~vTI (−kyσx, kxσy)

(εR/A − εk)2 − t̂4(~vTI)2k2
, (5.22)

where εR/A = ε + iγ̃1, with γ̃1 = γ10 + γ1t = ug0νgπ + t2νTIπ/2. With these results,

we can calculate the contribution to the current-induced spin density of the first

diagram in Fig.(5.10a). It is given by

(χxy)1 ≈
~2evTI
4πug

t̂2 +O(t̂4). (5.23)

Now calculate the vertex correction in the diffuson language. The equation for the

disorder induced 2DREG diffuson is shown in Fig.(5.10c) and explicitly is given by

D̃(q) = (σ0 ⊗ σ0 − Pg(q))−1ug0σ0 ⊗ σ0 , (5.24)

where the 2DREG quantum probability Pg(q, ω) is given by

Pg(q, ω) = ug

∫
d2k

(2π)2
GR
εF

(k)⊗GA
εF−ω(k− q) ≈ (1− τ0gDgq

2 + iωτ0g − τ0g/τtg)σ0 ⊗ σ0 ,

(5.25)

in the diffusion limit (ωτ0g � 1 and vgτ0gq � 1). Also EF/γ̃1 � 1, and τ0g/τtg � 1.

Dg = τ0gv
2
g/2 corresponds to the 2DREG diffusion constant. Then, the disorder-

dressed 2DREG diffuson is simply given by

D̃(q, ω) =
ug0
τ0g

1

Dgq2 − iω + 1
τtg

σ0 ⊗ σ0 . (5.26)

The TI diffuson is obtained by solving a Dyson equation equivalent to the 2DREG
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diffuson, and shown in Fig.(5.10c). The TI quantum diffusion probability PTI(q, ω)

is given by

PTI(q, ω) = uTI

∫
d2k

(2π)2
GR
TIεF

(k)⊗GA
TIεF−ω(k− q) (5.27)

= a(q, ω)σ0 ⊗ σ0 + ba(q) (σ0 ⊗ σa + σa ⊗ σ0) + dab(q, ω)σa ⊗ σb ,

where the coefficients are given by

a(q, ω) = 1/2(1− τ0TIDTIq
2 + iωτ0TI − τ0TI/τtT I),

b1(q) = −i(1− τ0TI/τtT I)qyτ0TIvTI/4,

b2(q) = i(1− τ0TI/τtT I)qxτ0TIvTI/4,

d11(q, ω) = 1/4(1− τ0TID/2(q2
x + 3q2

y) + iωτ0TI − τ0TI/τtT I),

d22(q, ω) = 1/4(1− τ0TID/2(3q2
x + q2

y) + iωτ0TI − τ0TI/τtT I),

d12 = d21 = 1/4(1− τ0TI/τtT I)τ0TIDqxqy,

where DTI = τ0TIv
2
TI/2 is the TI diffusion constant, and τ0TI/τtT I � 1. Then the

TI diffuson is given by

DTI(q, ω) = (σ0 ⊗ σ0− PTI(q, ω))−1uTI . (5.28)

Explicitly we have

DTI(q, ω) = uTI



A 0 0 B

0 1
2

+ C −1
2

+ C 0

0 −1
2

+ C 1
2

+ C 0

B 0 0 A


(5.29)
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where

A =
−8 + 4iωτ0TI

(τ0TIDTIq2)2 + (ωτ0TI + 2i)2
(5.30)

B = −iτ0TIDTIq
2

ωτ0TI + i
(5.31)

C =
1

4τ0TIDTIq2 − iωτ0TI

. (5.32)

Following Ref. [196], we transform the quantum probability PTI to the more physical

charge-spin representation of the diffuson using the identity 1/2σαs1s2σ
α
s2s1, s1, s2 =

1, 2 and α = 0, x, y. The inverse diffuson D(q, ω)−1
TIαβ gives the equations that

describe the coupled charge-spin transport on the TI surface [196]

∂n

∂t
= DTI∇2n+ 2

√
DTI/2τ0TI(ẑ ×∇) · ~S (5.33)

∂Sx

∂t
=
DTI

2

∂2Sx

∂x2
+

3DTI

2

∂2Sx

∂y2
−DTI

∂2Sy

∂x∂y
− Sx

τ0TI

+
√
DTI/2τ0TI(ẑ ×∇)xn

(5.34)

∂Sy

∂t
=
DTI

2

∂2Sy

∂x2
+

3DTI

2

∂2Sy

∂y2
−DTI

∂2Sx

∂x∂y
− Sy

τ0TI

+
√
DTI/2τ0TI(ẑ ×∇)yn

(5.35)

where ~S corresponds to the non-equilibrium spin density, and n is the charge density.

The fully-dressed 2DREG diffuson is calculated in the limit τ0/τt � 1 in the

charge-spin representation. The corresponding equation is shown diagrammatically

in Fig.(5.10d). Explicitly, it is given by

D = D̃ + D̃

(
P1

ugg

)
T 2

(
P2

uTI0

)
DTI

(
P2

uTI0

)
T 2

(
P1

ugg

)
D

where the tunneling matrix elements are given by T 2
αβ = t2δαβ. To leading order
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in the tunneling amplitude, and in the diffusive limit, the fully-dressed 2DREG

diffuson is given by

D =
ug0

τ0g/τtg


1− i τ0TI/τtTI

ωτ0TI

1 + τ0TI/τtTI(1−iωτ0TI)

2(1+ω2τ20TI)

1 + τ0TI/τtTI(1−iωτ0TI)

2(1+ω2τ20TI)

 . (5.36)

Now we are ready to calculate the contribution from the second diagram in Fig.

(5.10a). The dominant contribution to the spin density accumulation response func-

tion is

(χxy)2 ≈
e

8π2vTI

νg
νTI

+O(t̂2) . (5.37)

Thus, to leading order the current-induced spin accumulation for a 2DREG in the

proximity of a TI is tunneling independent. This is the result of a competition

between the fact that as we increase the tunneling amplitude we lose more quasi-

particles to the TI, but at the same time, we obtain larger spin-orbit coupling.

5.4 Conclusions

We have proposed the use of topological insulator-graphene-FM vertical het-

erostructures as systems with very efficient spin accumulation creation for spintronic

applications. We have studied the non-equilibrium current-induced spin accumula-

tion and transport in the DC limit in Dirac heterostructures with spin-orbit cou-

pling. We have considered the effect of disorder induced by charged impurities in

these systems.

Also, we considered two limiting tunneling regimes: a coherent tunneling regime

and a random tunneling regime. In the coherent tunneling regime, after carefully
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taking into account vertex corrections, we have shown that the presence of graphene

or bilayer graphene significantly increases the efficiency of the spin accumulation cre-

ation, due to the higher mobility of the graphene layers and consequently a better

screening of the charged impurities. We have compared the efficiency of the spin den-

sity accumulation creation in three different systems: TI, TI|SLG, and TI|BLG, and

it was shown that the TI|BLG heterostructure offers the most efficient creation of

spin accumulations. In the random tunneling regime, we have calculated the current-

induced spin accumulation in the diffusive regime for a 2DRGE in the proximity of a

TI. We have shown that in the limit considered, a tunneling-amplitude-independent

spin accumulation is induced on he 2DRGE.
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CHAPTER 6

Effect of inhomogeneities on the

dynamics of the metal-insulator

transition in VO2

6.1 Introduction

This chapter is based on the work that can be found in Ref. [33]. The au-

thor of this dissertation carried out the theoretical calculations. The experimental

component of this work was performed by E. Radue and M. Simons.

Vanadium dioxide (VO2) undergoes a metal-insulator transition (MIT) around

room temperature [197] enabling a wide range of potential applications. It has

recently been shown that it is possible to photo-induce the insulator-to-metal tran-

sition in VO2 in the sub-picosecond timescale [198–204]. This finding makes VO2 a

material of great interest for electronic and photonic applications, such as ultra-fast

switches or transistors. The realization of VO2-based switches requires the ability

133



to control the VO2 MIT dynamics using external fields, as well as a better under-

standing of the recovery mechanisms after the external field is turned off and the

material returns to its normal state. The mechanism by which the photo-induced

insulator-to-metal transition takes place in VO2 is still not fully understood due to

the complexity of the electronic behavior of VO2 arising from the presence of strong

electron-lattice coupling and electron-electron interactions [205–208]. As a result,

VO2 is a unique material of great fundamental and practical interest.

At low temperatures (T . 340 K) the VO2 lattice has a monoclinic structure,

whereas at high temperatures (T & 340 K) it has a tetragonal structure. This

difference in lattice structure is reflected in the band structure: VO2 is an insulator

in the monoclinic phase and a metal in the tetragonal phase. This simple picture is

complicated by the fact that in VO2 electron-electron correlations are very strong

and can provide an important contribution to the localization of the electronic states

via the Mott mechanism [206, 207, 209, 210]. It appears that a full account of the

MIT must take into account the interplay of the lattice dynamics and the electron

dynamics driven by strong electron-electron interactions. This is a fascinating and

extremely challenging problem that in addition is complicated by the unavoidable

presence of inhomogeneities [211, 212].

Several works [202, 213–221] have investigated the short timescale dynamics

after the photo-induced transition. In particular, Ref. [222] presented a comparison

of the long timescale recovery dynamics between VO2 films on a crystal substrate

or a glass substrate and found that the recovery time for the films on the glass

substrate was much longer than for the films on a crystal substrate. The recovery

time was modeled using the heat equation to describe the heat flow across the

interface between the VO2 film and the substrate. The difference in the characteristic

time between the two types of substrates was attributed to the fact that the thermal
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conductivity of the interface was expected to be much smaller for glass substrates

than for crystal substrates.

In this work we present a theory to properly take into account the effect of

inhomogeneities on the recovery dynamics of VO2 films. Our theory describes si-

multaneously: (i) the profile of the reflectivity across a thermal induced MIT; (ii) the

long timescale recovery dynamics of the reflectivity after a photo-induced insulator-

to-metal transition; (iii) the observed difference of two orders of magnitude between

samples with different substrates. Inhomogeneities are due to the fact that the film

is comprised of grains with different sizes and different local properties, such as

strain [223, 224] and chemical composition.

The presence of inhomogeneities induces a distribution of values for the transi-

tion temperature Tc within the film. To take this into account we derive a generalized

heat equation that includes the fact that during the recovery from the photo-induced

insulator-to-metal transition, at any given time a fraction of the sample is undergo-

ing the metal-to-insulator transition, another fraction is still cooling in the metallic

phase, and another fraction is already cooling in the insulating phase. A key ingre-

dient of the generalized heat equation is the correct description of the time evolution

of the fraction of the sample that is metallic, insulating, or undergoing the phase

transition. We then use our theoretical model to obtain the scaling relation between

the characteristic recovery time τ and the parameters of the films. Our theoretical

model, and the underlying assumptions, are strongly supported by our experimen-

tal results. Differently than in Ref. [222] our VO2 films have all crystal substrates,

no glass. Yet, we find that τ can be more than two orders of magnitude different

depending on the crystal substrate, TiO2 or Al2O3, Fig. 6.1.

The generalized heat equation, Eqs. (6.9), which properly takes into account the

effect of the films inhomogeneities on the recovery dynamics is the main result of our
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work. Our theory allows the description of the recovery dynamics consistently with

the measurements obtained for the thermally driven MIT. The scaling between the

characteristic recovery time τ and the parameters of the film is another important

result of our work.

FIG. 6.1: Relative change in reflectivity (∆R/R) for the VO2 film on (a) Al2O3

substrate and (b) TiO2 substrate as a function of time after the MIT is induced at
time t = 0 by a strong ultrafast pump pulse. The values of the pump fluence are
shown in the legend, and the sample temperature is set to 311 K in (a) and 280 K
in (b), which correspond to approximately 30 K below the critical temperature Tc
for thermally-induced MIT for each sample.

Our work is relevant to the more general problem of how spatial inhomogeneities

affect a first order phase transition. The ability of our treatment to contribute

to this general problem relies on the fact that in VO2 the two phases across the
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first-order phase transition have very different electronic properties (metallic vs.

insulating behavior) that allows us to get an accurate phase mapping, via optical

reflectivity measurement, of the time evolution of the metallic (insulating) fraction

and, indirectly, of the spatial inhomogeneities present during the transition.

The work is organized as follows. Sec. 6.2 describes the experimental arrange-

ments to measure the optical reflectivity time-evolution. The details of the theoret-

ical model that we use to characterize the distribution of the films’ inhomogeneities

and the long-time dynamics of the reflectivity after a photo-induced insulator-to-

metal transition are presented in Secs. 6.3 and 6.4, respectively. In Sec. 6.5 we

demonstrate how the variations in statistical properties of the two films result in

a significant difference in the relaxation timescales, and in Sec. 6.6 we provide our

conclusions.

6.2 Experimental setup

In our experiments we studied two VO2 thin-film samples, both of which were

produced using reactive-bias target ion beam deposition (RBTIBD) [225]. One

sample was grown on 0.5 mm thick c-Al2O3, and the thickness of the VO2 film was

80 nm. The other sample was grown on a 0.5 mm thick TiO2 (011) substrate, and

was measured to be 110 nm thick. X-ray diffraction (XRD) evaluation of both films

showed them to be crystalline, and detailed characterization information is available

in previous reports [226, 227].

For the photo-induced insulator-to-metal transition experiments we used an

ultrafast laser system (Coherent Mantis oscillator and Legend Elite regenerative

amplifier) with approximately 100 fs pulses with a central wavelength at 800 nm and

a repetition rate of 1 kHz. The properly attenuated output of the laser was split into
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FIG. 6.2: Schematic of the ultrafast pump-probe setup. BS is an 80/20 beam
splitter.

strong pump pulses and weaker probe pulses using a beam splitter in a standard

pump-probe configuration, shown in Fig. 6.2. The more powerful pump beam,

focused to a 180 µm diameter spot on the surface of the sample, was used to induce

the insulator-to-metal transition, and its fluence was controlled using a variable

neutral-density filter (VF). The fluence of the probe beam was further attenuated

to a value well below the insulator-to-metal threshold (φprobe ≤ 100 µJ/cm2), and we

used its reflectivity from the sample to monitor the instantaneous optical properties

of the VO2 film. The probe pulses were directed along a variable delay stage to

accurately control the relative timing between the pump and probe pulses by up to

4 ns with a few fs precision. The probe beam was focused on the sample at the same

spot as the pump beam, using a shorter focal length lens. When tuned to the center

of the pump beam focal spot, the smaller probe beam diameter (90 µm) ensured

probing a region of uniform pump intensity.

The reflected probe power was measured using a silicon photodetector, and

further analyzed using a lock-in amplifier. To minimize the effects of probe pulse

instabilities, as well as long-terms drifts due to environmental changes, we report

the relative change in probe reflection ∆R/R with the pump beam on or off.

Notably the MIT relaxation of the VO2/TiO2 sample was not measurable with
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FIG. 6.3: Schematic of the experimental setup using a continuous-wave probe laser.

the femtosecond probe, as its characteristic decay time exceeded the 4 ns maximum

pulse separation, determined by the length of the delay stage. To measure the relax-

ation of the metallic VO2 grown on the rutile sample we modified our experimental

setup by replacing the femtosecond probe pulses with a continuous-wave (CW) diode

laser operating at 785 nm and a fast photodiode (measured response time of approx-

imately 10 ns), as shown in Fig. 6.3. This detection method allowed us to measure

changes in reflectivity for times longer than ≈ 20 ns after the insulator-to-metal

transition, that were inaccessible with the femtosecond probe arrangement.

8 12 16 20 24
φ (mJ/cm2)

100

101

102

τ
(n

s) Rutile Ts(L) = 280 K

Sapphire Ts(L) = 310 K

FIG. 6.4: Dependence of metal state decay constant τ on the laser pump fluence and
substrate temperature. Dots represent experimental data, and lines corresponds to
the results of the theoretical calculations. The initial temperature Ts for both sample
substrates was approximately 30 K below their respective MIT critical temperatures.
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Figure 6.1 shows sample measurements of both the VO2/Al2O3 and VO2/TiO2

films, using the femtosecond and CW probe arrangements respectively. The overall

reflectivity depends on the refractive index of both the film and the substrate, and

the refractive indices of TiO2 and Al2O3 are different. Because it is easier to average

the CW laser reflection signal, the curves for VO2/TiO2 are smoother than the curves

for the VO2/Al2O3. The rutile reflection spectra recorded using the ultrafast probe

had the same noise as for the sapphire samples, indicating that the differences in

the noise are due to differences in the probes, not in the samples.

For values of the pump fluence higher than a threshold, which depends on the

substrate temperature, we can see that the reflectivity, soon after the pump pulse,

remains almost constant for some time, i.e. its dynamics exhibits a “flat” region,

see in particular Fig. 6.1 (b). The observed “flattening” of the curves is due to

the pump pulse heating the sample to a temperature above the threshold value

for the thermally-induced insulator-to-metal transition [219, 221]. In this case the

reflectivity stays unchanged at the level corresponding to a fully metallic phase until

a non-negligible fraction of the sample cools down to the transition temperature. For

all experimental curves only the later exponential part of the measured reflectivity

was included into the fitting thermal relaxation time analysis.

The analysis of the relative reflectivity for both VO2 samples demonstrate that

after the initial rapid change during the ultra-fast insulator-to-metal transition, its

time evolution during the recovery is well fitted by a single exponential function

with a recovery time constant τ :

Rfit(t) = RI + (R0 −RI) e
−t/τ , (6.1)

where RI corresponds to the reflectivity in the insulating phase, and R0 corresponds
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to the reflectivity at t = 0 s. The results of such measurements are shown in Fig. 6.4:

for VO2/Al2O3 films we obtained values of τ of the order of few nanoseconds, whereas

it took the VO2/TiO2 sample a few hundred nanoseconds to relax back to the insu-

lating state. This two orders of magnitude difference in the recovery times was even

more surprising considering that the characteristic times for the transition itself were

quite similar, as demonstrated in previous studies [221]. In the discussion below we

demonstrate that the relaxation dynamics strongly depend on the microstructure of

the VO2 films which in turn is strongly influenced by the properties of the substrate

and their interface. Figure 6.4 also reveals that the rate of thermal relaxation for

both samples increases with higher pump power.

6.3 Theoretical modeling of inhomogeneities

In order to take into account the effect of the inhomogeneities on the MIT

dynamics the first step is to characterize them. To do this we can use the profile of

the reflectivity across the thermally induced MIT. The dotted lines in Figures 6.5 (a),

and (b) show the measured reflectivity as a function of temperature across the

thermally induced MIT for a VO2 film grown on sapphire and TiO2, respectively.

The temperature driven MIT in VO2 is a first-order transition. In the ideal case the

reflectivity is expected to exhibit a finite, step-like, change at the critical temperature

Tc, at which the sample goes from a low-temperature insulating state to a high-

temperature metallic state. In thin films, however, the optical reflectivity smoothly

changes from the value corresponding to the insulating phase (RI) to the value

characteristic to the metallic phase (RM) as the temperature increases, as Fig. 6.5

illustrates. For our samples the hysteresis loop is very narrow [227]. The fact that

the MIT takes place over a range of temperatures implies that different regions of
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FIG. 6.5: Evolution of the reflectivity across the thermally induced MIT for the
case of sapphire and rutile substrates normalized to the average critical transition
temperature. The open circles (red) correspond to the measured reflectivity in the
heating branch, the solid circles (blue) correspond to the measured reflectivity in
the cooling branch, and the solid curve corresponds to the theoretical result. For
rutile substrate 〈Tc〉 = 314.0 K, and for the sapphire substrate 〈Tc〉 = 340.1 K.

the sample have different values of Tc. This is different from the case of an ideal,

homogeneous, system for which the whole sample exhibits the coexistence of metallic

and insulating regions only for T = Tc. As a consequence the MIT in the films

is characterized not by a single critical temperature but by a distribution P (Tc) of

critical temperatures. This is due to the fact that the VO2 films are inhomogeneous:

they are formed by crystal grains with different local properties. Different grains in

general have different sizes, slightly different stoichiometry, and experience different

local strains. It is very challenging to characterize the distribution of all the local

properties that can affect the transition temperature of each grain. However, for

our purposes, we only need P (Tc) and, as we show below, this can obtained directly

from the profiles of R(T ) without having to characterize the distribution of the local

properties affecting Tc. Let ηI be the fraction of the sample in the insulating phase.

At a given temperature T we have:

ηI(T ) =

∫ ∞
T

P (Tc)dTc. (6.2)
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Let ηm(T ) = 1− ηI(T ) be the fraction of the film in the metallic phase. To obtain

the evolution of ηI(T ) across the MIT, and therefore P (Tc), considering that changes

in the fraction of the film that is metallic (insulating) are the dominant cause of

changes in the reflectivity, we can use a two-fluid effective medium theory (EMT)

[111, 228–230]. In the EMT the inhomogeneous system is replaced by an effective

homogeneous medium having the same, bulk, electric properties. Let εM , εI be the

dielectric constants (at the probing frequency) of VO2 in the metallic and insulating

phase respectively. Then, the dielectric constant of the effective medium, εEMT , is

given by the following equation:

ηI(εI − εEMT )

εEMT + g(εI − εEMT )
+

ηM(εM − εEMT )

εEMT + g(εM − εEMT )
= 0. (6.3)

In Eq. (6.3) g is a factor that depends on the shape of the grain. Without loss of

generality we set g = 1/3. Let n and k be the real and imaginary parts respectively

of the index of refraction, so that for the effective medium n + ik =
√
εEMT and

therefore

R =

∣∣∣∣∣cos θ0 −
√

(n+ ik)2 − sin2 θ0

cos θ0 +
√

(n+ ik)2 − sin2 θ0

∣∣∣∣∣
2

, (6.4)

where θ0 ≈ 15◦ corresponds to the probe incidence angle. Given our experimental

setup we can reliably obtain the imaginary part of the index of refraction by mea-

suring the absorption. For this reason we set the value of the imaginary part of the

complex index of refraction kM , (kI) for the metallic and (insulating) phase to the

measured values, consistent with the values reported in the literature [231, 232], and

then use Eq. (6.4) and the measured value of RM (RI) in the metallic (insulating)

phase to fix the corresponding value of nM (nI) (see Table 6.1).

Using Eqs. (6.2)-(6.4) we can obtain the profile of R(T ) across the MIT for a
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given P (Tc). Assuming P (Tc) to be a Gaussian distribution, by fitting the measured

profile of R(T ) to the one obtained using Eqs. 6.2-6.4 we can obtain the average

value of the critical temperature 〈Tc〉 and its standard deviation σTc . For VO2/TiO2

samples we find 〈Tc〉 = 314 K, σTc = 2.6 K, for VO2/Al2O3 samples 〈Tc〉 = 340 K,

σTc = 8.8 K. The solid lines in Fig. 6.5 show the profiles of R(T ) obtained using

Eqs. (6.2)-(6.4) and the above values for 〈Tc〉 and σTc .

The difference in the value of Tc between VO2/TiO2 and VO2/Al2O3 samples

can be attributed to the fact that TiO2, having a rutile structure, might induce

strains into the VO2 film that should favor the metallic phase of VO2. In general,

strain effects are expected to play an important role in the physics of the MIT phase

transition of VO2 films. In our approach such effects enter indirectly, via the form

of the probability distribution P (Tc), and the value of the thermal conductivity of

the interface between the VO2 film and the substrate.

As we discuss in the following section, for our theoretical treatment of the re-

covery dynamics over long timescales of VO2 films the knowledge of P (Tc), i.e., 〈Tc〉

and σTc , is all that is needed. As mentioned before the fact that σTc is nonzero is

due to inhomogeneities, of different nature, present in the VO2 film. It is practi-

cally impossible to know the distribution in the films of the properties affecting Tc.

However, it is interesting to consider the limit in which the grain size D is the dom-

inant property affecting Tc. The reason is that in this limit it is possible to extract,

using strong and fundamental arguments, the distribution, P (D), for the grain size.

In particular, it is possible to obtain the average grain size, 〈D〉, and its standard

deviation, quantities that are of great practical interest. 〈D〉 can be compared to

estimates obtained using more direct experimental techniques, such as XRD. In the

remainder of this section we use the experimental results for R(T ) across the MIT

to extract 〈D〉 and its standard deviation.
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Theoretical and experimental evidence[233] indicates that for thin films the

distribution P (D) of the grain size D typically follows a logarithmic-normal distri-

bution,

P (D) =
1√

2πσD
exp

−
[
lnD/D̂

]2

2σ2

. (6.5)

In Eq. (6.5) D is the effective diameter of a grain, D̂ is the grain size (diameter)

such that ln D̂ = 〈lnD〉, and σ is the standard deviation of ln(D).

From general and fundamental arguments [234–237] we have:

Tc = T (bulk)
c

(
1− 1

D/D0

)
, (6.6)

where T
(bulk)
c is the bulk transition temperature and D0, equal to 2 nm in our

case, is the grain’s diameter below which the grain is so small that is not possible

to unambiguously identify its crystal structure. We set T
(bulk)
c = 355 K, that is

the temperature above which the VO2/Al2O3 samples is completely metallic. This

value is higher than the value of bulk VO2 due to the strain experienced by the films

[223, 224]. The relation between P (D) and P (Tc) is given by:

P (Tc) = P (D(Tc))
dD

dTc
. (6.7)

Using Eqs. (6.2)-(6.7), by fitting the measured profile of R(T ) across the MIT,

we can obtain P (D) and therefore 〈D〉 and its standard deviation. Figures 6.6 (a), (b)

show the profiles of P (D) used to obtain the good theoretical fit to the evolution of

R(T ) shown in Fig. 6.5. These profiles correspond to 〈D〉 = 64.7 nm σD = 38.5 nm

for VO2/Al2O3 samples, and 〈D〉 = 17.4 nm σD = 1.1 nm VO2/TiO2 samples.

It is interesting to compare the values of 〈D〉 obtained using this approach to the
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values estimated using XRD. From XRD data [221] we estimated 〈D〉 ≈ 45 nm

for VO2/Al2O3 and 〈D〉 ≈ 13 nm for VO2/TiO2 (see Table 6.1). These values are

in remarkable semi-quantitative agreement with the values extracted from the pro-

files of R(T ) across the MIT suggesting that the assumption that the grain size is

the dominant property affecting the local value of Tc might be qualitatively cor-

rect. It is therefore interesting to obtain the profiles of P (Tc) corresponding to the

distributions of grain sizes shown in Figs. 6.6 (a), (b). Such profiles are shown

in Figs. 6.6 (c), (d). The evolution of ηI(T ) across the MIT obtained using these

profiles is shown in Fig. 6.7.

VO2/TiO2 VO2/Al2O3

〈Tc〉 314.0 K 340.1 K
σTc 2.6 K 8.8K
〈D〉 17.4 nm 64.7 nm
〈D〉Exp [221] 13 nm 45 nm
σD 1.1 nm 38.5 nm
nM + ikM 1.53 + i0.8 1.49 + i0.65
RM 0.14 0.11
nI + ikI 3.03 + i0.57 2.60 + i0.60
RI 0.28 0.23
σK 1, 100 W/(K cm2) 13, 000 W/(K cm2)

TABLE 6.1: Comparative table between VO2/TiO2, and VO2/Al2O3 sample pa-
rameters.

Our analysis suggest that the R(T ) profiles could be an indirect method to

characterize the distribution of grain sizes in VO2 films, a very challenging quantity

to obtain using direct imaging experiments.

146



0.97 0.99 1.01 1.03
Tc/〈Tc〉

0.0

0.4

0.8

1.2

1.6

P
(T

c/
〈T

c〉)
×

10
−

1

Rutile

d)

0.80 0.92 1.04 1.16 1.28
D/〈D〉

0

1

2

3

P
(D
/〈
D
〉)
×

10
−

1

b)

Rutile

0.90 0.95 1.00 1.05
Tc/〈Tc〉

0

2

4

6

P
(T

c/
〈T

c〉)
×

10
−

2

Sapphire

c)

0 1 2 3 4
D/〈D〉

0.0

0.4

0.8

1.2

1.6

P
(D
/〈
D
〉)
×

10
−

2

a)

Sapphire

FIG. 6.6: (a) and (b) show the grain size distributions normalized to the average
grain size for sapphire (〈D〉 = 64.7 nm) and rutile (〈D〉 = 17.4 nm) substrate
respectively. (c) and (d) show the critical temperature distribution normalized to the
average critical temperature for sapphire (〈Tc〉 = 340.1 K) and rutile (〈Tc〉 = 314.0

K) respectively. The bulk critical temperature is taken to be T
(bulk)
c = 355 K.

6.4 Theoretical modeling of the relaxation dynam-

ics of the MIT

In our experiment the VO2 films have a thickness d equal to or smaller than

110 nm (see Fig. 6.8), which is comparable with the laser 1/e penetration depth

δ ' 110 − 130 nm [221]. Thus, we can assume that the pump pulse heats the film

uniformly throughout its thickness. To describe the heat transfer process between

the film and the substrate, we assume the temperature to be uniform throughout

the film for all times. Effectively, given these conditions, the heat transfer problem

becomes a one-dimensional problem, and the equation for the rate of change of the

heat (Q) in the film takes the form:

dQ

dt
=A× d× ( ρICIηI(Tf ) + ρMCMηM(Tf ) + L(Tf )P (Tf )ρav)

∂Tf
∂t

, (6.8)
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FIG. 6.7: Evolution of the insulating partial volume ηI across the thermally induced
MIT for case of (a) sapphire and (b) rutile substrates. For rutile, 〈Tc〉 = 314.0 K,
and for sapphire 〈Tc〉 = 340.1 K.

FIG. 6.8: Sketch of the heterostructure considered in this work. It is composed of a
vanadium dioxide (VO2) thin-film deposited on top of a substrate. The substrates
considered in this work are titanium dioxide (TiO2), and aluminum oxide (Al2O3).
For VO2/TiO2 d = 110 nm while for VO2/Al2O3 d = 80 nm. For both substrates,
L = 0.5 mm.

where Tf is the film temperature, A is the area of the film, ρI (ρM) is the density in

the insulating (metallic) phase, ρav ≡ (ρI + ρM)/2, CI (CM) is the heat capacity in

the insulating (metallic) phase, L is the specific heat and P (Tf )dTf is the fraction

of the sample undergoing the MIT in the time interval dt during which the film

temperature is in the interval [Tf , Tf +dTf ]. Here P (Tf ) is the distribution of critical

temperatures due to the inhomogeneities that we have obtained in the previous

section. Using Eq. (6.2) and the fact that ηM = (1 − ηI) we can rewrite Eq. (6.8)

in a form that more explicitly shows the effect due to the inhomogeneities, i.e. the
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fact that the MIT is not characterized by a single Tc, but by a distribution of Tc’s:

dQ

dt
= A× d×

[
ρMCM + (ρICI − ρMCM)

∫ ∞
Tf

P (Tc)dTc + L(Tf )P (Tf )ρav

]
∂Tf
∂t

.

(6.9)

Equation (6.9) is the main result of our work: it allows to properly take into account

the effect of inhomogeneities on the long timescale dynamics across a first order

phase transition. The key quantity entering Eq. (6.9) is the distribution P (Tc) that,

as we have shown in the preceding section, can be obtained from the profile of R(T )

across the thermally activated MIT. Our work is the first to combine the information

from the thermally activated MIT to obtain a physically accurate heat equation to

describe the recovery dynamics after a photo-induced MIT. For the latent heat we

have [234–236]

L = L(bulk) Tc

T
(bulk)
c

. (6.10)

where L(bulk) is the value of the specific heat for bulk VO2. Given Eq. (6.6), Eq. (6.10)

implies L = L(bulk)(1−D0/D).

The rate of change of heat in the film given by Eq. (6.8) must be equal to the

heat current (JQ) across the interface between the film and the substrate:

JQ = −σKA(Tf − Ts(d)) (6.11)

where σK is the Kapitza constant characterizing the thermal conductivity of the

interfaces [238–241], and Ts(d) is the temperature of the substrate at the surface

facing the VO2 film. Combining Eq. (6.9) and Eq. (6.11), for Tf we obtain the
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equation:

[
ρMCM + (ρICI − ρMCM)

∫ ∞
Tf

P (Tc)dTc + L(Tf )P (Tf )ρav

]∂Tf
∂t

= −σK
d

(Tf − Ts(d)).

(6.12)

In Eq. (6.12) the only undetermined quantity is σK . We fix σK by fitting the

theoretically obtained time evolution of R(t) to the one measured experimentally,

for fixed experimental conditions such as the temperature of the substrate and the

pump fluence. The robustness of the theory presented is evidenced by the fact that,

the same fixed value of σK provides a good agreement between the theoretical and

the experimental results for a broad range of experimental conditions.

To completely define the problem we need to supplement Eq. (6.12) with proper

boundary conditions. The temperature distribution within the substrate, Ts(z, t),

satisfies the diffusion equation:

∂Ts(z, t)

∂t
=

ks
Csρs

∂2Ts(z, t)

∂z2
(6.13)

where ks, Cs, ρs are the thermal conductivity, heat capacity, and mass density,

respectively, of the substrate. The bottom of the substrate, for which z = L (see

Fig. 6.8), is kept at a fixed temperature T
(B)
s . At the film/substrate interface the

heat transferred from the film must be equal to the heat current ks∂Ts/∂z|z=d. We

then have that the boundary conditions completing Eq. (6.13) are:

Ts(z = L, t) = T (B)
s ; (6.14)

ks
∂Ts(z, t)

∂z

∣∣∣∣
z=d

= −σK(Tf (t)− Ts(z = d, t)). (6.15)
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Equations (6.10),(6.12)-(6.15), combined with knowledge of the distribution

P (Tc) completely define the temperature evolution of the VO2 film. Notice that in

these equations the only unknown parameter is the Kapitza constant σK . All the

other quantities are known from direct measurements. P (Tc) is obtained from the

profile of R(T ) across the MIT, independently from the dynamics of R after the

photo-induced insulator-to-metal transition. Also, the relation between the specific

heat L and T is fixed by general and fundamental results [234–236].

While these equations can in general be solved only numerically, some quali-

tative understanding of the decay time τ can be gained if we make some simplifi-

cations. Let P (Tc) = 1/(
√

2πσTc) exp{−(Tc − 〈Tc〉)2/(2σ2
Tc

)}. At a temperature T

the insulating volume fraction is given by ηI(T ) = 1
2

[
1− erf

(
(T − 〈Tc〉)/(

√
2σTc)

)]
.

Then assuming that the pump pulse is strong enough to drive the entire film into

a fully metallic state at t = 0, the time-dependence of the insulating volume frac-

tion can be approximated by a simple exponential form ηI(t) = 1− Ae−t/τ . In this

case, an expression for the temperature can be obtained through the relationship

ηI(T (t)) = ηI(t). Furthermore, assuming that the substrate temperature Ts does

not change with time, and the latent heat L to be temperature-independent, we can

calculate the decay constant τ :

τ = Cd
σTc
σK

(CMρM + LρavP (T0))

T0 − Ts
+ τ0 , (6.16)

where the constants C > 0, and τ0 can only be determined by solving the full system

of equations (6.12)-(6.15)

It is interesting to note that despite its many limitations, Eq.(6.16) captures

many important qualitative traits of the actual relaxation process. For example,

Figure (6.9) shows a plot of the decay constant as a function of σTc obtained solving
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the full system of equations (6.12)-(6.14) for two different values of the average

critical temperature, and same initial temperature T0 = 360 K. It is easy to see

that the decay time τ follows the linear trend predicted by Eq. (6.16) in the limit

(T0 − 〈Tc〉)�
√

2σTc . Similarly, an exact solution shows the inverse dependence of

τ on the Kapitza constant, τ ∝ σ−1
K , as shown in Figure 6.10.

The relation (6.16) is another important result of our work, it shows how the

characteristic time of the recovery dynamics is related to the properties of the VO2

films. In particular it shows the novel result that τ grows linearly with σTc , the

standard deviation of P (Tc). σTc can be reliably obtained from the profile of R(T )

across the MIT.
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FIG. 6.9: Full numerical calculation of the dependence of metal state decay constant
τ on σTc for two different values of the sample average critical temperature 〈Tc〉,
and Ts(L) = 280 K. The initial temperature T0 = 360 K is such that the sample is
initially fully metallic, and (T0 − 〈Tc〉)/(

√
2σTc) ≈ 9.
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FIG. 6.10: VO2/Al2O3 metal state decay time τ dependence on the Kapitza constant
σk for 〈D〉 = 64.7 nm, σD = 38.5 nm, substrate temperature Ts(L) = 310 K, and
fluence φ = 8 mJ/cm2. The red dots correspond to numerical calculations, and the
dashed line is given by τ ∝ σ−1

K

6.5 Effect of inhomogeneities on the relaxation

dynamics of the photo-induced MIT

Using the theoretical approach described in Sec. 6.4 we can obtain the time

evolution of the optical reflectivity R through the MIT, as well as explain the signif-

icant difference in relaxation timescales between the two VO2 samples considered.

In all the numerical calculations we assume CI , ρI , CM , ρM to be equal to the bulk

values for insulating and metallic VO2, see Table 6.2.

The initial film temperature is fixed by the pump fluence taking into account

the Gaussian profile of the pulse and the fact that some of the heat is lost by the

film during the time interval [0, t0] for which our analysis does not apply, t = 0 is

time at which the pump pulse hits the VO2 film and t0 = 10 ns for VO2/TiO2 films

and t0 = 0.5 ns for VO2/Al2O3 films.

As discussed in Sec. 6.4, σK is the only unknown parameter. For the case of
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VO2 heat capacity insulating phase CI [242] 0.656 J/(g K)
heat capacity metallic phase CM [242] 0.78 J/(g K)
density insulating phase ρI [241] 4.57 g/cm3

density metallic phase ρM [241] 4.65 g/cm3

thermal conductivity insulating phase κI [243] 3.5 W/(m K)
thermal conductivity metallic phase κM [243] 6 W/(m K)
bulk latent heat L(Bulk) [242] 51.8 J/g

TiO2 heat capacity Cs [244] 0.686 J/(g K)
density ρs [241] 4.25 g/cm3

thermal conductivity κs [245] 8 W/(m K)

Al2O3 heat capacity Cs [246] 0.779 J/(g K)
density ρs [246] 3.98 g/cm3

thermal conductivity κs [246] 30 W/(m K)
VO2/TiO2 absorption coefficient at 800 nm α [221] 0.01 nm−1

VO2/Al2O3 absorption coefficient at 800 nm α [221] 0.0076 nm−1

TABLE 6.2: Parameters of VO2 and substrates.

VO2/TiO2 samples, by fitting one of the curves for the dynamics of the reflectivity,

we find σK = 1100 W/(K cm2). We find that all experimental curves are well

approximated assuming the same value for the Kapitza constant, see Fig. 6.11 (a).

For the case of VO2/Al2O3 the characteristic timescale of the recovery is much

shorter than for VO2/TiO2 samples. As discussed in Sec. 6.3 the two samples have

very different inhomogeneities: σTc is almost 4 times larger in VO2/Al2O3 than

VO2/TiO2. All other things being equal, Eq. (6.16) implies, see Fig. 6.12, that τ

should be larger in VO2/Al2O3 than in VO2/TiO2, the opposite of what is observed

experimentally. We are then led to conclude that σK in VO2/Al2O3 must be much

higher than in VO2/TiO2. Figure 6.13 shows the measured evolution of R for the

VO2/Al2O3 sample for a fixed value of the fluence φ and substrate temperature,

and the theoretical curves for this case that we obtain using the distribution P (Tc)

obtained for VO2/Al2O3 and two different values of σK . We see that by choosing
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for σK the same value used for VO2/TiO2, there is no agreement between theory

and experiment. By setting σK = 13000 W/(K cm2) we obtain excellent agreement.

Indeed, all the experimental curves R(t) for VO2/Al2O3 are well approximated by

the theoretical results assuming σK = 13, 000 W/(K cm2).
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FIG. 6.11: (a) Time evolution of reflectivity after the photo-induced MIT for
VO2/TiO2 for three different Ts(L) and φ = 9 mJ/cm2. The solid curves correspond
to the theoretical results, and the dashed curves correspond to the experimental re-
sults. For the three theory curves we use σK = 1100 W/(K cm2). Panel (b) shows
the corresponding insulating fraction time evolution.

Figure 6.14 shows the time evolution of the VO2 film and substrate temperatures

(close to the interface) for the VO2/Al2O3 film, panel (a), and for the VO2/TiO2

film, panel (b), using the parameter values summarized in Table 6.2. It helps to

qualitatively understand the differences in the thermal relaxation between the two
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FIG. 6.12: Dependence of the VO2/TiO2 metal state decay time constant τ on σD
for two values of 〈lnD〉, as defined in Eq. (6.5), Kapitza constant σK = 1100 W/(K
cm2), substrate temperature Ts(L) = 280 K, and initial fluence φ = 9 mJ/cm2.

samples. Due to the lower values of the Kapitza constant, thermal energy stays more

concentrated near the VO2-TiO2 interface, keeping the temperature of the VO2 film

above Tc longer.

To investigate the temperature dependence of the thermal relaxation we re-

peated the measurements while changing the base substrate temperature of the

VO2/TiO2 sample. For these measurements the sample was placed inside a cryo-

stat, and cooled down to temperatures Ts(L) between 260 K and 298 K. The re-

sults of these measurements, along with the theoretical calculations, are shown in

Figure 6.15. We again observe a good semiquantitative agreement between the-

oretical and experimental results. Also, note that the simple expression for the

decay constant τ Eq. (6.16) captures the overall decay rate drop at lower substrate

temperatures Ts(L).

We point out that all the theoretical curves are obtained using the fixed set of

parameters shown in Table 6.2. As mentioned above, the only unknown parame-

ter that enters the theory is σK . In the results presented above σK was fixed to a
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FIG. 6.14: Film and substrate temperature time evolution. For sapphire (a),
Ts(L) = 310 K, and for rutile (b), Ts(L) = 280 K.

single value for each film, and this value was then used to obtain the results for a

range of experimental conditions with different substrate temperatures and pump

fluences. For example, Fig. 6.4 shows an excellent agreement between the experi-

mental measurements and theoretical calculations across the entire range of pump

fluences, limited on the lower end by our ability to reliably detect the variation in

the probe reflectivity, and on the upper end by the damage threshold of our sample

(pump fluence > 40mJ/cm2).

157



8 12 16 20 24
φ (mJ/cm2)

0

50

100

150

200

250

300

350

400

τ
(n

s)

Ts(L) = 260 K

Ts(L) = 270 K

Ts(L) = 280 K

Ts(L) = 287 K

FIG. 6.15: Dependence of metal state decay constant τ on fluence and substrate
temperature for VO2/TiO2.

6.6 Conclusions

In conclusion, we have presented a combined experimental and theoretical study

of the long timescale recovery dynamics of VO2 films following an ultrafast photo-

induced insulator-to-metal transition. We have developed a theoretical approach

that is able to properly take into account the effect of inhomogeneities. The main

results of our work are: (i) The derivation of the generalized heat equation (6.9) that

properly takes into account that during the recovery, due to the inhomogeneities,

only fraction of the sample is undergoing the metal-to-insulator transition and cor-

rectly tracks the evolution in time of the metallic (insulating) phase; (ii) The clar-

ification of the connection between the temperature dependent profile (R(T )) of

the reflectivity across the thermally induced MIT and its dynamics after a photo-

induced insulator-to-metal transition; (iii) The approximate relation, Eq. (6.16),

between the characteristic time of the recovery dynamics and the parameters of the

film, in particular to the standard deviation of the distribution of critical temper-

atures as extracted from R(T ); (iv) The ability of our theory to describe, using a
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fixed value of the Kapitza constant, the recovery dynamics for different values of

the substrate temperature and pump fluence. By changing the pump fluence the

characteristic time of the recovery can be changed, experimentally, by two orders of

magnitude: our theory is able to account for such a change.

The theoretical approach that we present is general and can be used to describe

the dynamics (in the adiabatic limit) of inhomogeneous systems across a first order

phase transition. The approximate relation between the characteristic time τ and

the parameters of the system shows that τ is directly proportional to the width of

the thermally activated transition. This result allows to estimate the recovery time

of VO2 films solely on the basis of a measurement of R(T ) across the MIT.

Assuming that variations of the size of the grains forming the films are the main

source of inhomogeneities, using very general and fundamental relations between

the grain size and the grain’s critical temperature, we have been able to obtain the

distribution of the grain sizes. In particular, we have been able to estimate the

average grain’s size and its standard deviation. We find that the calculated average

grain’s size is in remarkable semi-quantitative agreement with the one obtained

from XRD measurements. For systems in which inhomogeneities are mostly due to

variations of the size D of the grains, our analysis provides a way to obtain the size

distribution P (D) from the temperature dependent profile of the reflectivity across

the thermally induced MIT. This could be very useful considering that P (D) is a

very challenging quantity to obtain via direct measurements.
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CHAPTER 7

Conclusions

In summary, in this dissertation, we have studied the effect of disorder in Dirac

heterostructures. We started with a heterostructure composed of two graphene lay-

ers separated by a dielectric field. We determined self-consistently the electronic

ground state of the system implementing a density functional Thomas-Fermi-Dirac

theory scheme, which allowed us to take into account nonlinear screening effects and

consider large systems by doing averages over disorder realizations. We found that

the disorder strength and density fluctuations were reduced in hybrid heterostruc-

tures composed of a layer of single-layer graphene and a layer of bilayer graphene,

compared with SLG, and SLG-SLG systems. We proved that density fluctuations in

the two graphenic layers were always correlated, and that the observed percolation-

like metal-to-insulator transition in double-layer graphene heterostructures is driven

by the reduction of electron-hole puddles due the additional screening provided by

the second graphene layer.

We presented a summary of experimental results obtained on SLG-SLG het-

erostructures. It was demonstrated that the presence of a 2D crystal buffer (graphene)
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between the substrate and the study layer (also graphene) reduces the effect of the

substrate while preserving the electronic properties of the study layer, provided they

are decoupled. This decoupling is achieved by twisting the layers with respect to

each other.

Once the ground state of the SLG-SLG system was theoretically characterized,

and experimental results were obtained, we considered the possible establishment

of an exciton condensate without an applied magnetic field. Given the character of

the screening of the interlayer Coulomb interactions is unknown, we considered the

two limiting cases of unscreened and static screening electron-electron interactions

between the two graphene layers. We found that the carrier density fluctuations

play a crucial role. The exciton condensate has the possibility to be detected only

in the case of unscreened interactions and spotless samples.

Then, we considered a Dirac heterostructures composed of a graphene layer

placed on top of a three-dimensional topological insulator. This kind of heterostruc-

ture is expected to have spintronic applications, as a device that allows the ma-

nipulation of a ferromagnet magnetization using electric currents. We calculated

the transport properties, and the current-induced spin density accumulation in the

linear response regime using the Kubo formalism. We considered two limiting layer

coupling regimes, a strong coupling regime characterized by coherent tunneling; and

a weak tunneling regime, characterized by random tunneling events. The effect of

long- and short-range disorder was considered in the calculation. We found that

the TI|graphene system presented a more efficient spin accumulation creation, com-

pared with the TI alone, and that such a spin accumulation is present even in the

weak coupling regime.

Finally, we moved away from Dirac materials and considered the effect of long-

range inhomogeneities in first-order phase transitions. Specifically, we examined
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a metal-to-insulator transition in vanadium dioxide (VO2). We determined the

recovery dynamics of the VO2 thin films grown in different substrates. Experiments

performed on such systems allowed to test the model in various time scales.

We expect that the work presented in this dissertation will help to better un-

derstand the physics of systems in which long-range disorder plays an essential role.
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