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ABSTRACT PAGE

Image guidance is a useful and enabling tool in the neurosurgical suite. The use of 
image guidance during brain tumor resection surgery provides the surgeon with detailed 
real-time anatomical information which has been shown to improve patient outcomes. 
Due to brain shift and surgical progression, the intra-operative anatomy may differ sig­
nificantly from the pre-operatively acquired images. Therefore, intra-operative images 
are acquired, but must be “registered” or fused, to the pre-operatively acquired im­
ages. We previously investigated the performance and efficiency of our state-of-the-art 
bio-mechanical non-rigid registration algorithm to register intra-operative MRI to pre­
operative MRI images in real time in a high-performance computing environment, and 
found th a t it improves registration accuracy between 3 and 8 times.

In this study, we investigate the use of intra-operative Computed Tomography (iCT) 
as an intra-operative modality for non-rigid registration to pre-operatively acquired CT. 
The goal of this study is to evaluate the accuracy of our non-rigid registration algorithm 
using iCT images. Successful application of this technique would yield an intra-operative 
pseudo-MRI at a fraction of the cost. We implement two additional similarity metrics 
and develop and employ a synthetic benchmark which we use to both select a similarity 
metric and automatically evaluate the performance of the algorithm. To this end, and 
in participation with our clinical partners, we create and use a database of six patient 
cases. We find th a t pre-operatively acquired CT has sufficient definition to be used in 
our non-rigid registration algorithm, showing an average improvement of 4.14 times over 
rigid registration alone using synthetically-generated intra-operative images. We find, 
however, that our iCT are not suitable as an intra-operative modality currently, showing 
an average improvement of only 19% over rigid registration alone. We conclude that 
either more sensitive similarity metrics or an improved iCT is required for successful 
application of our non-rigid registration algorithm.
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Chapter 1

In trod uction

1.1 M otiva tion

Cancer is the third-most-common cause of death in the United States. There are over

560,000 deaths every year in this country due to the disease, second only to heart 

disease. We concern ourselves here with cancer of the head and neck which is predicted 

to afflict around 22,000 patients in the United States in 2009, with a five-year survival 

rate of 35% [45]. The treatm ent of malignant neoplasms (tumors) is a primary research 

focus. Surgical intervention in the treatm ent of such neoplasms is a course chosen by 

many. The goals of surgical intervention are diverse, including primary treatm ent of a 

neoplasm by tissue reduction, diagnostic and investigative procedures, and preventative 

and palliative care. Should surgery be chosen, image-guidance is a useful and enabling 

tool. Image guidance in the OR suite provides the surgeon with detailed real-time 

anatomical information which can result in better surgical outcomes for the patient 

and better prognoses overall. All image-guidance techniques start with the acquisition 

of images of various modalities which capture different information about a patient
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and her pathology. The description provided by a certain imaging modality reflects 

the image capture technology employed. For instance, Computed Tomography (CT) 

is a three-dimensional imaging technique which uses X-ray radiation to produce an 

image. The image th a t results from a CT session reflects the physical opacity of a 

subject to X-ray radiation. The more radio-opaque a subject is, the less radiation 

is absorbed by the detector. Bones appear whiter than soft tissue because more of 

the X-ray energy is absorbed by the dense bone tissue, and less reaches the detector, 

than in the soft tissue. Magnetic Resonance Imagery (MRI) 011 the other hand uses 

tuned radio-frequency fields to detect oscillations in the magnetic precession of certain 

molecules in the subject tissue. The effect is that tissues with higher concentrations 

of hydrogen (or water) have a different intensity in the final image than  tissues with a 

low concentration of water. There are many other modalities (e.g. Positron Emission 

Tomography [PET], and ultrasound [US]) which are described by the same refrain: 

an imaging modality produces images which describe anatomical detail in a specific 

language. The language of CT describes radio-opacity. The language of MR describes 

water concentration. An im portant observation is th a t each imaging modality provides 

us with a different, complementary description of an under tying anatomical subject. A 

CT is a more beautiful and appropriate language to explain details of anatomy which 

are described by a difference between soft tissues and hard tissues. The vocabulary of 

MR is more appropriate to explain phenomena which appear in the soft-tissue range.

The use of functional modalities like PE T  and functional MRI (fMRI) provide dif­

ferent kinds of information than purely anatomical modalities like CT, MRI and US. 

P E T  and fMRI explain the metabolic activity of an image subject. T hat is, PE T  and 

fMRI distinguish areas of high metabolic activity (such as tumor tissue and hepatic

3



tissue) from areas of low metabolic activity. They may also be used to localize impor­

tant functional areas of the brain, areas which should be avoided during surgery, and 

areas of relatively little import which may be sacrificed in the pursuit of maximal tumor 

resection.

These different imaging technologies, together with surgical navigation suites, are 

enabling technologies for image-guided neurosurgery (IGNS). IGNS refers to the cap­

ture and use of these images and special surgical navigation hardware to provide the 

surgeon with anatomical details which are otherwise unavailable and which may be of 

vital importance to the success of the procedure. This type of surgery has become com­

monplace in hospitals across the country, and image guidance tools are often available in 

ORs. Fried, Parikli and Sadoughi comment on IGNS, saying th a t it “is one of the most 

significant advances in the performance of endoscopic sinus surgery since the inception 

of the endoscopic approach in the mid-1980s [18].” Studies have shown that image guid­

ance improves patient outcomes and makes complicated surgery more feasible, especially 

when anatomical landmarks are obscured by underlying disease . In addition, endoscopic 

surgery is a natural fit with image-guidance, since anatomical landmarks are obscured 

by tissue which would be retracted during open surgery [17]. These images may be used 

to perform procedures in minimally invasive ways or to perform traditional procedures 

with more precision. For instance: the boundary between tum or and non-tumor tissue 

in the brain is often indistinguishable to the naked eye. One of the goals of tumor resec­

tion is to provide symptomatic relief and curative treatm ent of a tumor. Post-operative 

prognoses are directly correlated with the amount of tumor tissue remaining [9, 23]. On 

the other hand, it is im portant to remove as little noil-pathological tissue as possible 

to limit psychological and physiological impact. This balancing act is complicated by
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the visual similarity of tum or tissue and non-tumor tissue. Images used during surgery 

can help the surgeon reduce the pathological tissue and preserve healthy tissue, since 

the boundary between the two is often more clear with an imaging modality like CT or 

MRI.

However, the use of pre-operative images for IGNS suffers from a systematic flaw. 

The problem of brain shift presents a challenge to the disruptive neurosurgeon. Brain 

shift refers to the movement of the brain during neurosurgery due to several unavoid­

able phenomena. Recent technological advances have allowed surgeons to track such 

changes during surgery with the use of intra-operative imaging modalities. Previous 

studies have shown both increased tumor-resection precision and better prognoses for 

the surgical patient when undergoing an image-guided procedure with intra-operative 

image acquisition [9, 23]. However, intra-operative images cannot substitute for pre­

operative images. Intra-operative images are often noisier, and do not contain the same 

kinds of information as their pre-operative cousins. The use of intra-operative images to 

update pre-operative images requires a process known as Image Registration. We previ­

ously studied the problem of non-rigid image registration for pre- and intra-operatively 

acquired MRI images to address this problem [3].

1.2 C on trib u tion  o f  th is  T hesis

In this work, we describe our experience applying this tested and validated non-rigid 

registration algorithm to a novel application, and the methods and tools we developed 

to overcome the unique challenges encountered in this new application. The application 

we investigate is real-time non-rigid registration of medical images for image-guided

5



endoscopic head and neck surgery. The novel component of this application is its use of 

intra-operative CT in the place of intra-operative MRI.

The first contribution of this work is the development of the protocol and tools re­

quired to help accomplish the goal of using this new intra-operative modality. First we 

describe our experience using the existing protocol and software in this new applica­

tion. We implemented and experimented with two additional mutual information-based 

similarity metrics to improve the performance of the registration software in these new 

circumstances. These new metrics are more robust than other metrics we have used pre­

viously when used across different modalities. We evaluate and compare these similarity 

metrics using a synthetic benchmark which we developed to measure their respective 

performance. Finally, we propose and evaluate a new protocol to improve the accuracy 

of the registration procedure.

The second major contribution of this work is the evaluation of this new proto­

col using prospective and retrospective cases prepared and analyzed especially for this 

study. We collaborated with our clinical partners, Dr. Joseph Han, Director of Endo­

scopic Sinus and Skull Base Surgery at the Department of Otolaryngology and Head and 

Neck Surgery at Eastern Virginia Medical School for the clinical evaluation portion of 

this study, and carried out several real-time non-rigid registrations from the operating 

suite. We also consulted with Dr. Marshall Weissberger a radiologist at Medical Center 

Radiologists, for portions of this thesis.

The overarching purpose of this study is to evaluate the feasibility of using intra­

operative CT with our current non-rigid registration technique.
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1.3 S tru ctu re  o f th is  T hesis

This thesis is structured as follows:

• Chapter 2 describes the necessary preliminaries in medicine, imaging technology 

and image registration, and describes the current state-of-the-art of non-rigid reg­

istration algorithms.

• Chapter 3 details our method for non-rigid registration of medical images using 

intra-operative MRI. In addition, we discuss the supporting technology and high- 

performance computing tools which enable the real-time use of this method in the 

OR.

• Chapter 4 explains the changes which we made to the method and clinical protocol 

to accommodate the change in intra-operative modality from MRI to CT.

• Chapter 5 presents the results of our new method using both synthetic and clinical 

case studies prepared in concert with our clinical partners.

•  C hapter 6 discusses our findings and describes the direction we think future work 

should take.
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Chapter 2

P relim inaries

This chapter discusses the necessary background information required to understand the 

rest of this work. We briefly describe images, rigid and non-rigid registration, the finite 

element method and the different types of medical images on which we base this work. 

We use the notation described by Hill throughout this chapter [25].

2.1 Im ages

A bounded, continuous set fl defines the image space, and defines the image domain 

for a particular image:

n = f ln r?,

where Q is a regular grid (an anisotropic lattice) on which samples are taken with spacing 

? =  {^c, <,y,S'z}- For our purposes, an image is simply a function which maps a point in 

this space onto the integers:

A  : x  e O - >  A (x) £ Z 

which is represented by a grey value in medical images, and in figure 2.1.



Figure 2.1: An illustration of an image with lattice spacing sx ,sy . 1

Each sample A (x), sampled at position x  is called a “volume element” or “voxel” if 

the image is in three dimensions (or a “pixel” if the image is in two dimensions), and is 

centered around a node of the lattice defined by T. This function’s range is defined by the 

particular detector used to produce the image, and is generally different from detector 

to detector, and from modality to modality. It may be thought of as an intensity 

or a grey value. The images we use have spacing components between .5mm and 

5mm, depending on the modality used and the settings used during acquisition. Intra­

operative modalities generally are optimized for speed and have lower spatial resolution, 

while pre-operative modalities are optimized for fidelity and often have sub-pixel spatial 

resolutions [16].

Noise is present in images and has several sources. M artin et. al explain that the 

noise level in an image is related to the radiation dose delivered to the patient. They 

explain that as the number of photons used to  create an image decreases, the background 

noise increases. This is because as the speed of radiographic film (or detectors) increases, 

fewer photons are required to produce an image or signal. This is desirable because this
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delivers less radiation dose to the patient. However, as the number of photons per image 

area decreases, the resultant image is more vulnerable to random quantum fluctuations 

in the arrival of photons and to serendipitous photons not generated by the imaging 

device. This phenomenon is called quantum mottle [33]. We will see this is a concern 

since intra-operative detectors are optimized for speed of image acquisition, and as a 

result use a lower dose. Practically this makes intra-operative images more grainy and 

noisy, and reduces the signal-to-noise ratio.

2.2 Im age R eg istration

Image Registration is the process of discovering the relationship, correlation, or matching 

between two images th a t differ in some way. The images may differ in time, orientation, 

subject or in sensor modality. Brown describes image registration as finding, for each of 

the points in one image, the corresponding point in another image [8]. Image registration 

is an im portant task because different images may contain complementary information, 

and the fusion of two or more images may multiply the usefulness of any individual 

image. Functional images like fMRI and P E T  are commonly registered to anatomical 

images like CT and MRI in order to better localize functional metabolic activity to a 

specific anatomical location in the image. In the case of image-guided neurosurgical 

tum or surgery, it is helpful to very precisely localize functional information, provided by 

a functional modality like fMRI, to anatomical information provided by an anatomical 

modality like T1 MRI in order to more precisely target tumor and non-tumor tissue. 

In addition, this information is useful to better predict where non-tumor tissue may be 

safely removed to maximize tumor tissue removal margins, and where non-tumor tissue
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Figure 2.2: Example of a rigid registration between a CT and an MRI. Because these 
two images were captured with different devices, and with different patient positioning, 
the two images need to be registered to align their anatomical features. Since both 
were obtained pre-operatively (and are of the same subject), we may assume safely that 
the two images are related in a rigid manner. This means th a t a single, global rigid 
transformation defines the difference between the two images.

is critical to maintain physiological and mental function. In order to accomplish these 

tasks the two images must be registered together.

We will now discuss the terminology of image registration. When registering two 

images, one is called the floating or moving image, and one is called the fixed, target or 

reference image. They are so called because we wish to deform or transform the floating 

or moving image (thus it will be moved) so that its features match the fixed, target 

or reference image. Image registration is divided into two broad categories: Rigid and 

Non-rigid registration.

2 .2 .1  R ig id  R e g is tr a t io n

Rigid registration describes the differences introduced between two images as a global 

rigid-body transformation. These global rigid transformations may involve a rotation
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factor, a scale factor, and a translation factor and may be described by a single global 

function which maps image coordinates in the first image to image coordinates in the 

second image. These transformations are called rigid because the relationship between 

different parts of the two images is the same across the entire image. These transforma­

tions in two dimensions may be described as in [8] by three parameters, a global rotation 

0, a translation tx , ty and a scaling s.

In general, rigid registration problems are limited to resolving image distinctions in­

troduced due to differing image acquisition times, positions of the camera and subject, 

or different imaging modalities of the same, internally consistent subject. For example: 

registering a CT and an MR of the same patient, of an organ th a t is largely static in­

ternally, is a problem well-suited to rigid registration. Rigid registration is a generally 

solved problem with robust, automatic and accurate solutions. These solutions include 

feature-based methods such as paired landmark registration, contour registration, and 

voxel-based methods. Landmark arid contour methods use paired points to calculate a 

rigid transformation between two images [25]. These points and contours may be manu­

ally selected and matched by hand, or automatically selected and matched. Automatic 

feature selection may be divided by feature type: points, lines, regions and corners as 

well as other geometric shapes. Edges and lines are covered in [13] and [56]. Region 

features are described in the segmentation literature [36]. Point feature selection has 

been understood as line-intersection [51], identification of high variance points [4, 14], 

and various corner-detection algorithms, among others. Automatic feature matching 

is commonly done with the iterative closest point method [55], or area-based methods

cos 9 — sin 9 
sin 9 cos 9
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like maximization of some similarity metric [57]. The resulting global transformation is 

generally calculated using a least-squares approximation which minimizes the residuals 

of the target registration polynomial at the corresponding points [57]. Both point-based 

and contour-based rigid registration are extensively covered in the literature [8, 32].

A completely different method involves maximization of a global similarity metric 

between the two images being registered. Wells et. al, contemporaneously with Maes 

et. al, use gradient descent to maximize the mutual information between pairs of images 

in many different modalities with great success [31, 53]. Skerl, et. al. compare five 

different performance attributes of nine different similarity criteria for rigid registration 

of multi-modal images [58]. Currently, rigid registration methods are the only methods 

commercially available to our clinical colleagues in their surgical navigation systems.

2 .2 .2  N o n -r ig id  r e g is tra tio n

Non-rigid registration refers to registration between two images which may have under­

gone an elastic deformation. Pairs of images which display non-rigid transformations in­

clude images in which the underlying subject m atter has changed internal configuration, 

not just changed in relation to the sensor. Non-rigid registration attem pts to recover 

deformations in a subject which are local, not global, and which may be non-uniform 

across the entire image. Non-rigid registration is generally much more computationally 

intensive, but reduces overall registration error when correctly applied to these kinds of 

problems.

There have been various approaches to non-rigid (also called elastic or deform,able) 

registration. Rueckert et. al. model non-rigid movement of the breast using MR images 

by altering local transformation parameters in order to maximize a global similarity
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measure via gradient descent [41]. Hata and Maintz do the same using synthesized and 

real CT and MRI images and mutual information as the similarity metric [22, 32]. A 

deformable model using attractive forces modeled after Maxwell’s demons was also suc­

cessfully employed to register MRI of the brain and cardiac motion [49]. A segmentation- 

based uni-modal non-rigid registration algorithm was investigated by Collins, and revis­

ited by Gaens to use m utual information. In these segmentation-based methods, an atlas 

is used to identify structures in the target images, and these structures are transformed 

to maximize a similarity criteria [12, 19]. Likar and Pernus introduced a hierarchi­

cal model for registration of skeletal muscle using mutual information. They use local 

mutual information maximizations to generate an elastic deformation at regular grid 

points. They generate successively finer details of deformation by iteratively traversing 

down a hierarchy of region sizes, from large to small. In addition, they compare how 

incorporation of prior information into the joint probability density estimate, histogram 

binning and random sub-sampling can improve the performance of m utual information 

in small regions [28]. Andronache et. al. extended this hierarchical model to three 

dimensions. They also use a spatial autocorrelation measure to exclude structureless 

patches from the registration hierarchy, while switching between two different similarity 

criteria (mutual information and cross correlation). They also introduce intensity map­

ping to create a pseudo-modality in-between the two modalities to be registered. The 

goal of this pseudo-modality is to generate an image which contains only the anatomical 

features shared by the two target modalities [1, 2].

As far as our application is concerned, non-rigid registration is a better choice than 

rigid registration to model the changes that the brain undergoes during tumor resection. 

During resection, the elastic and non-rigid movement of the brain creates complex and

14



local deformations to occur. Uncovering these local deformations is the goal of a non- 

rigid registration solution. In later sections we will describe our approach to non-rigid 

registration for image-our guided neurosurgery.

2.3 F in ite -e lem en t analysis

The study of real-world dynamic systems such as the one we examine in this thesis 

sometimes require the evaluation of partial differential equations. Solving these partial 

differential equations (PDEs) is often an intractable problem when dealing with real- 

world systems and their accordingly non-ideal geometries and boundary conditions. In 

our case, the geometry of the brain is complex and makes direct evaluation of our 

PDE infeasible. Finite-element analysis is a numerical technique which allows us to 

find an approximate solution to such PDEs. This technique requires us to generate a 

finite-element discretization, or mesh. We will use this mesh to convert our PDE into a 

system of linear equations which we may solve directly. The generation and optimization 

of this mesh is an open problem. In this study we rely on previous work to generate a 

high-quality mesh from an image segmentation. This meshing approach has previously 

been evaluated extensively and is well-suited to our chosen application. The particular 

meshing approach is described in [16].

The PD E whose solution we approximate over this mesh describes the tradeoff be­

tween several different forces acting in the biomechanical model we use during neuro­

surgery. We discuss the meshing approach and its use in C hapter 3.
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2.4 S im ilarity  M etrics

The non-rigid registration procedure described below relies on a notion of “similarity” 

between two regions of an image. In this section we describe what “similarity” means and 

how to measure it. We discuss three different similarity metrics: the Normalized Corre­

lation Coefficient (NCC), the Normalized Mutual Information (NMI) and the Regional 

Mutual Information (RMI). Each of these metrics relates the intensity distributions of 

the two images, as characterized by the example joint histograms in figure 2.3. We will 

assume we have two image regions I  and J ,  with intensities I (x)  and J(y)  and mean I  

and J  respectively, where x  and y are voxels in the two images: x  G I  and y G J.

F igure 2.3: Three cartoon joint histograms, (a) displays an identity relationship be­
tween the two image intensities, (b) displays an affine relationship, and (c) displays a 
statistical relationship. The metrics in this section measure the degree to which corre­
sponding image intensities follow the given relationship.

2.5 N orm alized  C orrelation  C oefficient

The simplest metric which we consider and use is the Normalized Correlation Coefficient. 

The NCC is defined as the ratio of the covariance between I  and J  to the product of 

the standard deviation of I  and J:

Image 1 IntensityImage I Intensity Image 1 Intensity
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N C C  = ■—  ...
\ JVar( I )  *  y / Var { J )

The NCC is useful for registering images from the same modality. This measure is 

valuable for comparing two images whose probability density functions are related in 

an affine manner, as is suggested by Roche [39]. In addition, the value of the NCC 

is normalized between zero and one, with higher values meaning two regions’ intensity 

distributions are more similar, and lower values meaning they are less similar.

2.6 M u tu a l In form ation-B ased  M etrics

When using the NCC, we make the assumption of an affine relationship between the 

image intensity distributions. However, a more robust similarity metric does not require 

this assumption. In addition, noise may exist in one of the two images in the form of 

random background noise or artifacts from motion, partial volume, or beam-hardening2 

This noise may be more effectively compensated for with a more flexible and robust 

similarity metric.

M utual information is a statistical measure of the amount of “information” one image 

tells us about another image. In practice we may use m utual information-based measures 

to compare images which may be related in a non-functional, statistical manner, such 

as in multi-modal image registration. M utual information, and all derived similarity 

measures, are born out of the field of information theory.

2T he back-propagation  a lgorithm  for tom ographic reconstruction  assum es a m onochrom atic X-ray 
beam . In p ractice  th is  is not true, and artifacts may result[7].
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The images I  and J  may be thought of as random variables with individual outcomes 

or values I t and Jj. Shannon defines the self-information T of an individual outcome I, 

as:

*(/<) =  -  log p(I,)

where p(-) is the probability of outcome A [44]. This may be thought of as the amount of 

information associated with an outcome. Outcomes which are less common have a higher 

information content than outcomes which are more common and are more expected. A 

similar and interchangeable term  is an outcome’s surprisal, or, the surprise which we 

experience when observing a particular outcome. The information is defined in terms of 

a unit of information, which manifests itself in the base of the logarithm in the previous 

definition. This unit is commonly the “bit” resulting in the use of the log2 -

For example, if we flip a fair coin, we expect the coin to land heads up with probability 

.5. This makes the surprisal or self-information of this outcome

v{heads) =  - l o g 2 .5 =  1.

Alternatively, if we have an unfair coin which lands on its head with probability .75, 

then

V{I heads )  =  -  log2 -75 «  -4 1 6  

Intuitively, if an outcome is more likely (the unfair coin landing on heads), then the 

information contained in that event is lower. The Shannon (marginal) entropy H{I)  

of a given variable is defined as the expected value (mean) of the self-information of a 

variable over all possible outcomes:

n
H ( I )  =  £ ( * ( / ) )  =  - £ > ( / < )  * log 2 p ( / i )

Z— 1
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In our unfair coin example:

H( I )  = P{Iheads ) * log2 P(Iheads) ~  P^taHs) * log 2P{Itails) = -75 * .416 +  .25 * 2 =  .812

which is less than the entropy of a fair coin (.5 * 1 +  .5 * 1 =  1). In other words, the 

uncertainty of a flip of a fair coin is higher than the uncertainty of a flip of an unfair 

coin.

The conditional entropy of two variables H(I \ J )  may be understood as the uncer­

tainty remaining in a random variable I  once we know the outcome of a second variable 

J . It may be calculated as:

i j

M utual information relates the marginal and conditional entropies of the target im­

ages. It may be thought of as the amount one variable’s uncertainty is reduced by the 

knowledge of a second variable:

M I  {I, J)  — H( I )  — H(I \J) .

Equivalently, it may be thought of as the information content “shared” by two variables. 

M utual information of discrete variables may be calculated as:

where p\(i) and 'P'lij) are the marginal probability distribution functions for variables I  

and J  and p(i , j )  is the joint probability distribution function between the same. Intu­

itively, m utual information of two independent variables is zero, since H ( I ) =  H(I \ J)
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for independent variables. In other words, if I  and J  are independent, knowing the value 

of variable J  tells us nothing about the variable /, so the conditional entropy H(I \ J )  is 

the same as the marginal entropy I I (/). If, on the other hand, I  is perfectly dependent 

on J, then the conditional entropy H(I \ J )  = 0, and the mutual information is equal to 

the marginal entropy of I s .

Finally, if we trea t an image as a random variable measuring intensity, then we may 

use m utual information as a measure of how related two image intensity distributions are. 

M utual information was simultaneously introduced in this manner for image registration 

by Viola et. al. and Maes et. al. Various methods have been explored to find the optimal 

registration using the mutual information, including gradient descent [31, 53], simulated 

annealing [38], and hill climbing [46]. A normalized variant of mutual information was 

also introduced by Studholme et al., which proved to be more robust than other variants 

[47]. M utual information has been proven to be a robust and reliable automatic similarity 

measure for use in both mono- and multi-modal rigid registration. Studies have shown 

success using MI among and between CT, MRI, PET, SPECT, US and fMRI [31, 53, 

58, 37],

2.7 R eg ion al M utu al Inform ation

One limitation of mutual information stems from its use of the probability density func­

tion (PDF) for images to be registered. Since we do not generally know this function, 

(and since the PDF is unique for each patient, device, and even image acquisition) we

3A nother equivalent form ulation of the  m utual inform ation is M I  (A,  B)  =  H ( A )  + H ( B )  — II  (A.  B).  
Using this form ulation, we see th a t  m axim izing the  m utual inform ation betw een two variables (say, by 
registering their corresponding images) is equivalent to  m inim izing th e ir joint entropy Hi  A.  B).  Mini­
mizing two variable’s jo in t entropy has th e  effect of clustering th e  corresponding variables’ probability  
density  fimctions.
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must estimate it. This is most simply done with either a discrete histogram measurement 

or using Parzen windowing [46, 48]. As the number of spatial samples decreases, any 

method of PDF estimation becomes less accurate. For instance, with very few samples, 

the accuracy of a discrete histogram method suffers from the noisy and sparse available 

data. To solve this problem, we may decrease the number of bins in the histogram. This 

leads to a “fuzzy” and lossy PD F estimate and many registration artifacts. (Improve­

ments have been realized through adaptive histogram binning, K-means clustering, and 

robust maximum a posteriori (MAP) estimation of joint histograms [42, 50].)

A direct implication of this problem is that traditional MI metrics do not perform well 

with small image sizes or image regions. The predictive power of the joint and marginal 

PDFs in such cases is simply too low to provide a good measurement of similarity. Likar 

and Pernus elegantly illustrate this problem by showing that the mutual information 

measurement between a small image and the same small image spatially translated 

has multiple local maxima which may obscure the global maximum and prevent proper 

registration. They show th a t the mutual information may not reach its global maximum 

at the correct registration for images of less than 64x64 pixels [28]. The same effect is 

less pronounced but still experienced when using three dimensional images.

It has been suggested th a t by incorporating some prior information about the prob­

ability density function into the estimate of the floating PDF, we may increase the 

measure’s performance for small image sizes. Various methods exist to do this, and we 

chose to implement the Regional mutual information (RMI)[4()].

Rogelj et. al examine and derive a point-based similarity metric from the mutual 

information which allows us to measure the similarity of arbitrarily sized regions of 

an image. They derive it by noting that the definition of m utual information may be
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rewritten in terms of image voxels v, a member of the cartesian product of image voxels 

in I  and J: v =  {(x,y) \x  € I  and y G J}  and intensities i and j  in the corresponding 

intensity distributions Ip and Jp:

N (hj) i „ Kbi) 1 y -  i p(v)
N  P l» P 2 ( j)  Pi ( I ( v , ) ) M J ( v j ) ) '

where N  is the number of overlapping voxels in the image, A p j) is the number of voxels 

with intensity i in image I  and intensity j  in image J,  and v are the overlapping voxel 

intensity pairs between the two images. They then remark th a t this definition of mutual 

information may be understood as an average of what they call point similarities S m i {v)■

M /  =

where

p(v)
S m i  =  log Pl{I(vi))p2(J(vj))'

They specify th a t S m i  is an estimate of the intensity dependence between the images 

when they are correctly registered, and as such is only usable if we expect the final 

transform ation relating the two images to be relatively small.

They then use this notion of a point similarity measure to define the similarity of an 

image region S r :

s r  = -jj-

The key difference between the regional m utual information and the canonical mutual

information applied to a small image region is that the S m i  llses a joint PDF which is

calculated from the entire images before registration, while M I  is calculated using the

joint PD F of just the image region, during registration. A consequence of this is that if
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the images are grossly misaligned, the point similarity function will be a poor estimate. 

However, when the two images are relatively well-registered and we may be confident 

that the prior PD F of the two images resembles the floating PD F of the image regions 

to be registered, we may expect the estimate to be a good one. By incorporating these 

global statistics, we increase the predictive power of the PDF estimate, and reduce the 

interpolation and binning problems with vanilla mutual information based measures.

2.8 T h e P rob lem  o f B rain Shift

The assumption of internal rigidity or internal consistency required for rigid registration 

is generally inapplicable. Human subjects are not rigid, and their internal compositions 

change depending on the internal and external forces applied to them. This is especially 

true in the special case of neurosurgery. Neurosurgeons must deal with a phenomenon 

known as “brain shift” , in which the brain changes internal shape as the dura is punc­

tured and cerebrospinal fluid (CSF) escapes. The brain is essentially floating in an 

inertial buffer of CSF. During neurosurgery the envelope enclosing the brain and CSF 

is cut, causing a loss of this fluid. The brain floating in CSF experiences very different 

external pressures and forces than the brain resting in the absence of CSF. This causes 

the (relatively elastic) brain tissue to deform up to 25mm in some cases 4 [35]. In addi­

tion, tumor tissue resection cuts connections between brain tissues, and causes the brain 

to change shape in a non-rigid manner as more and more tissue is removed [3].

These two factors combine to render images acquired pre-operatively obsolete. Im­

ages which are acquired before surgery describe the anatomical configuration of the

4T he adu lt brain is typically  around 1500 ccin, so a 25mm deform ation represents a deform ation of 
nearly 20% of th e  brain  size.
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brain before surgery (and before any resultant brain-shift) which may be markedly dif­

ferent than the configuration during surgery due to these phenomena. These shifts also 

render functional information less useful, since this functional information is registered 

to the now-obsolete anatomical information. This is a problem because, as previously 

described, incomplete information during surgery can result in a less than successful 

procedure where tumor tissue remains, or large amounts of functional non-tumor tissue 

is removed. In addition, accurate anatomical and functional images are a prerequisite 

for image-guided surgery. Since the surgeon is relying partially on the image guidance 

system to localize his instruments inside the patient, brain shift and the resultant non- 

rigid movement of the brain is a serious problem. A solution to this problem is the 

introduction of intra-operative imaging procedures, a protocol which has been used for 

some time to provide updated information to surgeons about the state of the brain 

during surgery [34],

During image-guided neurosurgery, the surgical procedure is paused while an updated 

intra-operative image is acquired. This image provides the surgeon with an updated 

landscape of the brain. This intra-operative image may be used by the surgeon to direct 

the remainder of the procedure. The problem of brain shift is essentially solved by 

acquiring and using intra-operative images. These intra-operative images generally fall 

into two modal categories, both anatomical: CT and MR.

There is a tradeoff in the use of intra-operative images during surgery. The anes­

thetized patient must be physically placed in the imaging device while the procedure 

is put on hold. Since the surgery cannot be paused for long in this manner, the im­

age acquisition times must necessarily be short. In addition, since the surgeon must 

have access to the patient, an intra-operative MR must use an “open m agnet” or “open
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bore” configuration. These open magnets are generally of a lower magnetic field (for 

instance, .5 T  instead of 3 T) [6], and thus have a lower signal-to-noise ratio. In addition, 

the long acquisition times required for functional modalities like fMRI are impractical 

during surgery. In order to overcome these limitations, image registration has been in­

vestigated as a solution. By registering the pre-operative images to the intra-operative 

images, it is possible to “update” the high-detail, pre-operative images, including those 

containing functional information, to more accurately reflect the configuration of the 

brain during surgery. To do this, we can use the intra-operative images as a reference 

image, and the pre-operative images as the floating image to be registered. Rigidly 

registering pre-operative images with intra-operative images is insufficient, especially 

around the area of tum or resection and maximal brain shift. Rigid registration yields 

registration errors exceeding 50 percent of the actual deformation. We previously used 

a robust non-rigid registration method in order to register pre-operative MRI and fMRI 

to intra-operative MRI. We have shown this method to be between three to eight times 

as accurate as rigid registration alone [3]. A major contribution of our previous work is a 

computational framework to provide real-time non-rigid registration during an ongoing 

procedure. Using this technique, we have successfully provided high-quality MR and 

functional MR to neurosurgeons during surgery. We summarize our previous work on 

MRI-MRI image registration for image guided neurosurgery in C hapter 3.

Unfortunately, complicating the applicability of this procedure is the rarity of intra­

operative MRI devices in-clinic today. Only a handful exist in the country, and they 

are extremely expensive to purchase and operate. In addition to acquiring an intra­

operative MRI, an entire OR suite must be tailored to its use 5. Intra-operative CT

5For exam ple, all surgical equipm ent m ust be m ade of non-ferrous m aterials to  be com patible with
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(a) M R of th e  head (b) C T  of th e  head

Figure 2.4: a) MR of the head with superior soft tissue differentiation, b) CT of 
the same patient with inferior soft tissue differentiation. The differences in soft tissue 
differentiation arises from the kind of sensor which produces the image. This patient is 
included in our case studies below.

scanners, on the other hand, are relatively inexpensive and are ubiquitous in OR suites 

across the country. One drawback of using intra-operative CT as an image-guidance 

modality is that it has far inferior soft-tissue resolution as compared with MRI. Figure 

2.4 shows an example of this difference in a CT and MR of the head. We will discuss 

the implications of this difference in C hapter 4.

Our previous work was focused on image-guided neurosurgery for intracranial gliomas, 

a type of brain tumor. A contribution of this work is its application of our method to 

a novel set of tum or sites. In this study, we will examine the performance of our non- 

rigid registration algorithm during endoscopic, and open head-and-neck and skull base 

surgery in coordination with our clinical partners at Eastern Virginia Medical School. 

To this end, we developed a set of image collection protocols for this study. Finally, we 

present our method for non-rigid registration with intra-operative CT for head and neck 

surgery, also in C hapter 4. 

th e  M R  scanner’s high m agnetic field.
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2.9 Im aging M od alities

Medical imaging modalities vary widely. In general medical images are used to solve 

an inverse problem: inferring pathological cause by examining the effect, the observed 

signal. Different detector and probe types yield different resulting images. In this 

section, we will present a brief overview of medical imaging technologies. We divide 

medical imaging modalities into two classes: anatomical and functional. This distinction 

is a fuzzy one, however. Anatomical images do convey functional information, however- 

in general we define a functional image as one that describes phenomena th a t are not 

merely configurational. That is, a functional image shows details of the subject that may 

not be reflected in an underlying physical difference. We describe the two anatomical 

modalities we use in this thesis.

2 .9 .1  X -ra y  C o m p u te d  T o m a g ra p h y  (C T )

It is apparent what the probe is for this very common modality: X-ray radiation. An 

X-ray CT is a three dimensional image which describes a subject’s radio-opacity. X- 

rays are electromagnetic radiation with wavelength of between 10 and .01 nanometers 

that are produced using an X-ray tube. An X-ray tube contains a cathode (a source of 

electrons) and an anode (a target for electrons) enclosed in a vacuum. The cathode is 

generally a heated fiber of tungsten which emits electrons when heated. A high voltage is 

applied across the cathode and anode, which accelerates the elecrons towards the anode. 

Electrons striking the anode are abruptly slowed down, which releases their energy. 

Approximately 1 percent of this released energy is converted to emitted photons in the 

X-ray range, with the rest converted to heat. These photons are then projected through 

the patient, where some fraction of them are absorbed. The fraction which is transm itted
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Figure 2.5: Example CT of the brain, clockwise from anterior to posterior. Visible are 
the folds (sulci), ventricles, contrast agent, slight differentiation between the brain soft 
tissues, and a frontal and ethmoidal sinus neoplasm. This patient is included in our case 
studies below.

through the material is then detected by a sensor. Many measurements are taken in 

a circular or helical fashion as the patient is slowly moved through the device. These 

measurements are then used to create a three dimensional reconstruction representing 

the radio-opacity of the subject in a process called tomographic reconstruction [27]. 

Contrast agents, which are very radio-opaque, are sometimes used to highlight certain 

anatomical structures in an image.

CT acquisition of the brain takes a few minutes, and is relatively inexpensive as 

compared with the other modalities below. The resulting greyscale image has voxel 

intensities which are proportional to the attenuation of X-rays in the image, as described 

theoretically by Beers law:

I  =  7oe( - ^ )

with fi representing the attenuation constant for a material, y representing the length of
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the transmission path through that material, /  representing the measured x-ray intensity 

and Jo representing the initial x-ray intensity. Many measurements of intensity are taken 

and a resulting greyscale image is produced which reflects the attenuation constant 

fj.(X,y,z) at each voxel (x , y , z ) in the image. Image reconstruction is performed in 

most modern CT units by a process known as back-propagation. In this technique, the 

attenuation coefficient measurement // is “smeared” backwards along the direction of 

ray-propagation. This process is repeated for each intensity measurement, and an image 

is produced by the convolution of these back-propagated intensities.

2 .9 .2  M a g n e t ic  R e so n a n c e  Im a g ery  (M R I)

MRI makes use of a novel feature of nuclear physics called Nuclear Magnetic Resonance 

(NMR). NMR refers to the tendency of magnetic nuclei in a magnetic field, in the 

presence of an applied electromagnetic pulse, to radiate energy outwards predictably. 

In the presence of a large magnetic field, the magnetic moments of a target m aterial’s 

nuclei largely “line up” , either along or in direct opposition to the applied field. An 

applied electromagnetic pulse at a specific ( “Larmour”) frequency, causes these magnetic 

moments to precess and eventually return to their initial (lower energy) equilibrium 

state (or “relax”). This relaxation produces a signal, which the detector uses to create 

an image [52].

In general, the image produced from an MRI describes the relative hydrogen concen­

tration of tissues in a subject. There are several different flavors of MR. These include 

FLAIR, diffusion-weighted, T l, T2, spin-density, among others.
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Chapter 3

P rev iou s Work: B iom echanical 

M odel for N on-rigid  R egistration  

o f In tra-operative M R I

3.1 O verview

The use of intra-operative MRI (iMRI) to produce an image of an in situ brain during 

surgery has revolutionized neurosurgery. iMRI is a relatively new tool, developed by 

General Electric during the 1990s. During an image-guided procedure, a series of intra- 

operative images are acquired using an open-bore MRI in a specially designed operating 

room suite. Often, these images are incorporated in a surgical navigation tool which 

allows a surgeon to precisely localize their progress through the procedure. Serial image 

acquisitions have been shown to accurately image surface and subsurface deformations 

which result from gravity and subsidence of the brain near the resected volume [34]. 

Nimsky et. al. describe the impact which iMRI has on image guidance by noting that
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surgical navigation systems which rely on pre-operative images cannot be used dur­

ing the “critical steps of the surgical procedure, e.g., identification of the deep tumor 

margin.” [35]

iMRI does not completely replace pre-operative imaging. These intra-operative im­

ages have several drawbacks. F irst -  in general  iMRI have a relatively lower signal-

to-noise ratio than their pre-operative cousins. This results from the more complicated 

open-bore configuration required to provide access to the patient during surgery, and 

its corresponding magnet with a lower field strength. Pre-operative MRI have field 

strengths as high as 3T, while most pre-operative MRI machines have a field strength 

of less than  IT. As a result, iMRI images have a lower spatial resolution and produce 

a noisier image than more traditional MRI devices. In addition, it is possible in pre­

operative imagery to capture functional images which may, for example, be useful to 

more precisely localize tum or margins. In contrast, it is in general not possible to cap­

ture functional images with an iMRI device due to the specialized requirements of such 

imaging procedures.1

As a result of these drawbacks, we previously introduced a robust algorithm for non- 

rigid registration of pre-operative and intra-operative MRI in order to solve the problem 

of brain shift during image-guided neurosurgery. Utilizing updated information present 

in serially acquired iMRI, we non-rigidly registered a set of pre-operative images to each 

captured intra-operative image. Pre-operative images included higher-quality T1 and 

T2-weighted MRI, fMRI and DTI. A major barrier to performing non-rigid registration 

during surgery is its high computational cost. Our previous work also addresses this

1 R ecently  in traopera tive  fMRI have s ta rted  to  come online. However, pre-operative fMRI is still 
generally regarded as the  gold stan d ard  [20].
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Figure 3.1: An illustration of the pre-operative steps. A. Pre-operative CT. B. Seg­
mented pre-operative CT. C. Finite element Mesh generated with RGMesh. D. Feature 
points selected from highest-variance blocks.

issue by leveraging high performance computing environments (including cluster and 

grid computing resources) to provide real-time non-rigid registration for image-guided 

neurosurgery for the first time. In this section, we briefly describe our method. For a 

more detailed treatm ent, see [3, 11].

We may divide our approach into pre-operative and intra-operative processing stages. 

We attem pt to perform as much calculation as possible in the pre-operative stage, since 

the intra-operative stage must be done in near real-time. The first step in the pre­

operative stage of our NRR algorithm is the physical acquisition of the pre-operative 

image. The second step is the segmentation of the pre-operative MR to obtain a binary 

mask of the intra-cranial cavity (ICC). This segmentation is then used to generate a
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patient-specific model which consists of a tetrahedral volume mesh of this binary seg­

mented image. The penultimate step in the pre-operative stage consists of the selection 

of optimal candidates for “block matching” in the point (or feature) selection step. The 

last step of pre-operative processing is the distribution of these images to the various 

computational sites to be used in the intra-operative phase.

The intra-operative stage is further divided into two stages, the pre-resection stage 

and the intra-resection (time critical) stage. Recall th a t the goal is to update the pre­

operative images. Once the first intra-operative image arrives, which is generally taken 

before resection begins, the first step is to rigidly register that image to the pre-operative 

MR. This is done because the patient is physically affixed to the MRI machine, so any 

future images will be in the same coordinate space as the first intra-operative image. 

We use this transformation to register the pre-operative data (including the segmenta­

tion, floating images and mesh) to the soon-to-follow intra-operative images. The time 

between the first pre-resection image and the first intra-resection image is generally long 

enough that the computational requirements of these steps are easily satisfied.

Once the first intra-resection image is taken, our time constraints are much more 

restrictive. The first step is to generate a sparse deformation field by finding a block 

matching between the pre-operative floating and intra-operative fixed images. The sec­

ond (and last) step is to approximate a dense deformation field by employing a novel 

iterative approximation and interpolation heuristic which converges on a solution while 

rejecting outliers from block matching. Using this dense deformation field, we may 

update the pre-operative images and deliver these to the surgeon.
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3.2 P re-op erative  processing

3 .2 .1  Im a g e  A c q u is it io n  and  S e g m e n ta tio n

Pre-operative image acquisition typically occurs in the week before the procedure. In 

general, segmentation refers to the demarcation or separation of an image into pieces or 

regions. Segmentation can be used to separate an image into constituent organ systems 

or tissues, or to isolate a region over which our model is defined, as in our case [54]. 

After acquisition, we must separate the image into two regions in order to isolate the 

intra-cranial cavity (ICC). This segmentation is required to restrict the elastic motion 

of the brain model to ensure it does not deform outside of the cranial cavity, which 

would be physically unrealistic but otherwise allowed without the use of this patient- 

specific model in the mechanical energy term of our non-rigid registration formulation. 

In addition, we must segment the brain in order to create the mesh which will be the 

basis of this patient-specific biomechanical model. We describe the mesh in more detail 

in the next section.

Segmenting the intra-cranial cavity is a semi-automatic process. Segmenting a two 

dimensional image is relatively straightforward. Segmenting a three dimensional image, 

however, is more difficult and time-consuming. Automatic segmentation is typically 

performed with thresholding, region growing and connectivity operators, which select 

regions based on similar voxel intensities which may be in continuous regions. For 

example, the ICC on a bony-window CT has a nearly uniform intensity, which allows 

relatively simple region growing to correctly segment. In contrast, an MRI has much 

higher tissue specificity and superior soft-tissue resolution, which makes this process 

more difficult and time consuming. We employed a combination of automatic operators,
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like region growing and level-set filters, with slice-by-slice manual segmentation to correct 

any erroneously included regions. We used Insight’s SlicerSD software, and IT K ’s SNAP, 

parts of the Segmentation and Registration Toolkit [26], as well as in one case a novel 

model-based segmentation method [30].

3 .2 .2  M e sh  G en era t io n

Our NRR uses a patient-specific model to tailor the computation to an individual pa­

tien t’s anatomy. This model uses a tetrahedral mesh generated from the segmentation 

produced in the previous step. Not all meshes are equal, and this mesh has several 

properties th a t make it well suited to our problem [15].

The mesh should conform to the boundary of the binary image. This is important so 

th a t the model of the patients brain accurately describes the actual shape of the brain. 

Second, we strive for an equidistribution of registration points with respect to the mesh 

vertices. This affects the magnitude of the displacement error, as well as the numerical 

condition of the problem. Next, the gradation of the mesh is an im portant property 

th a t may reduce interpolation error by having elements of smaller size. However, more 

numerous small elements may lead to a longer solution time. Thus it is im portant to 

be able to adaptively refine the mesh in selected regions of interest. Next, the shape 

of mesh elements is im portant, as small angles may increase the condition number of 

the stiffness matrix, and lead to slower convergence in the numerical solver. Next, mesh 

generation time is im portant, as short times allow real-time mesh refinement. Such 

refinement is desirable because as outlier registration points are discarded in the itera­

tive solver previously mentioned, the first requirement (equidistribution of registration 

points) may be violated. Finally, the mesh must provide a reasonably close approxima­
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tion of the surface of the meshed object. A mesh which conforms perfectly to the image 

boundary would provide great fidelity, but at the cost of an excessive level of detail and 

an overwhelming number of mesh elements. Extensive previous work was done to refine 

our meshing procedure to produce a mesh best suited to our application of image-guided 

neurosurgery [15]. We use the red-green mesh algorithm presented in [16].

The resulting mesh, finely tuned to our application of image-guided neurosurgery, is 

used as the basis of the non-rigid registration method. It is used for the approximate 

numerical solution of the partial differential equation which we must solve to find the 

best trade-off between empirically measured block deformation and the elastic properties 

of the real tissue, described later.

3 .2 .3  S a lien t F ea tu re  P o in t S e le c t io n

The goal of the registration method is to recover the movement of the brain anatomy 

between the acquisition of the pre-op image and the intra-op image. The heart of 

the algorithm is a window-bounded block-matching algorithm that measures the sparse 

initial deformation field. We perform block-matching between the pre-operative (or 

floating) image (MRI or CT) and the intra-operative (or target) image (CT).

Before we can do this, we must target block matching to areas of the image which 

have a reasonable degree of structural information. We do this because block matching 

between structured sub-image regions will be less error-prone than block matching be­

tween regions with relatively less structural information. In other words, floating image 

regions which are random noise, or which have little structural definition, will be harder 

to identify in the fixed image. We call this stage point selection, and is defined over 

several parameters. These parameters are described in table 3.1. We begin by placing a
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point (hereafter called a registration point) at the centers of all voxels inside the region 

of interest (ROI) of the floating image. This ROI is the intersection of the floating im­

age with the tetrahedral mesh. The registration points define the centers of sub-regions 

called blocks. The variance of the voxel intensities of each block is calculated, and a 

fraction of the blocks with the lowest variance is rejected. The remaining blocks are 

hypothesized to be better candidates for block-matching with the intra-operative fixed 

image, which occurs in the next step.

Parameters
Param eter Space Default value
Block half-size Zd (3,3,3)
Voxel connectivity Z 26
Rejection Fraction K .95

Table 3.1: Point selection parameter space

3.3 In tra-op erative  processing

The intra-operative stage of our non-rigid registration comprises four parts: rigid regis­

tration, mesh generation, sparse deformation field measurement during block-matching, 

dense deformation field estimation using a finite element solver and deformation of the 

floating image. These stages are in the time-critical path of this procedure. Image- 

guided therapy, specifically intra-operative image acquisition, is a major disruption in 

the surgical process. As such, a major requirement for our technique is that it cause min­

imal down-time during the surgical procedure. Practically, all of these intra-operative 

stages must be completed in a m atter of minutes to be useful to the neurosurgeon during 

surgery.
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3 .3 .1  R ig id  R e g is tr a t io n

The first intra-operative stage is the rigid registration of the floating image and the 

just-acquired intra-operative fixed image. This step is necessary to remove the global 

rigid difference between the two images. The floating and fixed images are related to 

each other by a rigid transformation which results from differences in patient and image 

positioning. In other words, the rigid registration process is necessary to put the two 

images into the same spatial coordinate system. The floating image ( / 1 ) and the reference 

image (Io) are related by a transformation which comprises a rigid transformation (t>) 

and a non-rigid transformation rn:

h =  rn(Tr( /2)).

The estimation of rn is made more tractable by the prior transformation of r r , since the 

rigid part, is globally applied to the entire image and is easier to calculate. This rigid 

registration is performed using IT K ’s implementation of affine registration by maxi­

mization of normalized m utual information [26]. This discovered rigid registration is 

applied to the intra-operatively acquired images, obviating the need for intra-operative 

ICC segmentation and mesh generation, which is impractical and too time-consuming.

3 .3 .2  B lo c k  M a tch in g

In the block matching phase we begin to estimate the difference between the two images.

The inputs to block matching are the pre-operative and intra-operative images to be

registered, arid the set of registration points selected during the pre-operative point

selection phase. We may make the assumption that all of the registration points (p°)

in the pre-operative image have homologs (p*) in the intra-operative image, p* is the
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Figure 3.2: A completed block matching showing a small subset of the recovered 
matches. Each arrow represents the deformation which maximizes the similarity of the 
subject (origin) block to the pointed-to (target) block. The magnitude of the displace­
ment is represented by the size and color of the arrow. Note th a t there are outliers, and 
th a t the displacement field is sparse.

hypothetical intra-operative position of point p°. In fact, the difference between the 

location of the homologous points p* — pf =  5i is the deformation we are searching for. 

In order to find this deformation, we choose to perform a bounded exhaustive search 

near p°. We choose a search window size W  and block size B  as parameters to the 

block matching algorithm. We first define a neighborhood (3° around each p° in the 

pre-operative image. This neighborhood (called a block) is a cube of dimension B. 

We then define cube-shaped blocks {/?? : j E W*} of dimension B,  centered at j in the 

intra-operative image, where W{ is the neighborhood (of dimension W )  of voxels around 

Pi-
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We next iteratively compare the putative block in the intra-operative image with the 

subject block in the pre-operative image using some measure of similarity :

P" ® 0j —> R.}' We choose the block (3* which maximizes the chosen similarity measure 

a. The choice of a  is an im portant one, and the optimal metric depends on many 

factors. The resulting deformation i — j  is our preliminary estimation of the deformation 

measured between the pre-operative and intra-operative images at the zth registration 

point. The block selection procedure is repeated for each registration point in the pre­

operative image. The resulting sparse deformation field is used as a rough estimation of 

the displacement between the two images 2.

The optimal similarity measure is a function of several factors. In previous studies we 

used the Normalized Cross-Correlation [3]. NCC is appropriate for mono-modal image 

registration, or image registration between images of the same modality. Registering 

iMRI to MRI is a problem well-suited to NCC, as there is a linear or affine relationship 

between the two images’ joint probability density functions. In other words: we can 

expect the intensity of any voxel in one image to be an affine function of the value of 

the corresponding voxel in the other image.

This assumption does not necessarily hold for images from different modalities. The 

intensity of a voxel in an MRI is not an affine function of the corresponding voxel in a 

CT image. In fact, the relationship between these two images isn’t even functional — it 

is statistical [24]. A more complicated relationship often requires a more sophisticated 

similarity measure, such as the Correlation Ratio or one of many measures derived from 

information theory, like normalized mutual information (NMI). The most appropriate

2We call th is a sparse deform ation field because it is only defined a t th e  reg istra tion  points previously 
selected. We will la te r use th is sparse field to  generate a dense deform ation field.
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measure, however, is dictated by many inputs: the modality of the images, and the 

specifics of the images such as image subject, detector position, and lighting conditions 

[39]. We have compared the performance of several different similarity measures in order 

to choose an optimal measure for our purposes of image-guided head and neck surgery. 

To do this, we developed a set of synthetic benchmarks which are used to select the 

optimal similarity measure for two given images.

3 .3 .3  E s t im a tio n  o f  th e  d en se  d e fo rm a tio n  field

The sparse deformation field measured with block matching suffers from two problems. 

First, it is sparse and discontinuous (defined only at the registration points). We wish to 

have a deformation which is smooth and defined everywhere. Secondly, it is noisy because 

the block matching algorithm is imperfect. It may not always find the correct block 

matching because the numerical similarity between two homologous blocks may happen 

to be lower than between two non-homologous blocks. In other words, two blocks may be 

similar with respect to the chosen similarity metric, but not with respect to the anatomy. 

The block matching measure may “choose” the wrong putative block, simply because it 

happens to be numerically “closer” in term s of the pre-defined similarity metric to the 

target block. This happens because of noise in the input images, differences in structure 

between the two image blocks, and because some of our image similarity metrics do not 

take structural information into account. This is especially true in areas homogenous 

tissue intensity. The registration points with such erroneous block matchings are called 

“outliers.” The first approach to this problem we consider is interpolation.

If we model the total energy of the mesh as IF, and the matching energy as Wmaiching, 

then
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= (HU -  D f S ( H U  -  D)

where H  is the linear interpolation matrix between the displacements recovered by 

block matching and those at the mesh vertices, U are the (unknown) displacements at the 

mesh vertices, D  are the measured displacements from block matching, and S  is the block 

matching stiffness m atrix (matches with higher confidence are assigned higher weights). 

Minimization of this matching energy (with respect to the unknown displacements U) 

will minimize the error between the measured displacements and the solution mesh 

vertex displacements. However, as just discussed, the interpolation formulation performs 

poorly in the presence of noise. To correct for this, we use an approximation approach. 

An elastic energy which resists the deformation of the mesh is added, W mechanicai :

W ’mechanic.al — U  AC/

where K  is the mechanical stiffness matrix, which describes the elastic properties of 

the mesh and reflects an estimation of the physical properties of the brain tissue. The 

total energy in this formulation is therefore:

Wfoto, =  w m„ , ,«„,«( + Wrmtchins =  Ut K U  + (HU -  D) r S ( HU -  D)

This mechanical energy may be understood as an approximation of tissue’s tendency 

to resist deformation. A further rationale for this formulation is that the sparse defor­

mations measured by block matching do not, in and of themselves, take into account 

the elastic properties of real tissue. This is im portant because we want to estimate 

a deformation which is physically realistic. In order to provide a registration that is
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physically realistic, free of outliers, and continuous, we choose to model this problem as 

an energy minimization between the resistive (mechanical) energy, and the deformative 

(matching) energy.

In this formulation, the final deformation is determined by the competition between 

the mechanical energy, which is inversely related to displacement, and the matching en­

ergy, which is directly related to displacement. This equilibrium state is found classically 

by differentiating the total energy with respect to U , and setting equal to zero:

()W r r p  T

—  = [K +  H t SH}U -  H 1 S D  = 0 
oU

where H 1 S D  is essentially the weighted displacement at each mesh vertex, esti­

mated from the displacements at the surrounding registration points. This is called the 

approximation formulation, where solving for U gives us our solution. This system of 

linear equations is solved using the biconjugate gradient stabilized m ethod (implemented 

within the G m m ++ library with the diagonal preconditioner). A m ajor problem with 

the approximation formulation, however, is th a t it suffers from a systematic error. The 

approximation formulation, by definition, may not pass through all of the measured 

displacements. In the presence of outliers, this is undesirable, since block displacements 

which are correct will be equally weighted with displacements which are incorrect.

To solve this problem, we wish to identify the likely outliers, and seek to remove 

them from our final solution. We introduce an external force F  to the approximation 

formulation, which counter-balances the internal mesh stress:

[IC + H t SH}U = H t S D  +  F
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This force is then iteratively updated to balance the internal force KU,  at each

iteration v.

Fi <- KUi 

Ul+l +- [I< +  H t SH}~ l[Ht S D  +  Fi\

The tetrahedral finite element mesh produced by the image-to-mesh conversion has 

a dual role in the above formulation. First, it is used in the mechanical energy (U1 KU)  

of the system to model deformation of the brain as a physical body. This is used to 

discover and discard the outlier registration points. At the end of each iteration a certain 

fraction of outlier block matches are discarded. The discarded block matchings are those 

which were found to have low numerical confidence during block matching, or which 

disagree with their neighbors. Second, the mesh is also used to regularize (or smooth) 

the displacements estimated from the minimization of the matching energy {{HU — 

D) 1 S { HU  — D))  from block matching. Once the solution converges, the algorithm is 

completed, and we have calculated a dense volumetric deformation that conforms to the 

measured block matchings. For a more precise treatm ent of this algorithm, see [10, 11].

3.4 C om p u tation a l Fram ew ork

In order for these results to be useful during surgery they must be available in real-time. 

In practical terms, this means a m atter of minutes. There are a variety of constraints 

during surgery, and pausing the procedure for more than a few minutes poses unac­

ceptable risk to the patient. The computational requirements for the software described 

previously are large, and can take days to run in serial computation. The two dif­
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ferent phases, pre-operative and intra-operative, have different time constraints. The 

pre-operative stage (includes image preparation, segmentation, mesh generation, and 

feature block/point selection) are not subject to rigid time constraints, and are success­

fully executed on a single hot processing node. The intra-operative phase consists of rigid 

registration, block matching and solving. This phase is subject to rigid time constraints. 

Block matching is the slowest of the intra-operative steps. Our parallel version of block 

matching, which optionally employs real-time load balancing, allows execution of the 

block-matching stage in a m atter of a few minutes in a cluster environment with 36-52 

processors. See [10] for a detailed treatm ent of the computational framework employed. 

We also investigate using a heterogeneous cooperative architecture using the GPU to 

execute block matching [29, 30].
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Chapter 4

A n U p d ated  Protocol: 

In tra-operative CT

Unfortunately, intra-operative MR facilities are rare across the US today. The cost of an 

intraoperative MRI machine is prohibitive: between US$1 million and $6 million for a 

single machine. In addition, the OR suite must be configured for the specific use of the 

machine. This can require a special layout, specialized tools, and specialized training for 

technicians. This can cost an additional $700,000 to $1 million. In addition, maintenance 

of the machine is between 5% and 10% of the initial cost outlay, annually [43, 21]. This 

scarcity restricts the usefulness and deployment of our registration software, since intra­

operative MR are required during the registration process. The goal of this work is 

to increase the usefulness and broaden the availability of this protocol. To do this, we 

needed to identify a suitable replacement for the intra-operative MRI which provide the 

updated reference images during surgery. To this end, we investigate intra-operative CT 

as a candidate modality.

Interventional CT scanners are common in surgical suites around the country. CT
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F igure 4.1: The intra-operative CT machine used in this study.

is a much less expensive image to acquire than MR. A CT machine costs a fraction 

of an MR machine, and the surgical suite does not need to be tailored for the specific 

use of these machines. As a result, many hospitals have a portable CT machine which 

may be used during surgery, and many more may easily and affordably acquire one. 

The actual machine is very compact, in order to be maneuverable and portable enough 

for use during surgery with an anesthetized patient. The intra-operative machine in 

this study is the Neurologica CereTom, and is shown in figure 4.1. It is approximately 

4’x5’x l ’, and is capable of capturing CT images with an in-plane resolution of 512x512 

voxels, and a slice thickness of down to 1.25mm. The main contribution of this thesis 

is that we extend our previous non-rigid registration algorithm to use intra-operative 

images acquired in the CT modality.

4.1 O verview

The use of intra-operative CT introduces several challenges to  the existing protocol. 

These challenges spring from the difference between CT and MRI: what each measures, 

and how. As mentioned in Chapter 2, CT and MRI measure very different physical
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properties, stemming from differences in the probe. While MRI uses nuclear magnetic 

resonance to measure the concentration of water in a sample, CT uses radiation in the 

X-ray range to measure the opacity of a sample to that radiation. It turns out that 

many different soft tissues in the human body are similar in radio-opacity, and that the 

resulting CT measures similar attenuation constants for tissues th a t many be very dif­

ferent. The result can be seen in figure 4.2. On the other hand, varying tissues are often 

very distinctly differentiated in an MRI, owing to the differences in water concentration 

in them. For instance, fatty tissue has a different water content than muscle tissue. 

The different tissues in the brain have different concentrations of water, making MRI 

images of the brain very articulated. On the other hand, and im portant for our research, 

different tissues in the brain, including normal and pathological tum or tissue, can be 

very similarly radio-opaque. This leads to relatively little definition between them in a 

CT.

This difference has immediate consequences for our software, which uses the intra­

operative images and relies on their precision. In this section, we describe the changes 

we made to the protocol, the real-time and retroactive clinical cases we studied, and 

describe how we evaluated the modified protocol.

4.2 D escrip tion  o f  th e  rev ised  protocol

Both the original protocol and the revised protocol call for segmenting the pre-operative 

brain. In the iMRI protocol, this segmentation was performed using an MRI rather 

than a CT. In addition, the segmentation was performed by the cooperative neurosur­

geon. In this study, we investigated a variety of automatic and manual tools to segment
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(a) (b)

Figure 4.2: A comparison of the imaging qualities of MRI (a) and CT (b) of the brain. 
Notice the higher soft-tissue fidelity in the brain, where CSF appears black, contrast 
appears white, and grey m atter and white m atter are highly discriminated. The folds 
(sulci) are well-distinguished. Compare with the CT where the bone is white, the CSF 
darker grey, and the white and grey m atter are middle-grey. The sulci are much more 
difficult to locate.

the volume — including the open source Slicer, and itk-SNAP. We had repetitive suc­

cess segmenting our pre-operative images with ITK-SNAP, which merges an automatic 

component with a manual component [54]. We chose to use the pre-operative CT in­

stead of the pre-operative MRI for segmentation, because of the superior reproduction 

of the soft-tissue/bony-tissue barrier. Since we segment the entire intra-cranial cavity, 

segmenting the CT will suffice. Our cooperating neurosurgeon verified several of our 

segmentations.

Another change was made to the intra-operative protocol. Recall th a t we first rigidly 

register the pre-op image with the intra-op image before we model the non-rigid move­

ment of the brain. This rigid registration is a required step to make the non-rigid 

registration block-matching step more tractable. In the previous protocol, the patient’s 

head is affixed to a stereotactic frame which is not moved during surgery. The first 

intra-operative image is acquired with the patient attached to this frame, but before
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resection begins. This allows us to properly rigidly register the pre-operative and intra- 

operative MRI once, and ensure th a t the transformation mapping pre-operative space 

to intra-operative space does not change during the procedure. In this protocol, the 

medical procedure does not use a stereotactic frame, and does not acquire this first 

intra-operative image. To overcome this challenge, we instead perform a rigid registra­

tion each time an intra-operative image is acquired. This change adds a small amount 

of pre-processing time to the overall process. A bigger concern is that as the resection 

progresses, depending on the size of the resected volume, the automatic rigid registration 

methods we employ may fail. While we did not encounter this problem, we suggest it 

would be wise to prepare several rigid registration procedures, in case one of them fails 

to provide a satisfactory registration due to tissue loss. Our autom atic rigid registrations 

were verified by our cooperating neurosurgeon.

The end goal of this study is to produce an updated intra-operative pseudo-MRI. 

To do this, we first investigated multi-modal non-rigid registration between the pre- 

operative MRI and the intra-operative CT. We implemented two additional similarity 

measures, related to the M utual Information. We implemented the Normalized Mutual 

Information, and the Regional M utual Information [31, 40, 53]. We suspected that per­

forming a nonrigid registration between the pre-operative MRI and the intra-operative 

CT would produce unreliable results, primarily because of our block-matching strategy. 

Our blocks are relatively small regions: less than 10 voxels in each dimension. Mutual 

Information based measures are generally unreliable as they are applied to smaller and 

smaller regions [2], and our blocks are indeed very small for this purpose. Since multi­

modal block matching is a much more complicated process, and since we also have a 

pre-operative CT available in this medical protocol, we decided to change the protocol to
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Figure 4.3: An illustration of the clinical protocol in this study.

perform a non-rigid registration between the pre-operative CT and the intra-operative 

CT. Once this transformation is discovered, we then apply the same transformation 

to the pre-operative MRI, which has been first rigidly registered to the pre-operative 

CT. We suspect th a t the error introduced by this additional rigid registration (between 

the pre-operative CT and the pre-operative MRI) to be generally less than the error 

introduced by a deficient block-matching.
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Deformation Magnitude 
13.160

F igure 4.4: An example deformation field volume. The deformation field shown is 
a three dimensional deformation volume, on the left, with magnitude of deformation 
shown as color. A two dimensional slice is extracted in the center. The field vectors 
for the same deformation field are shown on the right. All deformations are in units of 
voxels.

4.3 S yn th etic  D eform ation  B enchm arks

As previously described, the optimal block matching metric a(-) depends on many vari­

ables. Roche et. al. describe th a t the normalized correlation coefficient performs well 

for mono-modal image registration [39], and that the information theoretical metrics 

perform more robustly with multi-modal image registration. We used a synthetic de­

formation benchmark which we used to  select the proper block matching metric from 

among these three available metrics. This synthetic benchmark involves synthetically 

deforming the input CT in such a way that we know the real deformation ( “ground 

tru th ” deformation), recovering that deformation using our non-rigid registration al­

gorithm, then calculating the error between the recovered deformation and the actual 

deformation. We repeat this process for each available similarity metric, and are able 

to compare the absolute error each suffers from.

We use software described in [5] to generate the synthetic deformation fields. The 

software follows a method described by Rogelj et al in [40]. We first create an isotropic
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lattice (grid), and assign a deformation vector at each node of the lattice. This defor­

mation vector is drawn from a Gaussian distribution with parameters mean p. =  0 and 

variance a  [5 -  25], where higher a  results in larger deformation. These deformation 

vectors at the nodes of the lattice form a sparse and discontinuous deformation field. In 

order to obtain a more realistic continuous field, and to generate a dense deformation 

field, we then regularize these deformation vectors using thin-plate splines across the 

entire image volume.

The dense deformation field can then be applied to the input CT, resulting in a 

synthetically deformed CT which may play the role of the intra-operative CT during 

image registration.
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Chapter 5

R esu lts

We include two studies in this work. The first uses pre-operative data  exclusively. We 

use these pre-operative CT images to answer a single question: does C T  have sufficient 

definition in the soft tissue regions to be a good candidate for intra-operative use as a 

fixed image during non-rigid registration? To answer this question, we require a source 

of ground tru th  with which we will assess the performance of the registration algorithm. 

We use the previously described method to generate a synthetic deformation which serves 

as our ground tru th . We then deform each pre-operative CT according to a synthetic 

deformation, and treat this new deformed CT as the intra-operative image. We perform 

segmentation, mesh generation, point selection, block matching and dense deformation 

field estimation as previously described. We perform the final two steps three times, 

once for each similarity metric: NMI, PMI and CC. Finally, we compare the recovered 

deformation with the ground tru th  deformation in several ways.

We calculate the m atching error of block matching by subtracting the recovered 

displacement from the true displacement for each measured displacement vector, located 

at the registration points. This measure is reported in millimeters. We calculate the
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Table 5.1: A summary of the image characteristics for the synthetic study

Case Image Size (vox) a ? Applied Deformation (mm)

max avg std

1 (512,512,57) 10 50 9.40 4.36 1.89

2 (512,512,190) 20 50 12.98 6.02 2.22

3 (512,512,144) 10 20 10.34 3.85 1.27

4 (512,512,144) 30 50 6.00 2.45 1.14

5 (512,512,136) 5 50 7.09 3.43 1.46

6 (512,512,75) 10 50 13.37 5.98 2.68

registration  error by subtracting the final dense deformation calculated at the end of 

each registration with the true deformation, for each mesh vertex of the finite element 

mesh on which the dense deformation is defined. This measure is also reported in 

millimeters. The sym m etric H ausdorff d istance (SHD) is a measure of the distance 

between two point-sets as previously described. Finally, m utual inform ation  is a 

measure of image intensity similarity. It may also be used to assess the quality of 

a registration, as it measures how much information is contained in the relationship 

between the two intensity distributions. As two images are more tightly registered, 

the mutual information between them increases. Alternatively, as two images are less 

well-registered, the information approaches zero1. Here we use the normalized mutual 

information variant.

The second study performed uses “actual” intra-operative data. These images are 

captured intra-operatively with the previously described intra-operative CT scanner. We 

present three clinical cases which correspond to pre-operative synthetic cases 4 6. The

registration method is the same as for the synthetic case, however the intra-operative 

data are not synthetically deformed in any way. In this study, we attem pt to recover the 

' T he m utua l inform ation of two independently  d is tribu ted  random  variables is also zero



Table 5.2

Case Metric Matching error Registration error SHD NMI Ratio Avg

max avg max avg Improvement

CC 17.92 0.92 6.34 1.02 1.49 8.84 4.27
1 NMI 18.97 5.05 10.16 2.96 1.91 1.81 1.47

PMI 12.85 0.66 6.38 1.16 1.51 8.60 3.76

CC 20.10 1.68 6.94 1.56 1.66 9.33 3.86
2 NMI 20.64 6.59 12.98 3.71 1.93 1.56 1.62

PMI 18.60 2.66 12.71 1.65 1.58 7.56 3.65

CC 15.03 1.12 8.49 2.62 1.94 3.16 1.47
3 NMI 15.78 5.28 9.59 3.04 2.02 1.23 1.26

PM I 16.91 1.87 8.79 2.77 1.94 2.84 1.39

CC 11.75 0.60 4.80 1.36 2.12 1.60 1.80
4 NMI 15.03 4.03 9.77 2.06 2.32 1.25 1.19

PMI 11.70 0.37 5.04 1.52 1.94 1.55 1.61

CC 11.70 0.52 2.74 0.58 2.50 3.80 8.58
5 NMI 16.03 4.29 5.68 1.13 2.59 2.50 3.54

PMI 10.05 0.40 2.83 0.67 2.49 3.65 7.15

CC 22.23 2.73 5.76 1.23 1.62 1.72 4.86
6 NMI 22.69 6.26 15.91 4.34 1.98 1.44 2.01

PMI 21.98 2.59 7.96 2.89 1.61 1.71 3.32

real deformation caused by brain shift and mass effect during surgery. This presents a 

challenge for accuracy assessment and validation. In the synthetic case, we have a readily 

available source of ground truth: the synthetic deformation. In these clinical cases, 

there is no synthetic ground tru th . In order to assess the accuracy of this registration 

method using real intra-operative CTs, we collaborate with our clinical partners to 

derive observed ground tru th . For each case, our two experts selected five points in the 

pre-operative image, and found the same five homologous points in the intra-operative 

images. We then treat this deformation as the true deformation and compare it to the
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deformation recovered at the same points with this non-rigid registration algorithm. The 

selection of these specific points was left to our clinical partners, and they represent a 

range of anatomical landmarks, some near the resection margin, and some farther from 

the resection margin in deep brain tissues.

5.1 S y n th etic  G round Truth

We have six cases with pre-operative images. For all of the cases we have both pre­

operative MRI and pre-operative CT. We generate a synthetic deformation for each of 

the cases using the previously described tool. We vary the two input parameters to 

the synthetic deformation, the variance of the Gaussian distribution a, arid the spacing 

of the deformation lattice ^ to simulate different clinical situations. We measure the 

resulting deformation only in the region of interest, and report these statistics in table  

5.1. For each case we also report:

(i) the maximum and average of the block matching error distribution

(ii) the maximum and average of the overall registration error distribution

(iii) the ratio of the Hausdorff distance between the two images when non-rigidly reg­

istered to th a t of the images rigidly registered

(iv) the ratio of the normalized mutual information between the two images when non- 

rigidly registered to that of the images rigidly registered

in tab le  5.2.
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Figure 5.1: An example of the final registration error (a) and sample block matchings 
(b) from a th in  slice of case 6. Note the presence of outliers in the block matchings, and 
the relatively large regions without any registration points.

5 .1 .1  P r o b le m s  w ith  sy n th e tic a lly -d e r iv e d  gro u n d  tr u th

Synthetic data  in the form of generated deformations which produce synthetic intra­

operative images constitute an im portant and standard way of assessing the performance 

of a registration method. This method is used repeatedly in the literature. Synthetic 

cases, however, are not sufficient simulators of clinical experience. The deformations 

we generate and apply in these simulations do not accurately reflect the forces which 

act on the brain during surgery. Real tissue has varying elastic properties (and thus 

different reactions to the same applied force) which are not simulated or compensated 

for with the described deformation generation technique. Synthetic ground tru th  is an 

im portant, but incomplete, method of validation for these reasons.

5.2 E xp ert-p rod u ced  G round Truth

Real intra-operative brain shift is very different than the best synthetically derived 

deformations. The problem of producing good ground tru th  from real intra-operative
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Table 5.3: A summary of the results for the clinical study including the magnitude 
of expert-derived deformation, the rigid registration landmark error, and the non-rigid 
registration landmark error.

Case Point True Deformation (mm) RR Error NRR, Error (mm)

CC NMI PMI

1 (-0.43,-0.87, 1.25) 1.59 0.89 1.81 0.71

2 (-0.43,6.54, -2.50) 7.02 7.39 7.71 9.59

3 (-0.87, 0.00,-0.50) 0.87 3.64 4.72 2.56

4 (-3.49, -3.06, -3.75) 5.96 3.47 2.45 5.99
4 5 (-1.75,-0.45, 0.00) 1.80 2.10 0.79 2.40

6 (-6.55, -0.87, 0.00) 6.60 6.81 5.41 7.26

7 (0.43, 0.87, 0.00) 0.98 1.11 2.48 2.56

8 (0.44, 1.30, 0.00) 1.38 3.55 6.06 3.49

9 (-0.44, 1.31, 1.25) 1.86 4.33 6.66 3.67

1 (-1.31, 0.87, -1.00) 1.86 1.82 1.60 2.95

3 (-0.44,1.74, 3.00) 3.50 1.39 4.57 1.73

4 (-0.44,0.43, 3.00) 3.06 0.88 2.53 1.39

5 (-3.49, 0.87,1.00) 3.73 4.46 4.20 5.25

5 6 (-0.87, 4.37, 2.00) 4.88 4.23 4.83 4.39

7 (2.18, 4.36, 2.00) 5.27 4.22 5.12 3.76

8 (0.44, 3.49, 0.00) 3.52 3.29 4.56 3.21

9 (0.00,4.80, 0.00) 4.80 4.98 6.28 4.62

10 (-0.87, 3.06, 0.00) 3.18 2.53 2.99 2.72

11 (0.44, 5.23, 1.00) 5.35 5.20 6.09 5.12

1 (-3.93 2.18,-5.00) 6.72 5.92 4.58 6.04

2 (1.74,3.05, 2.50) 4.32 2.66 6.26 4.36

3 (2.18,-0.44, 2.50) 3.35 2.51 8.04 5.74

4 (1.75,0.00, 2.50) 3.05 2.19 4.91 3.29

6 5 (-1.75, 5.67, 5.00) 7.76 6.74 10.69 7.88

6 (1.75, 4.36, 5.00 ) 6.86 4.60 7.17 4.79

7 (0.00,-1.31, -2.50 ) 2.82 3.44 2.43 3.38

8 (1.74, 3.49, 0.00) 3.90 2.98 5.92 2.94

9 (5.24, 2.62, 0.00) 5.85 6.25 6.80 7.61
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Table 5.4: A summary of the results for the clinical study. A blank entry indicates no 
improvement, or a negative improvement.

Case Avg. RR Error NRR Improvement

CC NMI PMI

1 3.04 - - -

2 3.56 18% - 10%

3 4.96 20% - -

images, however, is a serious impediment to the evaluation and validation of registration 

techniques such as ours. As previously described, this section details the challenges we 

encountered generating and using this ground tru th , and the results of three clinical 

cases using real intra-operative, and in one case post-operative, data.

5 .2 .1  P r o b le m s  w ith  e x p e r t-p r o d u c e d  g ro u n d  tr u th

Finding specific anatomical landmarks in medical images is a difficult and onerous task 

in and of itself. Our task is made even more challenging owing to the nature of our 

medical images. Our pre-operative CT are generally detailed enough arid have sufficient 

spatial resolution to identify — with sub-millimeter accuracy - a number of anatomical 

landmarks. The intra-operative images we use, however, present a real challenge. Images 

acquired during surgery suffer from several undesirable phenomena. The intra-operative 

images we received had a significantly lower signal-to-noise ratio than the pre-operative 

images of the corresponding patient. This is due to the lower power used by the X- 

ray tube in the intra-operative CT machine, which results in the previously described 

quantum mottling. A second source of difficulty, which exacerbates the first, is the 

presence of movement artifacts due to the (unconscious) patient’s breathing motion in 

the device. This creates motion artifacts which manifest as streaks or concentric circular
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shapes. These two phenomena combine to make the reliable identification of homologous 

anatomical landmarks between intra-operative and pre-operative images difficult, error- 

prone and sometimes impossible. Our experts captured ten anatomical landmarks on 

each set of images. The result of this registration method as compared with their 

anatomical landmarks is listed in table 5.3 and table 5.4.
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Chapter 6

D iscussion

In this thesis we have performed several practical feasibility studies of an FEM-based 

non-rigid registration algorithm using intra-operative CT. The studies involved several 

steps. We have worked with our clinical partners to acquire and catalogue a database 

of six cases, comprising multiple images of real patients. This includes six sets of pre­

operative CT and MRI, of which half are supplemented by intra-operative or post­

operative CT follow-ups. We used these data to rigorously evaluate the non-rigid reg­

istration method. To this end we developed two mutual-information-based metrics to 

supplement the existing similarity metric, and created a synthetic benchmark to evaluate 

the performance of these metrics applied to all six cases.

The synthetic benchmarks show th a t the normalized cross-correlation-based block 

matching and registration algorithm out-performed the others, and achieved an average 

accuracy improvement of 4.14 times. This is compared to 1.84 times improvement for 

Normalized M utual Information, and a 3.48 times average improvement for Regional 

M utual Information. This result is not surprising, as this mono-modal image registration 

problem (CT-to-CT) allows us to be confident in an assumption of an affine relationship
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between the intensity distributions of the fixed and floating images. This assumption 

leads us naturally to the NCC as a similarity metric. The NMI clearly performs poorly, 

most likely due to the extreme sensitivity of the joint histogram calculation to a dearth 

of sample data  as we have in our small blocks. T hat said, our results show th a t the PMI 

metric is nearly as accurate as NCC, and clearly does not suffer from the shortcomings 

of the NMI metric, being on average 1.89 times as accurate as the NMI. We suggest that 

the PM I be evaluated further as a multi-modal block matching metric in this framework.

One of the questions we attem pt to answer in this study is whether CT has enough 

soft-tissue definition to successfully complete our relatively sparse displacement-recovering 

block-matching approach. We believe th a t we have shown that, given a sufficiently high 

resolution pre-operative CT, we can recover a deformation to within 1.39 m m  of the ac­

tual synthetic value on average, which is much better than rigid registration alone (4.35 

m m  average error). This study suggests strongly that, given an intra-operative image 

of similar articulation, we may expect similar accuracy. We conclude that this synthetic 

study implies th a t block-matching between a pre-operative and intra-operative CT is 

possible using either the Normalized Correlation Coefficient or the Pointwise Mutual 

Information.

We next explored the three cases which present clinically-acquired intra-operative 

CT. The three cases involved correspond to cases 4 - 6  of the synthetic study. That is, 

the pre-operative CT for cases 4 -  6 in the synthetic study are the same images as the 

pre-operative CT for cases 1 -  3 in the clinical study. Cases 1 and 2 involve cancerous 

neoplasms of the frontal and ethmoidal sinus cavities, while case 3 involves a defect of the 

skull base, resulting in an nasoethmoidal encephalocele. In cases 1 and 2, we attem pt to 

register the pre-operative CT with a CT acquired intra-operatively. In case 3, the fixed
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Figure 6.1: A positive relationship between registration improvement (NRR-to-RR) 
and block variance at registration landmarks in the clinical study is exhibited. The OLS 
line of best fit has slope =  78.33 variance units for every 100% improvement in accuracy.

image is a post-operative CT acquired on a similar scanner as the pre-operative CT. 

There was no CT contrast present in the images, with the exception of the pre-operative 

case 3 image. We first note that the pre-operative images in all cases have superior 

fidelity than the the intra- (and post-) operative images. This manifests itself in several 

ways: the intra-operative images of cases 1 and 2 have a relatively low signal-to-noise 

ratio and are visually very noisy and grainy. The post-operative scan available for case 3 

has a visually similar noise profile to  the pre-operative scans, but has a lower soft-tissue 

articulation. In addition, the post-operative scan has fewer slices in the Z-direction. 

These are all undesirable properties in an image registration problem. If the noise in an 

image overpowers the features of the image, the similarity metric we use will perform 

poorly. The registration is also sensitive to the resolution of the input images, as it will
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be unable to detect block matchings which reside in between the available slices. In 

practice, we increase the resolution of the registered image by interpolating at points 

between the available data. This interpolation will obviously lead to inaccuracies as the 

interpolation nodes (available image slices) have a larger slice spacing. The fidelity of 

a medical image such as those we deal with depends on many scan parameters — and 

setting those parameters is a problem of mutual accommodation of sometimes competing 

goals.
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Figure 6.2: A positive relationship between registration improvement (NRR-to-RR) 
and block variance at registration mesh points in the synthetic study is exhibited.

The landm ark acquisition for the three clinical cases was difficult. Both of our 

physician experts commented that the quality of the intra-operative scans made finding 

reliable landm ark pairings a hard task. Some of the landmarks captured have a relatively 

high confidence: the ventricles are an easy feature to discern, even in a very bad image, 

and some of the landmarks (particularly near the tum or of interest) lie in relatively CT-
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homogenous tissue. T hat said, the difficulty of landmark matching in CT is an elocution 

of the motivation for our study. Nevertheless, expert-acquired landmarks are the best 

ground tru th  available to us.

Our results for the clinical study show that more work remains to be done to use this 

registration method with intra-operative CT. The improvement in individual landmark 

error was between 3.5 tim es better and 4.18 tim es worse than rigid registration, with 

an average improvement of only 1.19 times, or 19%. T hat said, there is a correlation 

between the block variance around an individual landmark and the registration accuracy 

at th a t landmark. The higher the block variance is at a landmark, the higher the relative 

improvement is in registration accuracy. This relationship is described in figure 6.1. 

We ran a similar study of a synthetic deformation, which show the same trend in figure 

6.2: increased block variance yields lower registration error.

Figure 6.3: Case 3 pre-op (a), pre-op block variance (d), intra-op (b), intra-op block 
variance (e), pre-op MRI (c), and pre-op MRI block variance (f).

There are two relevant sources of the variance in our images. F irst is the variance
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of a block due to the presence of an anatomical or functional feature in the image. We 

call this source the “feature variance.” The second source of variance in a block is noise, 

either random quantum mottle or artifact noise, as previously described. We call this 

“noise variance.” Refer to Figure 6.3 for the pre-op CT, pre-op MRI, post-op CT, 

and block variance images for each of these images from case 6. These block variance 

images are produced by calculating the variance of a three dimensional isotropic block 

centered at each voxel coordinate. We see that in the pre-operative image (a), with 

contrast, the block variance (d) is largely coincident with the edge features in the image. 

The ventricles, large cyst, sulci, arid midline are all displayed in the block variance 

image. In addition, regions which are largely structurally void in the CT are largely 

homogenous in the block variance image. This is a characteristic conducive to high 

registration accuracy. On the other hand, in the intra-operative image (b), the intra- 

operative block variance image (e) shows less feature variance and more noise variance 

than the pre-operative images. In other words, the variance pattern  does not coincide 

with structural edges or features in the image, but rather is a result of noise. This 

strongly suggests a hypothesis for the relatively poor performance of the clinical study: 

the intra-operative images used have poor articulation of soft tissues and low signal- 

to-noise ratio, which causes block matching to generate a large number of erroneous 

matches, or outliers. Contrast this with the pre-operative MRI (c) and its block variance 

image (f), which shows a much larger range of feature variance, and less homogenous 

and noisy variance regions. The same is illustrated in figure 6.4, where we see the 

distribution of block variance is much broader in MRI than CT. We draw the conclusion 

that the major limiting factor in the improvement of this non-rigid registration method is 

the acquisition of superior quality intra-operative CT scans. The dual of this problem is
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the development of noise-robust similarity metrics, and similarity metrics which perform 

well in the absence of highly articulated soft tissue. Alternatively, it would be worth 

investigating to extend Andronaehe et. al.’s method of detecting structureless patches 

to choose registration points, rather than simply choosing the highest variance blocks. 

Andronaehe uses M oran’s spatial autocorrelation coefficient to do exactly this task [2]. 

Alternatively, it may be beneficial to use edge detection images to  weight possible feature 

points by their inclusion or proximity to a detected edge.

The studies performed in this thesis are a good first step toward the improvement of 

this state-of-the-art non-rigid registration algorithm when used with intra-operative CT. 

The objective of achieving superior performance with intra-operative CT is important 

for reducing the cost and increasing the accessibility of real-time non-rigid registration 

for image guided neurosurgery. We believe the studies included here, particularly the 

synthetic studies, show the feasibility of this goal.
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F igure 6.4: A histogram of the block variance levels in a CT (green) and an MRI (red).
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