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ABSTRACT PAGE 

Ubiquitous computing creates a world where computers have blended seamlessly into our 
physical environment. In this world, a "computer" is no longer a monitor-and-keyboard 
setup, but everyday objects such as our clothing and furniture. Unlike current computer 
systems, most ubiquitous computing systems are built using small, embedded devices with 
limited computational, storage and communication abilities. A common requirement for 
many ubiquitous computing applications is to utilize the data from these small devices to 
perform more complex tasks. For critical applications such as healthcare or medical 
related applications, there is a need to ensure that only authorized users have timely 
access to the data found in the small device. In this dissertation, we study the problem of 
how to securely and efficiently extract data from small devices. 

Our research considers two categories of small devices that are commonly used in 
ubiquitous computing, battery powered sensors and battery free RFID tags. Sensors are 
more powerful devices equipped with storage and sensing capabilities that are limited by 
battery power, whereas tags are less powerful devices with limited functionalities, but have . 
the advantage of being operable without battery power. We also consider two types of 
data access patterns, local and remote access. In local data access, the application will 
query the tag or the sensor directly for the data, while in remote access, the data is already 
aggregated at a remote location and the application will query the remote location for the 
necessary information. The difference between local and remote access is that in local 
access, the tag or sensor only needs to authenticate the application before releasing the 
data, but in remote access, the small device may have to perform additional processing to 
ensure that the data remains secure after being collected. In this dissertation, we present 
secure and efficient local data access solutions for a single RFID tag, multiple RFID tags, 
and a single sensor, and remote data access solutions for both RFID tag and sensor. 
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SECURE AND EFFICIENT DATA EXTRACTION FOR UBIQUITOUS 

COMPUTING APPLICATIONS 



Chapter 1 

Introduction 

Ubiquitous computing is the paradigm that considers an environment where people are surrounded 

by numerous computing devices. In an ubiquitous computing environment, a "computer" is no 

longer a laptop or a smartphone, but everyday items such as our clothing and furniture. In the 

words of Mark Weiser, the father of ubiquitous computing, computers in ubiquitous computing 

will "weave themselves into the fabric of everyday life until they are indistinguishable from it" . 

This new type of computing entails embedding small devices into everyday physical objects. 

These small devices are essentially miniature computing devices, capable of storing information 

about the attached physical object, processing the information, and communicating that informa­

tion with a user via a wireless interface. For instance, a small device attached to a carton of milk 

can store not only the expiry date of the milk, but also maintain a record of the temperature in 

which the milk was kept in. A user can access the information contained within this small device 

to determine whether the carton of milk has gone bad. For more critical ubiquitous computing ap­

plications, such as those used in healthcare or medical scenarios, the requirements for extracting 

data from these small devices are much higher. We illustrate some of these applications using the 

following example scenarios. 

2 
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• Alice is staying at home to recover from an illness. She is outfitted with clothes that have 

been embedded with small devices that will continuously collect physiological data such as 

blood pressure and heart rate. The collected information will be periodically relayed to her 

doctors via the Internet to allow them to monitor her condition remotely. This system is 

convenient, since it frees Alice from having to make frequent trips to the hospital, and also 

provides higher quality of care, because the doctors can have timely access to information 

regarding her condition. 

• Alice's condition takes a turn for the worst and she faints in her kitchen. She is unconscious 

and unable to call for help. The small devices in her clothes detect the sudden acceleration, 

while the small devices embedded in her kitchen floor detects the lack of movement. A 

warning message is broadcast from Alice's clothing to her home server, which in turn sends 

for help. Without such an ubiquitous system in place, Alice would most likely have to 

remain unconscious for a longer period of time until being discovered by a neighbor or a 

friend. 

• Upon admission to the hospital, Alice is outfitted with a bracelet that contains a unique ID 

that is associated with her stay in the hospital. Medical treatments and documents associated 

with Alice, such as her pharmaceuticals and blood transfusion bags, are similarly affixed 

with a small device containing the same unique ID. Doctors and nurses will verify that the 

ID on the small devices matches Alice's bracelet before administrating any treatment. These 

small devices complement traditional hospital charts and records to act as a check against 

human errors. 

From these examples, it is clear that while these ubiquitous computing applications are ben-
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eficial, they also create new types of risks and dangers. An application that allows a doctor to 

effortlessly monitor someone remotely can just as easily allow malicious parties the same capa­

bilities without adequate security. One common requirement among many of these applications is 

the need to extract data from these small devices. In this dissertation, we focus on the problem of 

securely and efficiently extracting information from these small devices. 

We define security as ensuring that only authorized users are allowed access to the information 

contained within the small device. We define two types of efficiency in this dissertation, the speed 

of retrieving the relevant information from a large amount of data, and the energy expended by the 

small device when extracting the information. The motivation for studying the former is that while 

the small device may contain a large amount of information, only a smaller portion of the data may 

be relevant at a given time. Data extraction solutions that extract unnecessary data will result in 

poor overall performance. The motivation for the latter consideration is that many small devices 

have limited power supply, and extraction techniques that are power inefficient will quickly render 

the small devices inoperable. 

The concepts of security and efficiency are closely related with each other. A system or al­

gorithm design that considers only one and not the other is unlikely to work well in practice. 

For example, consider a security scheme that programs the small devices to encrypt all their col­

lected data with different encryption keys. Such a scheme may be secure, but since the ubiquitous 

computing application is comprised of thousands of small devices, such a design will require the 

application to manage a large number of keys, which is clearly inefficient. We need to consider 

both security and efficiency to arrive at better system and algorithm designs. 
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1.1 Abstractions 

To develop secure and efficient data extraction solutions suitable for different ubiquitous com­

puting applications, we need to create abstractions to represent the key characteristics of these 

applications. We make two abstractions based on our observations. The first abstraction is to 

categorize the hardware of a small device. The second abstract is to characterize how these small 

devices are accessed. 

In this dissertation, we classify a "small device" into two categories based on whether or 

not the small device is battery powered. We term the non-battery powered small device as an 

RFID tag, and the battery powered small device as a sensor. In general, an ubiquitous computing 

application will attach an RFID tag to an object when the application needs to simply identify that 

object. A sensor will be attached to the object when the application needs to either sense some data 

about a physical object such as temperature, or when the application needs to store large amounts 

of data onto a physical object. 

An RFID tag is a battery free device that powers itself through the RFID reader's broadcast 

signal. This is done either through inductive coupling for high frequency (HF) RFID tags , or 

electromagnetic backscatter for ultra high frequency (UHF) tags. The main difference between 

the two lies in the communication range, with the HF tag having a range of several centimeters, 

while the UHF tag have a range of approximately a dozen meters. This method of supplying 

energy limits the computational abilities of the RFID tag to very basic functions, such as bit string 

comparisons and reading an ID number for persistent storage. Some of the more advanced RFID 

tags can perform additional functions such as writing to persistent storage, perform hashing and 

encryption. In general, the security challenge for a tag is related to the limited computational 

ability of the tag to perform conventional cryptographic operations. The efficiency challenge lies 
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in the large numbers of tags that have to be processed. Given the low cost of an RFID tag compared 

to a sensor, we can generally assume that there will be more tags than sensors. 

A sensor is a battery powered device than can perform more complex operations than a tag. 

A basic sensor is equipped with a microcontroller, memory, persistent storage, and a wireless 

radio. The communication range of a sensor is typically under 100 meters. In addition, a sensor 

can be equipped with specialized sensing capabilities to measure variables such as blood glucose, 

temperature, and acceleration. The sensor depends on its internal battery to power all operations. 

A sensor with a depleted battery can only maintain the data stored in the persistent storage of 

the sensor. Since the sensor has a general purpose microcontroller, it is capable of performing 

conventional cryptographic operations such as verifying a digital certificate. The general security 

challenge when dealing with a sensor lies in balancing the security operations with the limited 

battery capacity of the sensor. The general efficiency challenge lies in managing the large amounts 

of information stored in a sensor using only the limited amounts of memory and battery power 

available. 

There are two general ways an ubiquitous computing application can access the data contained 

within a small device. The application can either access the data directly from the small device to 

perform addition operations, or the application can access the data after the data from the small 

device has been aggregated to a central depository. We term the former access as local access, and 

the latter as remote access. 

From the standpoint of a small device, there is a crucial difference between local and remote 

access. In local access, the small device needs only to authenticate the application before releasing 

the infonnation. In remote access, the small device has to ensure that the information aggregated 

at the depository remains secure and can be access efficiently. This may require the small device 
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to do additional processing before releasing the information. 

There are two types of local access for RFID tags. The first is when we want to extract data 

from just one RFID tag. The represents applications such as reading an RFID tag affixed to a 

passport or driver's license. The second is when we want to extract data from many RFID tags. 

This represents applications such as inventory control where we need to extract information from 

thousands of RFID tags. We consider the scenario for remote access of RFID tags as when the all 

the tag data has already been aggregated to an RFID tag database. The local access for sensors 

considers the scenario where descriptive information are stored directly into the sensor, and the 

user is expected to be able to query for specific information from the sensor. Remote access for 

a sensor considers applications where the sensor data is aggregated to a backend server for future 

retrieval by an ubiquitous computing application. 

1.2 Problems and Contributions 

This dissertation presents five problems corresponding to the abstractions given earlier. A sum-

mary of these problems is shown in Fig. 1.1. The details about the problem are as follows. 

I 
I 

Secure and Efficient Data Extraction 

" Local Access 

Problem 1: Extracting data from a single RFID tag. 
Server-free secure RFID authenticatton and search 

Problem 2: ExtracUng data from muniple RFID tags 
Efficient detection of missing RFID tags 

Problem 3: Extracting data from a single sensor 
Sensor data extraction using Information 
Retrieval 

', Remote Access 

Problem 4: Extracting data for an RFID database 
Building and querying a resilient RFID database 

Problem 5: Extracting sensor data for remote storage 
Sensor key generation with Identity-based 
cryptography 

Figure 1.1: Summary of research work 

I. Local RFID data access with single tag Conventional RFID security protocols usually 
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have three components, a tag, a reader, and a backend server. The backend server contains 

the secrets for all the RFID tags. The reader will first query the RFID tag to obtain a 

ciphertext, which the reader forwards to the backend server. The server will decrypt the 

ciphe11ext to obtain the RFID tag's ID, and return the ID after authenticating the reader. This 

prevents unauthorized readers from accessing the tag's ID even though the tag is unable to 

authenticate the reader directly. 

We propose a search and authentication protocol that allows an authorized RFID reader to 

extract the ID from a single RFID tag. Our protocol is a server-free protocol, since the 

reader is able to determine the ID without contacting the backend server. Our protocol is 

among the earliest server-free security protocols to be proposed. 

2. Local RFID data access with multiple tags A common application that involve multiple 

RFID tags is inventory control. Here, each physical object is affixed with its own RFID tag, 

and each tag contains a unique ID. The tag becomes a representation of that object. The 

existing technique to determine whether any tags are missing is to first collect all the tag 

IDs and then verify them against some record. This approach, however, is unlikely to scale 

well as the number of RFID tags increases. 

We proposed a missing tag event detection protocol that, given a large collection of RFID 

tags, is able to determine whether there are any missing tags. The protocol has two versions, 

with the first version being more efficient but requires the RFID reader to be controlled by 

an honest user, while the second version can return the correct answer even if the user of the 

RFID reader is dishonest. 

3. Local sensor data access A sensor will often have to store large amounts of data locally 
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due to the large amounts of power needed to transmit all the information. A technique to 

conserve power is for the sensor to efficiently index the stored data and allow users to query 

for the data. This way, the sensor can limit its transmission to only relevant data that users 

need to conserve power. Earlier search systems limited the indexing to numeric data with 

pre-defined upper and lower bounds. This type of search system is unsuitable for ubiquitous 

computing applications that require storing textual descriptions into the sensor. 

We proposed a search system for a sensor that can index textual infonnation (e.g. short 

notes, voice memos, photographs), and uses information retrieval techniques to resolve user 

queries. Our solution is the first search system for sensors that is able to index and resolve 

queries over textual rather than nume1ic data. 

4. Remote RFID data access An RFID-based tracking system maintains a network of read­

ers installed at different physical locations, where each reader will periodically read all the 

nearby RFID tags and report the collected IDs back to an RFID database. Authenticated 

users can query the database to determine the movements of a particular RFID tag. Existing 

tracking systems usually adopt the "trusted server" assumption where this database is as­

sumed to be invulnerable to adversary compromise in order to provide privacy protections. 

However, this assumption is unrealistic in a real world environment. 

We proposed a tracking system where a tag's ID is stored in a database in a manner that is 

resilient to partial adversary compromise. Our system design allows a user with knowledge 

of a tag's secret to quickly detennine the whereabouts of a user, while at the same time, 

prevents an adversary with partial control of the database from doing the same. 

5. Remote sensor data access A sensor, like those used in medical applications to sense phys-
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iological data, will continuously collect large amounts of information, which will then be 

stored in a remote server for future access by various people. Due to the sensitive nature of 

the data, a user will not want to trust the remote server to protect his data. One option is 

for the sensor to encrypt each piece of data with a different key and let the user control who 

should have the keys to decrypt the data. However, this scheme requires complicated key 

management protocols to manage all the keys. 

We proposed a security scheme that simplifies key management for a sensor that needs to 

encrypted data using many different cryptographic keys. Our scheme provides properties 

similar to identity-based cryptography to allow the sensor to generate keys using a textual 

description. 

Our main contributions for each problem are as follows. 

• For the local RFID access problem involving a single RFID tag, we proposed a server-free 

scheme where the reader will first authenticate with the backend server and obtain its own 

secret. Once this is completed, our protocol allows the reader to query and obtain the IDs 

without any further contact with the backend server. In our scheme, the tag "authenticates" 

the reader by generating a response that corresponds to the reader's secret which only an 

authorized reader can obtain from the backend server. We also provide an efficient search 

protocol where an authorized reader that wants to find a particular tag can search directly 

for that tag without having to query all the other RFID tags. 

• For the local RFID access with multiple tags, we proposed a protocol that leverages the 

slotted ALOHA communication protocol that is part of existing RFID standards. When a 

reader wants to communicate with multiple RFID tags, the reader will first broadcast the 
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total number of frameslots available, and each RFID tag will internally compute a particular 

frameslot to respond in. Later, the reader will coordinate the countdown of each frameslot. 

A tag will keep silent until the countdown reaches its frameslot before broadcasting its ID. 

We let each tag to compute the frameslot as a function of its ID, and then by observing the 

order of the tag responses, we are able to determine whether there are any missing tags. Our 

scheme is more efficient since it is not affected by multiple tags picking the same frameslot 

to respond (a collision), whereas in a conventional approach, the reader will have to repeat 

the ID collection process in the event of a collision. 

• For the local sensor access problem, we designed a system that allows the sensor to effi­

ciently index textual descriptions. We do not place restrictions on the vocabulary used in 

the description. At the heart of our system is a memory efficient query resolution algorithm 

that provides an upper bound on the amount of RAM needed to process the k-most relevant 

answers, regardless of the contents that have been indexed. This property is crucial to avoid 

expending energy swapping of data to and from NAND flash memory due to insufficient 

memory during query processing. Our solution also provides security protections against 

denial-of-service and spoofing attacks. 

• For the remote RFID data access problem, we propose a protocol that lets an RFID tag to 

compute a tuple in response to each reader's query. The tuple is constructed in such a way 

that the two portions of the tuple are linked by a tag secret. The reader will forward the first 

portion of the tuple to one database, and the second portion of the tuple to another database. 

A legitimate user with knowledge of the tag's secret can efficiently query both databases to 

derive the location of the tag, but an adversary that does not know the tag secret cannot do 

so, even if the adversary has control over one of the databases. 
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• For the remote sensor data access problem, we proposed a lightweight solution with the 

properties similar to that of identity based cryptography but with a lower overhead. Identity 

based cryptography is a technique that allows the creation of public and private keys using 

human readable strings. Our solution uses a set of intuitive rules, such as the using the 

current date and time, to create a human readable string to compete the encryption keys. 

This allows the sensor to generate the necessary keys to encrypt the data before transmission. 

A user can simply re-apply the same rule later when computing the decryption keys. The 

use of human readable rules greatly simplifies cryptographic key management for both the 

sensor and the user. 

1.3 Organization 

The rest of this dissertation is organized as follows. In Chapter 2, we present our solutions to 

allow an RFID reader to securely access the data from an individual RFID tag. In Chapter 3, we 

present techniques to efficiently monitor a large set of RFID tags to determine the presence of 

missing tags. Chapter 4 presents our solution to efficiently extract data from a small sensor using 

information retrieval algorithms. In Chapter 5, we propose an efficient and privacy-preserving 

technique to access an RFID database used in tracking, and in Chapter 6 we proposed protocols 

based on lightweight identity-based cryptography to secure data collected in a sensor. Finally, we 

conclude in Chapter 7. 



Chapter 2 

Secure and Serverless RFID 

Authentication and Search Protocols 

In this opening chapter, we consider local data extraction from a single RFID tag. Secure au­

thentication and search are the basic building blocks for applications that need to securely obtain 

information from an RFID tag. This chapter shows how to design powerful search and authenti­

cation protocols using only very simple operations suitable for RFID tags. 

Radio Frequency Identification (RFID) technology is increasingly being deployed in diverse 

applications ranging from inventory management to anti-counterfeiting protection [102]. Features 

such as the ability for a reader to read data off an RFID tag located several meters away, make 

RFID tags an attractive replacement for barcodes which require close proximity to a reader before 

being read. Nonetheless, RFID tags have yet to supplant the ubiquitous barcode found on almost 

every grocery product. This slow adoption is partly due to the security and privacy concerns over 

the pervasive deployment of RFID tags. Such concerns include the illicit tracking of RFID tags 

which violate the privacy of the holders of the tags. Until these concerns are adequately addressed, 

13 
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large scale adoption of RFID is unlikely to materialize. 

Recent work [34, 67, 82, 1 06] attempts to solve the RFID security and privacy problem by uti­

lizing the "central database model". There are three players in this model: an RFID reader, an 

RFID tag, and a secure central database. To obtain data from a tag, the reader first queries the tag 

and then forwards the tag reply to the central database. The reader obtains no useful information 

from the tag reply. After the database authenticates the reader and verifies that the tag reply is 

genuine, the database returns the tag information to the reader. While the central database ap­

proach provides security and privacy protections, it is dependent on a reliable connection between 

an RFID reader and the central database. Consider for example, a truck driver dispatched to an 

off-site location to collect some merchandise tagged with RFID tags. He has with him a PDA 

which doubles as an RFID reader. Due to the remote location, the truck driver is unable to connect 

to the central database to authenticate the goods. As a result, despite having an authorized reader 

and genuine RFID tags, the driver is unable to obtain the data. 

A simple alternative, analogous to using a central database, is to download the information 

from the database onto the reader. The RFID reader can then continue to access the RFID tags as 

before. However, having multiple readers increases the likelihood of a stolen or misplaced reader. 

These compromised readers are more valuable than the readers under the central database model, 

since they contain information originally found only in the database. This information can include 

the unique ID and secret password of an RFID tag. An adversary can use this information to create 

fake RFID tags that are indistinguishable from the real ones. The adversary first obtains a "blank" 

RFID tag and then proceeds to store data from the compromised reader onto this blank tag. Since 

this fake tag has the same information as a real RFID tag, a reader is unable to distinguish between 

the two. In this chapter, we suggest protocols that provide similar security and privacy protections 
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as the central database model without requiring a persistent connection to the database. The pro­

tocols also prevent an adversary from using a compromised reader to create indistinguishable fake 

RFID tags. 

After providing security and privacy protection to a single reader querying a single tag, a 

natural extension is to provide the same protection to situations where there is a single reader and 

multiple tags. One such situation is when a reader needs to search for a particular RFID tag out of 

a large collection of tags. As the number of RFID tags in circulation increases, the ability to search 

for RFID tags is invaluable when the reader only requires data from a few tags rather than all the 

tags in a collection. Authenticating each tag one at a time until the desired tag is found is a time 

consuming process. Surprisingly, the problem of RFID search has not been widely addressed in 

the literature, despite the availability of search capabilities in commercial RFID products. In this 

chapter, we examine the challenges of extending security and privacy protection to RFID search, 

and suggest several solutions. 

We make the following three contributions in this chapter. First, we propose an authentication 

protocol that provides mutual authentication between the RFID reader and RFID tag without the 

need for a persistent central database. This is a departure from recent work on RFID security and 

privacy research. Second, our schemes consider security for both the RFID reader and the RFID 

tag. This differs from some of the earlier research which focused on only protecting the reader 

or the tag. Third, we introduce the problem of searching for RFID tags with security and privacy 

protection, and suggest several solutions. 
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2.1 Related Work 

RFID security and privacy research can be broadly divided into two categories. The first category 

is protocol based. Its emphasis is on designing better protocols using mostly lightweight primi­

tives [I 08] known to be implementable on RFID tags. Our work falls under this category. The 

second category is hardware based. The emphasis is on improving RFID tag hardware to provide 

additional security primitives like elliptic curve cryptography. For the remainder of this section, 

the focus is on prior work done in the first category. A brief discussion of RFID hardware im­

provements is given at the end. Interested readers can refer to an online resource by Avoine [6] for 

up-to-date information, and recent survey papers [55, 92] for more details. 

Early work by Weis et al. [ 117] used a backend database to perform RFID authentication. 

A reader querying the RFID tag will receive a meta/D. The reader forwards this meta/D to the 

backend server which then retrieves the real tag ID for the reader. Every tag has a unique meta/D 

and will always reply with the same meta/D value when queried. This creates a privacy prob­

lem since an adversary can track the movements of a tag by repeatedly querying and comparing 

meta/D values. The authors proposed the randomized hash lock scheme to solve this problem. 

Under this scheme, the tag returns (r,ID tB fk(r)) when queried by a reader, where r is a random 

number generated by the tag, k is the tag's secret key and fk is a pseudorandom function. The 

reader forwards this reply to a secure database which then searches its database for the ID/secret 

key pair that matches the tag reply. Once found, the tag ID is returned to the reader. Since every 

new reader query results in a different reply, the adversary is unable to track the tag. 

Molnar and Wagner [78] pointed out that the randomized hash lock scheme does not defend 

against an eavesdropper. An adversary can eavesdrop on the communication between reader and 

tag to learn the tag reply, ( r, I D EEl fk ( r)). The adversary then uses this information to impersonate 
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the RFID tag to fool a reader. In their paper, the authors suggest having both the reader and tag 

each contribute a random number, r 1 and rz respectively. Their approach assumes that the reader 

knows the tag secret k. After the reader and tag exchange random numbers, the tag replies with 

ID EB fk(O, r1, rz). Since the reader knows k, he can derive fk(O, r,, rz) and obtain /D. The protocol 

works without a central database. However, it does not consider the case of a compromised reader. 

An adversary with a compromised reader will know the tag secret of every tag the reader has access 

to. The adversary can then use this information to make duplicate tags to fool other readers. Our 

protocols address this particular vulnerability. 

Dimitriou [34] is a more recent example of a protocol based on a database. In this protocol, 

both the reader and tag exchange random numbers, n,. and n1, at the start of the query. The tag 

then returns (h(!D;),nt>hw,(n1 ,n,)) to the reader, where ID; is the tag secret. The reader learns 

nothing from this reply, and forwards it to the database. The database uses h(ID;) to determine the 

matching tag secret ID;. This ID; is applied to n1 and n, to verify the tag reply. Once satisfied, the 

database updates the tag secret from ID; to !Di+1· The tag information, together with hw,+1 (n1 ,n,.), 

is returned to the reader. The reader completes the protocol by forwarding hw,+1 (n1 ,n,) back to 

the tag. The tag determines /D;+J independently, and applies it to the two random numbers used 

earlier. If the result matches hw,+ 1 (n1 , n, ), the tag knows that the reader has been authenticated by 

the database. The tag updates its secret to /D;+ 1 and the protocol terminates. Otherwise, the tag 

retains the old secret ID;. Similar protocols [67, 82] also use the idea of changing the tag secret 

after every query. A key feature of this protocol is how desynchronization between tag and server 

is avoided. A fake RFID tag will not be able to generate a reply to convince the database to update 

the tag secret ID;. A rogue reader is unable to derive hw,+1 (n1 , nr) to convince an RFID tag to 

change its secret. Work by [69, 70] examines desynchronization attacks in greater detail. 
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While RFID with database protocols are relatively new, a similar problem is found in 3GPP 

mobile authentication [50, 123]. In 3GPP authentication, mutual authentication is required be­

tween the mobile user and network. Synchronization of sequence numbers used by a mobile user 

and the home network is also required. These requirements are similar to the mutual authentica­

tion between a reader and a tag, and the synchronization of tag secret between the database and 

the RFID tag. 

An alternative method for RFID authentication is based on a "challenge and response" between 

a reader and a tag. Juels et. a!. [58] observed that human authentication protocols can be applied 

to RFID, since RFID tags, like humans, have weak computational capabilities. They introduced 

HB protocol, in which a reader issues a new challenge to a tag each time it queries an RFID tag. 

The tag computes the binary inner product based on the reader's challenge, and returns the answer 

to the reader. The reader authenticates the tag by verifying the tag response. The HB+ protocol is 

an improvement over the HB protocol by using an additional binding factor from the tag to defend 

against an active adversary. Later work by [22, 44, 86] improves on this idea. 

YA-TRAP [106] introduces a novel technique using timestamps in RFID authentication. This 

is a novel approach since RFID tags have no self-contained power source to keep track of time. 

In YA-TRAP, a reader will send a timestamp of the current time to a tag which then decides 

whether to return a random reply or an encrypted reply based on the received timestamp and its 

own internal timestamp. The reader sends this reply back to a backend server to obtain the tag 

data. Chatmon et. a!. [25] suggested an improvement to this protocol. 

An assumption made by earlier research, is that RFID tags are capable of executing crypto­

graphic hash functions. However, most current commercial RFID tags do not provide these hash 

functions, mainly due to the higher production cost [117]. A cryptographic hash function requires 



19 

additional gates to be implemented in the tag, raising the overall cost per tag. Common hash 

functions like MD4, SHA-1 and SHA-256 require between 7350 and 10868 additional gates [39]. 

This suggests that the majority of the proposed protocols are likely to be feasible only on expen­

sive RFID tags attached to more valuable items. Recent work by [ 18] suggested using physically 

unclonable functions (PUF) in RFID tags since they only require 545 gates to implement. How­

ever, the same paper also noted that PUF-based hash functions are difficult to analyze since they 

are influenced by physical environment. How to design security protocols using PUF-based hash 

functions remain an open problem. 

An orthogonal approach to RFID security focuses on changing the physical hardware of the 

RFID tag itself. Efforts by [11, 12, 65] investigated the possibility of building RFID hardware 

that is capable of performing public key based authentication. Their efforts have centered on 

using a particular flavor of public key cryptography based on elliptic curve cryptography (ECC). 

ECC has been suggested as a good replacement for RSA based public key cryptosystems since a 

160-bit ECC offers the same level of secUiity as a 1 024-bit RSA encryption. While a public key 

cryptosystem for RFID tags greatly improves RFID privacy and security, it is also more costly 

to implement than cryptographic hash functions. Furthermore, it is unclear whether tiny sensor 

motes will be used in lieu of these RFID tags, since current sensor motes are already capable of 

efficiently performing ECC primitives [ 112, 113] and protocols [ 111]. 

2.2 RFID Authentication 

For RFID tags attached to personal items like a passport, exposing information from these tags 

to an unauthorized reader violates the privacy of the owner of the item. There are two ways 

information about a tag can be exposed. The first is when an unauthorized reader queries the 
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tag and gets back the tag data. This can be solved by encrypting the tag reply such that only 

an authorized reader can decrypt the reply. The second is when an unauthorized reader obtains 

a constant reply from an RFID tag. The unauthorized reader can use this information to track 

the movements of the holder of an RFID tag. For instance, consider a tag attached to a passport. 

An unauthorized reader queries the tag and obtains a constant encrypted reply. Even though the 

unauthorized reader cannot decrypt the reply, it can compare tag replies at different locations. 

When the same tag reply is obtained in two separate locations, the unauthorized reader can infer 

that the holder of the tag has been to these two locations. This is also known as violating the 

"location privacy" of the tag. Location privacy can be solved by having each tag reply be different 

and unlinkable to previous tag replies. 

RFID tags are also widely used as a means of identification. For example, an RFID tag can be 

attached to a container of pharmaceuticals so that a reader can query the tag and learn the contents 

without opening up the container. An adversary manufacturing counterfeit pharmaceuticals will 

attempt to create a fraudulent RFID tag to place onto his container of counterfeit drugs. An RFID 

reader that queries and accepts the fraudulent tag as a real RFID tag will then accept the counterfeit 

drugs as genuine. 

A basic component of RFID security is to allow a reader to distinguish a real RFID tag from a 

fake tag. This is accomplished by having a secret known only to a reader and a genuine tag. The 

RFID tag can then use this secret to prove itself to a reader. An adversary attempting to create 

a fraudulent tag indistinguishable from a real tag needs to obtain this secret. The adversary has 

three methods to try to obtain this secret. The first is by eavesdropping on the communication 

between a reader and a tag. The second is by repeatedly querying the RFID tag to obtain enough 

information to derive the secret. Finally, the adversary can physically compromise the RFID tag 
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to obtain the secret. In this work, we only defend against the first two methods. Tamper proof 

hardware capable of foiling a physical attack is beyond the scope of this work. 

We present the authentication protocol in this section, and leave the evaluation to the next 

section. For the remainder of this chapter, we consider the data a tag transfers to a reader to be the 

ID of the tag. 

2.2.1 Setup 

We consider an RFID reader denoted as R. Each R has a unique identifier r and an access list, L. 

R obtains r and L from a certificate authority, CA, after authenticating itself. The CA is a trusted 

party responsible for deploying all the RFID tags and authorizing all the RFID readers. We assume 

that communications between Rand theCA are performed via a secure channel. Subscripts are 

used to distinguish one reader from another. Thus RFID reader i will be Rh with a identifier r; 

and access list L;. Each RFID tag, T, contains a unique value id, a unique secret t, knowledge of 

functions f(.,.) and h(.). The id is an unique identifier for T, and is the tag data requested by a 

reader. The secret tis the tag secret known only by the tag itself and CA. The function h(.) is a 

one way hash function that outputs a bitstring of length l. A shorter length m < l is predefined by 

the CA and known to all readers and tags. The function f(.,.) is the hash function h(.) applied to 

the concatenation of two arguments. For instance, a tag T applying f( ., . ) to an argument r sent 

by R will then have f(r,t) = h(rllt) where II denotes concatenation. 

After reader R; authenticates itself to CA and obtains access to RFID tags T1 · · · T,,, R; will have 

L; where 

Note that R; does not know any of the tags secret t. It only knows the outcome of the function 
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Table 2 1· Notations .. 
CA Trusted party, responsible for authenticat-

ing readers and deploying tags 

R; RFID reader i 

r; id for RFID reader R; 

L; access list for RFID reader R; 

n number of entries in L; 

T; RFID tag i 

id; id for RFID tag T; 

t; secret for RFID tag T; 

h(x) one-way hash function 

f(x,y) Concatenate x and y, then applying h(.), 

h(xiiY) 

l number of bits of hash h(.) 

m CA defined number of bits, m < l 

f(r,t). We assume that theCA cannot be compromised, and that all readers once authenticated 

by theCA are trusted. They will not reveal their access lists to anyone else. Next, we present our 

authentication protocol. 
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2.2.2 Authentication Protocol 

R; _, T; request (2.1) 

R; <-- T; n· .I (2.2) 

R; _, T; n;,r; (2.3) 

R; <-- TJ h(f(r;,lj) )m, h(f(r;,tj) lind In j) EB idj (2.4) 

R; Hash every entry in L; and check 

if first m bits match h(f( r;, t1) )m (2.5) 

R; Checks L; for matching h(f(r;,t;))m (2.6) 

R; Determine h(f(r;,tJ)IIndlnj), obtain idJ (2.7) 

where n; and n J are random numbers generated by R; and T; respectively. T; sends its idJ as 

h(f(r;, tJ) lln;llnJ) EB idJ. The tag also sends h(f(r;, t;) )m to help R; reduce the time taken to search 

through L;. An unauthenticated reader cannot obtain idJ since he does not know f(r;,tj), and hence 

cannot compute the h(f(r;, fJ) lind In J) necessary to obtain idJ. This is a form of tag authenticating 

reader, since the value of the tag is incomprehensible to an unauthorized reader. 

The reader checks his L; for matching entries that have the same first m bits as h(f(r;,tj))m· 

R; can precompute the h(f(r;,t.))m for every entry in L;, and then organize the result into corre-

sponding groups. If there are no entries in L; that match the first m bits, then either the RFID tag is 

a fake, since it is not able to generated a correct f(r;,tJ), or that it is a tag that R; is not authorized 

to access, thus not appearing in L;. If there is a match, the reader then uses the random numbers 

n; and nJ to obtain h(f(r;,lJ)IIndlnJ) and the resulting idJ. If the idJ received from the tag does 

not match any entry in L; then R; ignores the tag. Note that a different random numbers nJ and n; 
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are used in each transaction, which means that the shared secret between R; and T1 used to protect 

id1, h(f(r;,tJ)IIn;llnJ), changes each time. Also, since hash h(·) is a one way hash function, even 

knowing the entire h(f(r;,t1))m does not reveal f(r;,t1). 

To determine the value of m, we first define a collision space CS whose cardinality is i-m. 

This is the expected number of RFID tags whose hashed value share the same first m bits. We 

define f3 as the probability that, given a tag, the probability that when a reader reads in another tag 

having the same first m bits, the two tags are the same. The more privacy we wish, the smaller we 

set f3. Thus, we have 

(CS\ 

.i....!..L - 1 - 2m--.f < f3 < l + l f3 cs2 - cs - - '* m - og · 

The search time for R; becomes 0( {.,) since R; can organize L; into respective groups after T1 

returns the first m bits of h(f(r;,tj) )nz. Thus, R; does not need to search the entire L;, but only the 

smaller group of size 2~, • 

2.3 Security Analysis 

In this section, we analyze our protocols against different types of attacks. For each attack, we 

first give a brief description of the attack, and the common assumptions about the adversary. This 

is followed by an explanation of how the protocols defend against the attack. We denote the ad-

versary as a, and a legitimate reader and tag as R; and T1 respectively. A fake tag j impersonating 

the real tag j is depicted as f1. 

Basic Privacy: The basic privacy attack occurs when a wishes to learn of the content of 

Ti. Consider for example, the tag Ti attached to a valuable container in a warehouse. Under this 

attack, we generally assume that a has a list of targeted RFID tag . a then queries every tag in the 
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warehouse to decide the most valuable one to steal. In our protocol, each time any reader queries 

T1, T1 generates a new response h(f(r,t)JJn,JJn1) for authentication. Thus a cannot identify which 

RFID tag is on his list. This protects the privacy of the tag. 

Tracking: Under this attack, a tries to track T; over time. a succeeds if he is able to dis­

tinguish T1 from other RFID tags over time. For example, T1 could be attached to a passport. 

By repeatedly querying with a value that yields a consistent reply, a will be able to track the 

movements ofT; over time. This consistent reply becomes a signature of T1. 

Under our scheme, a can reuse the same na and ra for every query, but cannot predict the 

random n1 generated each time by T1. In the protocol we return the entire h(f(r;,t;)JJn;JJn;) 

XORed with id1. Since n1 is a random number chosen by the tag for each query, a learns nothing 

from repeated queries. 

Note that we also return h(f(r;,tj))m in step (4) which could be used to track Ij. This is an 

optimization step done to improve the search time for R;. Step (4) can be modified to return just 

h(f(r;,t1)JJn;JJn1) ffi id1 to make tracking impossible. However, by keeping m small, the risk of 

tracking is minimal since there could be multiple RFID tags with the same first m bits. 

Cloning: We consider the "skimming" attack described by Juels [56]. Under this attack, a 

will usually first query T; and obtain a response. a then places the response on a fake RFJD tag, 

f;. By creating fake RFID tags that contain the responses of real RFID tags, a attempts to pass 

off his counterfeits as legitimate. a succeeds if R; believes that t 1 is T1. 

Under our protocol, T; will return a different hash based on the random n; and r; provided by 

R;. Since a cannot predict the random n; generated each time by R;, the hash value that a obtains 

from T1 will not be the same as the valueR; obtains when he queries T1. Thus a cannot create a 

f; that can fool R;. 
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Eavesdropping: Here a is able to observe all interactions between R; and T;. In other words, 

under protocol I, a learns r;, n;, n;, as well as the challenge and response between the R; and T;. 

Under protocol 2, a learns r;, n;, n;. h(f(r;,t;)lln;lln;) tt;id; and h(f(r;,t;))nz. a's goal is to use 

the data to launch any of the three attacks mentioned above. 1 

For both protocols, every transaction between R; and T; begin by both parties generating a 

different n; and n;. An a eavesdropping on the communication observes a different query and a 

different response each time, even if R; is querying the same tag T1. Thus, our protocols prevent a 

from using eavesdropping to launch a basic privacy attack or tracking attack. 

An a can try to clone a tag by creating a fake tag with the eavesdropped information. How­

ever, a cannot control the random number nr chosen by the R; for each new query. Under both 

authentication protocols, each new query generates a new hashed result h(f(r;, t;) lin; lin;). Since 

a does not know f(r;,t;), a cannot de1ive the correct hash result, even if it knew what the random 

numbers were. 

Physical attack: We consider two different flavors of physical attack. The first is when a 

compromises the reader R;. The second is when a compromises the tag T;. In both cases, we 

assume that once a has physically compromised R; and T;, and a will Jearn everything about R; 

and T;. Hardware-based defenses against physical attacks are beyond the scope of this research. 

First, we consider a compromising R;. a will know the contents of L;, as weB as r;. a will 

therefore be able to impersonate R; and obtain data from tags T,, · · · , T,,. The goal is to prevent 

a from using the knowledge to create counterfeit tags. Let TJ be in L;, and a wishes to create a 

counterfeit tag f; that can fool another authenticated RFID reader Rx. a knows f(r;,t;) and id; 

1This version of eavesdropping is stronger since it assumes that a can eavesdrop on both reader-to-tag and tag-to­

reader communications. A weaker version of eavesdropping considered by some researchers assume that a can only 

eavesdrop on the reader-to-tag communication. 
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from L;. To create f1 to fool T,, a has to be able to derive f(r"t1). This is because each f(., .) 

value in the access list is different for every RFID reader. R; will have f(r;,t1), and Rx will have 

f(rx,t1). Thus a cannot substitute his f(r;,t1) and id1 into f1. Since f(., .) is irreversible, a cannot 

derive t; from f(r;,tJ)· 

Next, we consider a compromising tag T1. a will now be able to create a fake tj that can 

fool the honest R;. We want to prevent a from creating another tag that can fool a. We let this 

other tag be Tx, and assume that T., is inside L;. Since a has compromised T1, we assume that a 

knows any information that R; passes to T1. To create T., to fool R;, a has to be able to generate the 

correct f(r;,tx)· However, each RFID tag has a unique secret t. Thus a knowing t1 cannot derive 

(,. Therefore, a cannot create a fake T, to fool R;. 

Denial of service (DoS): The adversary a here does not try to obtain information from the 

tag, but rather tries to ensure that a legitimate R; cannot access the data stored in T1. To launch 

aDoS attack, a sends a large number of requests to the backend server to overwhelm the server. 

This results in a legitimate R; being unable to access the database to obtain information about the 

tag. Under our solutions, a reader only needs to contact the server once to obtain an access list L;. 

The reader is then able to interact with RFID tags without further interaction with the server. A 

DoS attack under our schemes will not affect readers that have already been authenticated. Only 

readers yet to obtain an access list are affected. Thus, our serverless protocol mitigates the damage 

of a DoS attack. 

2.4 RFID Search 

Complex RFID operations which require data from a large collection of RFID tags usually assume 

that the data have already been collected and stored into a database [45,46]. Any RFID authentica-
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tion protocol which provides security and privacy protection can be used. However, as the number 

of RFID tags increases, the cost of collecting data can be very high. More efficient methods for 

performing different RFID operations are needed. In this section, we consider one such operation: 

searching for an RFID tag from a large collection of tags. Search is a basic and invaluable tool for 

sifting through large amounts of data. Consider for example, a large pharmacy stocked with RFID 

embedded medication. A pharmacist wanting to find a particular drug can broadcast his query and 

receive an answer. Due to the limited broadcast range of RFID readers, the pharmacist can even 

determine the approximate locality of the medication by directing the RFID reader at different 

locations, i.e. different shelves. 

Ideally, we want a reader to be able to query for a specific tag and have only that tag to reply. 

To illustrate, we have R; wanting to find the tag 'f;·. 

R; ,__ T; 

If id = id1 

Reply 

(2.1) 

(2.2) 

(2.3) 

where T* refers to an arbitrary tag in the collection. However, this simple protocol does not 

provide any privacy or security protections. An adversary, for example, can query for valuable 

tags to steal. To provide security and privacy, an RFID tag should authenticate the reader before 

replying. Also, the RFID reader should ensure that only genuine RFID tags receive his query. 

This prevents an adversary from learning the content of the query. The adversary knowing the 

query and observing a reply, can conclude that a particular tag is in the collection, since only a 

tag matching the query will reply. We can thus characterize the problem as follows. Tags should 

only respond to authenticated readers. Readers should only query authenticated tags. This creates 
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a chicken-and-egg problem since readers want to query authenticated tags, but tags will only 

respond to authenticated readers. 

A solution is for the reader to issue a search request such that only an authenticated tag can 

understand, and for the tag to reply in such a manner that only an authenticated reader can under­

stand. An adversary can still observe all the transactions, in that he can observe there has been 

a query and an answer. However, since the adversary does not know the content of the query, 

observing the existence of an answer is not useful. For the remainder of this section, "query" and 

"search request" are used interchangeably. The secure search protocol is as follows. 

h(f(r;,t1) JJn,) EB id1, n,, r; 

Derive h(f(r;,t)JJn,) and XOR with h(f(r;,t;)JJn,) t:Bid1 

If id = id1 

h(f(r;, t1) JJn, JJn,) EB id1, n1 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

The search request for id1 is sent as h(f(r;,t1)JJn,) EBid1. A tag needs to have the tag secret t1 to 

successfully execute step (2) and obtain id1. Since a does not know t1, he is unable to determine 

what the reader is searching for. Each reader's query is different due to the random n, generated 

for each new search request. Thus, even if the reader repeatedly searches for the same tag, a will 

obtain a different search request each time. A reader receiving a tag reply h(f(r;, tJ) Jjn1) EB id1, n,) 

needs f(r;,t;) to obtain id1, and f(r;,t;) is known only to the authorized reader. Thus, a cannot 

create a fake tag f1 to fool the reader. 
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2.4.1 Security Analysis 

The security analysis in section V also applies to the search protocol with one exception, the search 

protocol presented above is not resistant to tracking. 

Consider the following attack where a eavesdrops on a transaction between a reader and a 

group of tags. Adversary a is unable to decrypt the query or the reply, but can detect the presence 

of a query and reply. a then broadcasts the same query repeatedly. Since the query is legitimate, 

the tag with the corresponding value will reply. Even though the reply is different every time due 

to the random n1 generated by the tag, there can only be one reply since each tag has its own 

unique secret t. a can extend the attack by isolating each tag in the group and repeating the query, 

waiting for a reply. a then combines this with physical observation to determine the identity of a 

tag. 

We stress that the tracking attack presented here is different from tracking attacks commonly 

found in RFID security literature. The adversary cannot pick a particular tag to track. Rather, 

he can only track a tag which has been searched for by a legitimate reader. Furthermore, the 

adversary has to iteratively query every tag in a group individually before determining what tag 

he is tracking. These reasons increase the difficulty of launching a tracking attack via the RFID 

search protocol. 

This attack underscores a fundamental difficulty in developing a secure search protocol for 

RFID tags. The very act of replying of a query can be used to identify a tag. So long as a search 

query produces a unique reply, the reply becomes an identifier for a particular tag. Encryption does 

not solve the problem, since encryption only prevents an adversary from learning the content of a 

message, but not that a message has been sent. 
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2.4.2 Search Protocol Improvements 

Here we suggest several improvements to the search protocol to minimize the impact of tracking. 

One solution is to force the reader to use a different random number n,. for each new query. This 

can be accomplished by having the RFID tag store a list of random numbers used in earlier queries. 

When a query arrives with an n,. that appears in this list, the tag will refuse to reply. This way, an 

adversary will not be able to replay an eavesdropped query. An incrementing counter cannot be 

used by the tag to store the random numbers since a legitimate reader will generate a new random 

number each time. Below, we present the protocol where a tag can only remember the last used 

random number. 

h(f(r;, t1) lin,.) ffi id1, n,., r; 

Deriving h(f(r;,t)lln,.) and XOR with h(f(r;,tJ)IIn,.) ffiid1 

If id = id1 and n, =f. oldn, update oldn = n, 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

where oldn is the previous random number used. Now, a cannot replay h(f(r;,ti )lin,.) ffi idi,n,., r; 

to get a reply, since n,. was just used. The adversary does not know f(r;,t1), thus cannot generate 

his own legitimate query that will be answered by the tag. The adversary can observe the next 

time R; does a search query to obtain a different random number, n~. a can now try to use the 

previous search query. However, since adversary cannot determine the contents of the query, 

he cannot know if R; was querying for the same tag or not. Provided that the adversary cannot 

determine what R; is looking for, he cannot track any tag based on two reader queries. In general, 

an adversary will need at least one more successful query than the number of tags to be always 
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successfully track one tag. By the pigeonhole principal, with n tags each capable of storing the 

last m random numbers of successful reader query, an adversary can only guarantee to be able to 

track l tag after n · m + I queries. However, this method is ineffective against an opportunistic 

adversary who simply replays the overheard queries over and over again to find at least I tag to 

track. 

Another solution is to adopt a challenge and response method. The idea is to avoid the con­

dition where replying to a query can be used to identify a tag. We use [id1]m to denote the first m 

bits of id1 and idm to denote the first m bits of a generic tag's id. The protocol is as follows. 

R; ----) T* Broadcast [id1]m,r;,n,. (2.1) 

T* If idm = [idj]m (2.2) 

R; <- T1 h(f(r;, lj) lin,. lint) ffi idj, nt (2.3) 

R; Determines f(r;,t1) from L, obtain id1 (2.4) 

Under this protocol, any tag that matches the first m bits of idi will reply to the query. Depending 

on the length of m, there could be multiple tags that share the same first m bits. R; can use existing 

anti-collision techniques to obtain idi. Since multiple tags may share the same m bits, a cannot 

infer any unique information from the reply. A tag's response is protected by the XORing their 

value with h(f(r;,ti)llnrlln1). Only an authenticated reader will know f(r;,tj), and be able to 

generate the correct hash value. Furthermore, each party contributes a random number n, and n1 

that make up the final hash value needed to successfully obtain the id1. This prevents an adversary 

from launching a replay attack from either the query or reply. 

This solution does not work well when the id for each tag is structured. For example, the first 

several bits of an id could signify general product code, the next several bits the tag origin and so 
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on. In this scenario, the adversary can obtain some information simply by observing [id1]m. Note 

that [id1]m cannot be XORed with some f(r;,t;) since then only T1 can decipher the request. 

The last solution is to use noise to mask the reply. Each tag receiving a search query that does 

not match the request will have some probability of replying. Thus, 

Broadcast h(f(r;, t1 )lin,) EB id1, n" r; 

Derive h(f(r;,t)lln,) and XOR with h(f(r;,tJ)IIn,.) EBid1 

If id = idJ : R; +-- TJ : h(f(r;,tJ) lint) Efl id;, 11t 

Else : R; +-- T1 : (rand, n1 ) with probability A 

(2.1) 

(2.2) 

(2.3) 

(2.4) 

where A is the predefined probability that a tag that does not match id1 will reply. Here, an 

adversary cannot depend on replaying a previous query to track a tag since any tag could reply. 

This method also avoids leaking any information to an adversary. To estimate A, we first let S be 

the number of RFID tags that can hear a single broadcast query. We want to have a probability of 

ythat at least one tag that is not the answer to reply to create noise. We can estimate A by solving 

1 - ( 1 -A )s ~ y. The additional work done by reader to filter out the noise is 0( A · S). However, 

this solution only performs well when we have a reliable S, for example, a group tags are placed 

in a shipping container. 

2.5 Additional Discussion 

Despite the shortcomings of the central database model, it does have two advantages over a server­

less solution. The first is the ease of performing revocation, and the second is fine grain access 

control. 
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The central database model provides an implicit revocation capability since the RFlD reader 

has to contact the central database each time to obtain the tag data. To revocate a reader, the central 

database simply ignores the reader. Under our scheme, simple revocation can be accomplished by 

replacing the existing RFID tag with a new tag containing a new secret t when necessary. This 

solution is practical when RFJD tags are passed from one owner to another. Different owners will 

want to attach their own RFID tags to their objects to better intelface with their existing RFID 

management applications. An alternative revocation scheme is to retain the RFID tags, but allow 

the RFID tag's secret t to be changed by trusted parties. A special secret pin can be built into 

each RFID, and knowledge of the pin will allow the reader to change the tag secret. This pin can 

be transmitted directly to trusted agents of theCA, or encoded via a different channel like a 2-D 

barcode next to the RFID tag [56, 57]. In this way, the CA can enforce a time period in which 

authorized readers can access the tag data. 

The other implicit advantage of the central database model is fine grain access control. When 

the central database returns the tag data to the reader, it can choose to only return part of the 

information depending on the permissions of the reader. We can provide fine grain access control 

in our scheme by replacing the single secret t in each RFID tag with multiple secrets depending 

on the granularity. For example, an RFJD tag whose data consists of a general product code and 

unique identifier will have two secrets t 1, t 2. A reader with access to the general product code will 

only receive f(r,t 1) in his L while another reader with access to the unique identifier will receive 

f(r,t 2) as well. We can simply extend the number of secrets per tag to as fine a level of access 

control as desired. 

Finally, we discuss cost and efficiency. For our authentication protocols, the first protocol 

requires the tag to perform two hash functions, f(., .) and h(.). The second protocol requires 
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three hash functions, f(., . ) once and h(.) twice. For the search protocols, the second search 

improvement requires the tag to execute two hash functions, and the remaining search improve­

ments require three hash functions. The cost for our protocols is higher than alternative pro­

tocols [78, I 06, 117] which require the tag to perform only one hash function. The additional 

hash functions allows our protocols to be serverless and yet avoid exposing the tag secret to the 

reader. Considering communication cost, the first authentication protocol requires transferring 

2 ·In!+ hi+ b + 2 ·lk +ansi bit'>. Assuming that both reader and tag ids have the same length, 

authentication protocol 2 requires 2 ·In I + 2 ·lidj I + m bits. The communication cost for search 

protocols is higher since the reader's query contains of the tag id he is looking for. Again assum­

ing both tag and reader ids have the same length. search improvement 1 transfers 3 ·lid I+ 2 ·In I 

bits. Improvements 2 and 3 transfers 2 ·lid I+ m + 2 ·In I bits and 3 ·lid I+ 2 ·In I bits respectively. 

In terms of efficiency, the reader R; has to perform IL;I hashes and search IL;I entries for each 

new query under authentication protocol 1, where ILd is the size of the access list. For authen­

tication protocol 2, the reader needs to perform IL;I hashes once to derive h(f(r;,t.)). For each 

new query, the reader only performs the hash for replies that match the first m bits of h(f(r;,t.)), 

resulting on average hashing and searching 1{,;,1 entries. The reader's performance for search pro­

tocols is very efficient since the reader only needs to check the access list for the entry it is looking 

for. 

2.6 Conclusion 

In this chapter, we present authentication and search protocols for RFID tags. Our authentica­

tion protocols provide both tag-to-reader and reader-to-tag authentication and are resistant against 

common RFID attacks. A major departure from the previous research is that our schemes do not 
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require a persistent connection to a central database. We also introduce a new problem of perform­

ing secure search for RFID tags. We examine the difficulties in designing a secure search protocol, 

and provide several solutions. Finally, we also consider the implicit advantages of having a central 

database and suggest solutions for overcoming them. 



Chapter 3 

Monitoring for Missing RFID Tags 

This chapter considers local data extraction from multiple RFID tags. The popularity of RFID tags 

will inevitably lead to situations where there are too many tags to efficiently process individually. 

Here we consider applications where there is no need to collect the entire tag ID to obtain the 

necessary information. This chapter presents our techniques to quickly extract useful information 

from a large set of tags. 

Retail outlets lose an estimated 30 billion dollars a year to shrinkage, of which 70% are due 

to administration error, vendor fraud and employee theft [51]. Inexpensive RFID technology can 

alleviate this problem by providing a low cost and efficient means of performing inventory control. 

A retailer could first attach an RFID tag to each item to be monitored. Each tag contains a unique 

ID which is recorded and stored on a secure server. The retailer then deploys an RFID reader to 

periodically collect all the IDs from the tags and match them against the IDs stored on server. This 

way, the retailer can be immediately notified of any errors. We term this simple approach collect 

all. 

However, collect all suffers from three drawbacks. First, collecting tag IDs is time consuming 

when there are a lot of tags due to presence of collisions. A reader collects IDs by first broadcasting 

37 
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the number of available time slots. Each tag will independently pick a time slot to reply. When 

multiple tags pick the same slot, a collision occurs and the reader obtains no information and 

must repeat the process again. When the set of tags is large, the number of collisions will rise, 

increasing the data collection time. 

Second, routine monitoring usually does not require every ID to be accounted for. Consider an 

RFID tag attached to every product in a grocery store, and the store contains hundreds of thousands 

of items. In this setting, it is impractical to notify the retailer each time there is a single RFID tag 

missing. This is because a missing ID might indicate a scratched RFID tag, or simply that the 

RFID tag is physically blocked from receiving the query by another object. A more reasonable 

approach is to determine a threshold or tolerance for missing items, and alerting the retailer only 

when this threshold is breached. 

Third, collect all is vulnerable to dishonest RFID readers returning incorrect information to the 

server. This is a serious threat since an estimated 45% of thefts are committed by employees [51]. 

A dishonest employee can first collect all the tag IDs prior to the theft, and then replay the data 

back to the server later. 

In this chapter, we consider the problem of accurately and efficiently monitoring for missing 

RFID tags. We assume that the RFID reader interacts with the tags and passes the collected 

information to the server. The server has preprogrammed threshold, and will issue a warning 

if the number of missing tags exceed the threshold. We provide two protocols, a trusted reader 

protocol (TRP) and an untrusted reader protocol (UTRP). The UTRP defends against a dishonest 

reader from returning inaccurate data to the server. Our contributions in this chapter are as follows. 

• We propose a monitoring technique which does not require the reader to collect IDs from 

each RFID tag, but is still able to accurately monitor for missing tags. 
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• Our monitoring technique provides privacy protection by neither broadcasting tag IDs in 

public, nor revealing IDs to the RFID reader. 

• We present a lightweight solution to the dishonest reader problem that does not require 

expensive tag hardware such as an accurate on-chip timer or cryptographic MAC functions 

which are unavailable on passive RFID tags. 

• Our technique is more flexible than prior research in that we can accommodate different 

size groups of tags. 

3.1 Related Work 

In an RFID system, a collision occurs when multiple tags try to transmit data to a reader at 

the same time. This results in the reader being unable to obtain any useful information. Prior 

work [21, 24, 68,77, 98, I 09] have focused on improving protocols to reduce collisions, and secure 

search techniques to isolate particular tags [ 1 03] one at a time. While these techniques improve 

monitoring performance, such solutions are ultimately bounded by the number of tags. Regard­

less of the protocol used, the RFID reader will still have to isolate each tag at least once to obtain 

data. Our approach does not require the reader to isolate every tag. 

Another approach is to use probabilistic techniques to determine some features of a large 

collection of RFID tags. These include methods to estimate the cardinality of a set of tags [63], 

and to determine popular categories of tags [97]. Our research differs from these work by including 

a security protocol that deals with dishonest RFID readers. 

The problem of a dishonest reader is similar to the "yoking proof" problem [54, 84, 87, 95]. 

A yoking proof allows an RFID reader to prove to a verifier that two RFID tags were scanned 
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simultaneously at the same location. The yoking proof only relies on a trusted server and not a 

trusted RFID reader. A dishonest reader cannot tamper with the result without being detected by 

the sever. Bolotnyy and Robins [17] improves on the idea by creating yoking proofs for multiple 

tags. However, their approach requires each tag to be contacted individually and in a specific order. 

These requirements are time consuming when there are many tags. Furthermore,their scheme 

requires each RFID tag to have an on-chip timer that is specific to the size of the group of tags. 

This makes their approach inflexible in accommodating different group sizes. 

3.2 Problem Formulation 

We assume that a server has a group of objects, and an RFID tag with a unique ID is attached to 

each object. We refer to this group of objects as a set of tags. A set of tags once created is assumed 

to remain static, meaning no tags are added to or removed from the set. 

We consider an RFID reader, R, and a set of n RFID tags, T*. We consider this set of tags to 

be "intact" if all the tags in the set are physically present together at the same time. There are 

two additional parameters in our problem, a tolerance of m missing tags and a confidence level 

a. A set is considered intact if there are m or less tags missing. The set is considered not intact 

where there are at least m + I missing tags. The confidence level a specifies the lower bound of 

the probability that a not intact set of tags is detected. Both m and a parameters are set according 

to the server's requirements. A higher tolerance (m) and lower confidence level (a) will result in 

faster performance with Jess accuracy. Table 3.1 summerizes the remaining notations. 

Anti-collision : In this chapter, we assume that RFID tags resolve collisions using a slotted 

ALOHA type scheme [63, 109]. The reader first broadcasts a frame size and a random number, 

(f, r), to all the tags. Each RFID tag uses the random number rand its ID to hash to a slot number 
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sn between [l,J] to return their ID, where 

sn = h(ID ffi r) mod f. 

Tags that successfully transmit their data are instructed to keep silent. Tags that pick the same slot 

to reply will be informed by the reader to retransmit in subsequent rounds where the reader will 

send a new (!, r). The reader repeats this process until all IDs are collected. 

Protocol goals : The goal of a server is to remotely, quickly, and accurately determine whether 

a set of tags is intact. The server first specifies a tolerance of m missing tags and a confidence level 

a, and instructs a reader to scan all the tags to collect a bitstring. The server then uses this result 

to determine whether there are any missing tags. Our protocols succeed if the server is able to 

determine a set of tags is not intact when more than m tags are missing with probability of at least 

a. In this chapter, we assume that an adversary will always steal m + 1 tags, since for any m, the 

hardest scenario for the server to detect is when there are just m + I tags missing. 

Adversary model : The goal of the adversary is to steal RFID tags. The adversary launches 

the attack by physically removing tags from the set. We do not consider more involved attacks such 

as "clone and replace". In such an attack, the adversary steals some tags, clones the stolen tags 

to make replicate tags, and replaces the replicate tags back into the set. Cloning creates replicate 

tags that are identical to the stolen tags. In this scenario, the server cannot detect any missing 

tags since the replicate tags are identical to the removed tags. This attack requires considerable 

technical expertise due to the cloning process, and is unlikely to be used against commodity items 

tracked by low cost tags. 

Our work considers two scenarios: an honest reader and a dishonest reader scenario. In the 

first scenario, the adversary simply attempts to steal some tags. Once the tags are stolen, the tags 
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are assumed to be out of the range of the reader. Therefore, when a reader issues a query, the 

stolen tags will not reply. 

In the second scenario, the adversary controls the RFID reader responsible for replying to the 

server. The terms "adversary" and "dishonest reader" are used interchangeably in this chapter. 

After stealing some RFID tags, the adversary is assumed to be able to communicate with the 

stolen tags. This can be thought of as the adversary having a collaborator also armed with an 

RFfD reader and the stolen tags. The adversary can communicate with the collaborator using a 

fast communication channel to obtain data about the stolen tags if needed. 

Table 3 1· Notations .. 
RIT. RFID reader I set of RFfD tags 

f/r frame size I random number 

njm # of tags in T.l# of tolerated missing tags 

a confidence level 

lz(.) hash function 

sn slot number between [I ,f] 

bs bitstring of length f 

c number of adversary communications 

ct counter built into RFID tag 

3.3 TRP: Trusted Reader Protocol 

In this section, we present our trusted reader protocol, TRP, where the RFID reader is assumed to 

be always honest. Given a set of RFID tags, TRP returns a bitstring to the server to check if the 

set of tags is intact. 
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3.3.1 Intuition and assumptions 

TRP modifies the slot picking behavior used in collect all so that instead of having a tag pick a 

slot and return its ID, we let the tag simply reply with a few random bits signifying the tag has 

chosen that slot. In other words, instead of the reader receiving 

{- · · I id 1 I o I id6 collision I 0 I···}, 

where 0 indicates no tag has picked that slot to reply, and collision denotes multiple tags trying 

to reply in the same slot, the reader will receive 

{···I random bits I 0 I random bits I collision I 0 I···}. 

This is more efficient since the tag ID is much longer than the random bits transmitted. From the 

reply, the reader can generate the bitstring 

bs = {- · · I 1 I o I 1 I I I o I · · · } . 

where 1 indicates at least one tag has picked that slot. 

TRP exploits the fact that a low cost RFID tag picks a reply slot in a deterministic fashion. 

Thus, given a particular random number rand frame size f, a tag will always pick the same slot to 

reply. Since the server knows all the IDs in a set, as well as the parameters (.f, r), the server will 

be able to determine the resulting bitstring for an intact set ahead of time. The intuition behind 

TRP is to let the server pick a (.f,r) for the reader to broadcast to the set of tags. The server 

then compares the bitstring returned by the reader with the bitstring generated from the server's 

records. A match will indicate that the set is intact. 
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3.3.2 TRP algorithm 

The reader uses a different (.f, r) pair each time he wants to check the intactness ofT •. The server 

can either communicate a new (.f, r) each time the reader executes TRP, or the server can issue a 

list of different (.f, r) pairs to the reader ahead of time. 

Alg. 1 shows the overall interaction between the reader and tags. Each tag in the set executes 

Alg. 2 independently. The reader executes Alg. 3 to generate the bitstring bs and return it to the 

server. Notice that unlike the collect all method which requires several rounds to collect the tag 

information, our TRP algorithm only requires a single round. Furthermore, in Alg. 2 Line 5 the 

tag does not need to return the tag ID to the reader, but a much shorter random number to inform 

the reader of its presence. This shortens the transmission time since less bits are transmitted. 

Algorithm 1 Interaction between tags and R 
I: Reader broadcasts (.f, r) to all tags T* 

2: Each tag T; executes Alg. 2 

3: Reader executes Alg. 3 

4: Reader returns bs to server 

Algorithm 2 Executed by Tag T; 
1: Receive (f,r) from R 

2: Detern1ine slot number sn = h( id; EB r) mod f 

3: while R broadcasts slot number do 

4: if broadcast matches sn then 

5: Return random number toR 

6: end if 

7: end while 
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Algorithm 3 Executed by Reader R 

I: Create bitstring bs of length f, initialize all entries to 0 

2: for slot number sn = 1 to f do 

3: Broadcast sn and listen for reply 

4: if receive reply then 

5: Set bs[sn] to 1 

6: end if 

7: end for 

3.3.3 Analysis 

We present the analysis of how to choose a frame size f subject to a tolerance level m and confi-

dence level a. As mentioned earlier, we define a tolerance of m missing tags, where a set of tags 

can be considered intact when there are at most m missing tags from the set. The set is considered 

not intact when at least m + 1 tags are missing. Since an appropriate value of m is application 

specific, we assume that m is a given parameter. 

To quantify accuracy, we introduce a confidence parameter a. The parameter a describes the 

requirement of the probability of detecting at an set that is not intact. An appropriate value of 

a is also defined by the application. A server requiring strict monitoring can assign m = 0 and 

a= 0.99 for high accuracy. 

Our problem can be defined as given n,m and a, we want to pick the smallest f for Alg. 

such that we can detect with more than a probability when there are more than m out of n tags are 

missing. We use g(n,x,f) to denote the probability of detecting the set is not intact with frame 

size f when exactly x tags are missing. Since the scanning time is proportional to the frame size 

f, our problem is formulated as to 
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minimize/ 

s.t. 1::/x > m,g(n,x,J) >ex. (3.1) 

Theorem 3.1 Given n,x and f, 

where p = e-

Proof: Let No represent the number of empty slots in the frame generated by the currently present 

n- x tags. A missing tag will be detected if it selects one of these No slots to respond, which has 

a probability of 'J. The probability that we can not detect any of x missing tags is ( 1 - 7 Y. For 

each slot, the probability of being one of the No empty slot is p = ( 1 - ] )',__' = e- 'T. Thus, No is 

a random variable following a binomial distribution. ForiE [O,J], 

Therefore, 

g(n,x,J) 
f . 

1 - E Pr( No = i) · ( 1 - !... Y 
icc'O f 

I-t ( .( ) p;(L- p)l--i. (1- !_ )'. 
i=O 1 f 

• 
Lemma 3.1 Given nand f, ifx1 > x2, then g(n,x1 ,J) > g(n,x2,J). 
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Proof: It is obvious that more missing tags tend to yield higher probability of being detected. • 

Theorem 3.2 If we set g( n, m + 1, f) > a, the accuracy constraint ( 3.1) is satisfied. 

Proof: According to Lemma 3.1, Vx > m, g(n,x,J) :2: g(n,m+ 1,/). Therefore, missing exactly 

m + 1 tags is the worst case for our detection. Thus, any value off satisfying g( n, m + 1, f) > a 

can guarantee the accuracy requirement. • 
Considering the objective, the optimal value off is 

f = min{xlg(n,m + l,x) >a}. (3.2) 

3.4 UTRP: UnTrusted Reader Protocol 

In this section, we discuss UTRP, our protocol to defend against an untrusted reader. UTRP 

prevents a dishonest reader from generating a bs that can satisfy the server without having an 

intact set. For sake of brevity, the terms "dishonest reader" and "reader" are used interchangeable 

for the remainder of this section. An honest reader will be explicitely specified. 

3.4.1 Vulnerabilities 

In the introduction, we mentioned that a dishonest reader can replay a previously collected bit­

string bs back to the server. This attack can be easily defeated by letting the server issue a new 

(!, r) each time the reader scans the set of tags. This renders previously collected bitstrings invalid. 

However, simply issuing a new (f,r) cannot defend against a dishonest reader and a collaborator. 

The dishonest reader first steals a subset of tags from the original set of tags, and gives the 

stolen tags to his collaborator. We denote the remaining set of tags as s, and the stolen tags as 

s2. The collaborator is also equipped with an RFID reader. The dishonest reader is denoted as R1 
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and the collaborator's reader is denoted as R2. When the server issues a new (f, r), the dishonest 

reader will scan the remaining set of tags s,, and instruct his collaborator to scan the stolen tags s2 

and return the collected information. The dishonest reader will then combine the information to 

return a bitstring to the server. Fig. 3.1 illustrates the attack. 
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'-,,_ ... · ---' 
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/! \ /~\ 
,-------.--, / . ~ 
\,.... ,.' 
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, ..... \ ',_,. ~/ 
Dishonest readers 

Figure 3.1: Vulnerability ofTRP 

The reader succeeds if he is able to generate a proof bs from s 1 and s2 located in two separate 

locations, such that bs is the same as bs. The reader assigns himself as R1 to read s1 and his 

collaborator as R2 to read s2. We assume that R1 and Rz both know (f, r). Alg. 4 presents the 

algorithm of the attack. We see that so long as the both readers R1and R2 have a high speed 

communication, they behave just like a single reader. 

Algorithm 4 Attack algorithm against TRP 
1: Both R 1 and R2 execute Alg. 1 on s1 and sz, and obtains bs81 and bs82 respectively. 

2: Rz forwards bss2 to R1. 

3: R 1 executes (bss 1 V bss2 ) to obtain bs, where bs = bs 

4: R1 returns bs to the server. 

One possible defense against the attack is to require a reader to complete Alg. 1 within some 

specified time limit t. However, selecting an appropriate value oft is difficult since t has to be 

long enough for an honest reader to complete a bs for the server, yet short enough such that R, 



49 

and Rz cannot collaborate by passing data to each other. For instance, in Alg. 4, R1 and Rz can 

derive a correct bs by just having one transmission. Assuming that R 1 and Rz communicates via 

a high speed channel, estimating a time limit t that is shorter than the time needed for a single 

transmission is difficult. 

3.4.2 Intuition and assumptions 

The intuition behind our solution is to force collaborating readers to communicate multiple times 

such that the latency is large enough to be accurately estimated by the server. UTRP accomplishes 

this by introducing two additional components, a re-seeding process, and a counter. 

Each time a reader encounters a time slot that is chosen by at least one RFID tag, UTRP 

requires the reader to re-seed by sending a new (!, r) to all tags that have yet to reply. The new 

f is equal to the number of slots left from the previous f. For example, initially we have f = 10 

and the first slot has a tag reply. The new f value will thus be 9. The new random number r 

is determined by the server. The re-seeding will result in a bs different from the prior one. We 

illustrate an example in Fig. 3.2. We let the tag Tl to be the first tag to reply. The reader will send 

a new (.f, r) to remaining tags to pick a new slot. Tag T2 picks a different slot after re-seeding, 

creating a different bs. Collaborating readers wanting to obtain bs = bs have to re-seed each time 

either reader receives a reply. Since no reader can determine in advance which slot will receive 

a reply, collaborating readers must check with each other after either reader obtains a reply in a 

single slot. 

However, re-seeding does not prevent readers from running the algorithm multiple times to 

gain some information. Each reader can first read every slot in fran1e size f to determine which 

slot has a reply. The readers then exchange this information and scan all the tags again to arrive at 
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First reply 
Remaining tags re-seed 

IE ~I 
Tl I T2 

Original bs New bs after re-seeding 

Figure 3.2: Re-seeding after first reply 

the correct bitstring. For example in Fig. 3.3, R1 and Rz first scan all their tags to determine that a 

re-seed is necessary in slot 2. Both readers can then repeat the process by re-seeding tags starting 

from slot 2 to complete the bs. A mechanism to prevent a reader from going backwards is needed. 

Slot 
Number 

First reply 

+ 

Re-seed 
backwards _ _ _ _ + 

, ' 
' ' ' ', 

I · I o 0 

2 3 4 2 3 4 

Reader 1 Reader 2 

Figure 3.3: Re-seeding just from slot 2 

We adopt an assumption made in several earlier research [ 17, 54, 84, 87, 95] that each RFID 

tag has a counter ct, and the counter will automatically increment each time the tag receives a new 

(!, r) pair. A reader that attempts to move backwards to re-seed the tags will have an incorrect 

counter value. An RFID tag now picks a slot as 

sn = h(ID EB rEB ct) mod f. 

Recall that the server knows the ID, and provides the frame size f and random numbers r. The 

server also knows the value of each tag's counter ct since ct only increments when queried by the 
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reader. Thus, the server can still determine the correct bs for verification. 

Algorithm 5 Interaction between server and R 

I: Server generates (!, r1, · · · , rf), sends toR, and starts the timer 

2: R broadcasts (!, r 1) to all the tags T. 

3: T. executes Alg. 7 

4: R executes AI g. 6 

5: if R returns correct bs to server before timer expires then 

6: Server verifies R's proof 

7: end if 

3.4.3 UTRP algorithms 

We let the server issue a frame size together with f random numbers, (!, r1, · · · , r f), to a reader. 

The reader is supposed to use each random number only once in the given order. For example, let 

f = 15 and r1 = 5,rz = 9. Reader R will first send out (15,5). Assuming that some tag replies in 

the first slot, R is supposed to re-seed by broadcasting ( 14, 9) so that each remaining tag can pick 

a new slot. A reader that does not follow this rule will not yield the right answer to the server. 

Alg. 5 illustrates the overall protocol, and Alg. 6 and Alg. 7 show the reader and tag behavior 

respectively. Collaborating readers will have to communicate with each other after Alg. 6 Line 5 

to determine whether to re-seed. If either collaborating reader receives a reply, both readers must 

re-seed. A reader cannot predict in advance whether any tag will reply in the next slot since a tag 

picks a slot number sn using the random number r, and the list of random numbers is determined 

by the server. 

The reader also cannot attempt to execute Alg. 6 multiple times to determine which slots will 
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Algorithm 6 UTRP algorithm for reader R 

1: Create a bitstring bs of length f, initialize all entries to 0. 

2: Setf' = f 

3: for slot number sn = 1 to f do 

4: Broadcast sn- f + f' and listen for reply 

5: if receive reply then 

6: Set bs[sn] to I, and f' = f- sn 

7: Broadcast (f',r) where r is the next random number in the sequence 

8: end if 

9: end for 

10: Return bs to server 

have a reply since the counter value will change. In Alg. 7 Line 1, the tag will automatically 

increment the counter each time it receives a new (f, r). Since a tag in UTRP picks a new slot 

using I D ffi r ffi ct, a different ct will cause the final bs to be different. Since an RFID tag can only 

communicate with a single reader at a time, the counter in Alg. 7 will not be incremented by any 

other readers. 

3.4.4 Analysis 

The analysis for UTRP is similar to the TRP analysis presented earlier. The difference is that in 

TRP, the information contained in the missing tags is gone. In UTRP, we consider the dishonest R 

removes more than m missing tags, but yet is able to obtain some information from the removed 

tags. Compared with TRP, when the same number of tags are missing, the dishonest reader has 

higher probability to pass the verification since the dishonest reader has more information than 
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Algorithm 7 UTRP algorithm for tag T; 
1: Receive (/, r) from R. Increment ct = ct + I. 

2: Determine slot number sn = h( id; EB rEB ct) mod .f 

3: while R is broadcasting do 

4: if R broadcasts slot number and slot number matches sn then 

5: Return random number to R, keep silent 

6: else if R broadcasts a new frame size and random number(/, r) then 

7: Receive (/, r) from R. Increment ct = ct + 1 

8: Determine new slot number sn = h(id; EB rEB ct) mod .f 

9: end if 

10: end while 

that in TRP. 

UTRP requires the reader to return bs before timer t expires. The intuition here is to limit the 

communication between dishonest readers, thus increase the probability of detecting the missing 

tags. The communication time increases with the number of readers an adversary controls, making 

it easier for an adversary to be detected. In our analysis, we consider the best case for an adversary 

to escape detection by having the adversary only control two readers. 

For a given frame size and random number, the scanning time for a honest reader to finish 

the protocol may vary. The server sets the timer to an empirical value, which is conservative so 

that a honest reader can definitely respond before the due time. We assume that the server can 

estimate the minimum and maximum scanning time of a honest reader, indicated as STmin and 

STmax respectively. The server thus sets t = STmax· 

Since a reader cannot predict in advance in which slot there will be a reply, UTRP forces the 
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dishonest readers to wait for a message from other readers every time it encounters an empty slot. 

If a dishonest reader receives a reply in the current slot, it can continue re-seeding and scanning 

the following slots without waiting for the results from other readers. We let lcmnm be the average 

communication overhead between two dishonest readers. Given t, we claim that the dishonest 

readers can communicate in at most c = t-STm;n slots. 
fcomm 

Let us consider the whole set of n tags is divided into two sets s1 and s2• Without loss of 

generality, let ls11 :::: ls21 > m. Assume there are two dishonest readers R1 and R2 scanning s1 and 

s2 respectively. Each time R1 encounters an empty slot (a slot where no tag replies), R1 will have 

to pause to check with R2. If R2 receives a reply in that particular slot, both R1 and R2 will have to 

re-seed. Otherwise R1 can continue broadcasting the remaining slots. Since the dishonest readers 

cannot communicate after every slot within t, the best strategy for the dishonest readers to pass 

our verification is as follows: (I) R 1 waits for the messages from R2 in the first c empty slots it has 

encountered; (2) R1 finishes scanning the following slots (with sJ) and sends the bitstring to the 

server. 

With this strategy, the first part (with communication) of the bitstring is correct, but the re-

maining part may be suspicious. The following analysis tries to derive an appropriate value for f, 

such that the server can catch the difference in this scenario with high probability (> a). 

Similar to the TRP analysis, the worst case occurs when the number of missing tags is just 

beyond the tolerant range, i.e., lszl = m +I. Intuitively, while the number of missing tags is 

smaller, we need longer frame size to guarantee the same accuracy requirement. In the following, 

we will discuss how to set parameter in this worst case to satisfy the accuracy requirement. The 

optimal frame size for the worst case is thus the optimal for all cases. 

Theorem 3.3 Assume after c' slots, the dishonest read Rt will have encountered c number of 



empty slots. The expected value of c' is "~m-l. 
e-~.~-

55 

Is I 
Proof: For each slot, the probability that no tags respond is p = (I -]) ls 11 = e-9. After c' slots, 

the expected number of empty slots is p · c'. By resolving p · c' = c, we have c' = n':'m-l • • 
e--1-

Theorem 3.4 Let x be the number of the tags in sz, which respond after the first c' slots. Given 

i E [O,m+ 1), 

Proof: Since each tag randomly picks a slot in the frame, it has I - ~ probability to respond after 

the first c slots. Thus, x follows a binomial distribution as x "' B( 1 - ~, lszi). Thus, we have 

• 
With similar proof, we have the following theorem. 

Theorem 3.5 Let y be the number of the tags in s1, which respond after the first c' slots. Given 

iE [O,n-m-1), 

On one hand, in s2, the tags replying after the first c' slots are 'real' missing tags in this 

problem. On the other hand, among the tags in s 1, only those responding after the first c' slots are 

considered useful in detecting the missing tags. For a given frame size f, f- c' is the effective 

frame size for distinguishing the bitstring with missing tags. Thus, the server has g(x+y,x,j- c') 

probability to detect the difference. Considering all possible values of x andy, a frame size f can 

satisfy the accuracy requirement, if 

m+ln-m-1 

[. [. Pr(x=i)·Pr(y=j)·g(i+j,i,J-c')>a. 
i=O j=O 

(3.3) 
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Therefore, the optimal frame size is the minimal value satisfying the above condition. 

3.5 Evaluation 

In this chapter, we use simulations to evaluate the efficiency and accuracy of TRP and UTRP. We 

measure efficiency by the frame size f. A smaller f has fewer slots, which translates into faster 

performance. We assume the duration of each slot is equally long. We measure accuracy by first 

setting values of m and a to derive a f satisfying Eq. (3.2) for TRP and Eq. (3.3) for UTRP. We 

then execute our simulation to test if our protocols can determine "missing" when there are m + 1 

tags randomly removed from the set. We average the results over 1000 trials. 

We perform simulations varying n from I 00 to 2000 tags at 100 tag increments. The tolerance 

level is set to tolerate m = 5, 10, 20 and 30 missing tags. Finally, we uniformly set our confidence 

a =0.95. 

Fig. 3.4 compares the efficiency between the collect all method against our TRP algorithm. 

Lee et. a!. [68] determined that the optimal frame size is equal to the number of unidentified tags 

in a set. Based on this, we simulate collect all by setting f = n in the first round, and f equal to 

the remaining tags that have yet to transmit. The final number of slots for collect all method is 

the sum of all the .fs used in each round. To accommodate the tolerance m, we consider collect 

all algorithm to be completed once n- m tags are collected. From Fig. 3.4, we observe that the 

scanning time in both collect all and TRP increases linearly as the number of tags increases. TRP 

uses fewer slots, especially when the set size is large. Note that the actual performance of collect 

all will be worse since the tag needs to return its ID rather than a shorter random number in TRP, 

resulting in a longer duration of each slot. 

Fig. 3.5 shows the accuracy of TRP when using the frame size f shown in Fig. 3.4. With a 
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tolerance of m, the most difficult situation for TRP to detect missing tags is when there are just 

m + 1 missing tags. The horizontal dashed line in Fig. 3.5 denotes the confidence level a. Each 

bar represents probability TRP detects m + 1 missing tags from a set. Bars over the horizontal line 

denotes TRP has successful detected m + 1 missing tags with probability greater than a. As we 

can see TRP detects the missing tags over probability a. 

In evaluating UTRP, we assume that a dishonest reader splits the set into two, and can com-

municate for c = 20 slots before executing Alg. 5 on the remaining tags in his set. To determine 

the efficiency of UTRP, we compare the size off used in UTRP against TRP, and Fig. 3.6 shows 

the results. We observe that the overhead of UTRP over TRP is small. Note that for UTRP, we 

have added a very small number of slots (between 5 10 slots) to the the optimal frame size given 



Adversary steals m+ 1 =6 tags 
0.97,---~--~--~--...--, 

>. 
~ 
:.0 

Cl:l 0.96 
.D 
0 

0.. 0.95 
c 
0 ·u 
Q) 0.94 
Q) 
0 

0.930 500 1 000 1500 2000 
Number of RFID tags 

Adversary steals m+ 1 =21 tags 
0.97,---~--~--~-~-, 

~ 
:g 0.96 
.D 
e 
a. 0.95 
c 
0 

-~ 0.94 -Q) 

0 
0

·
93o 500 1000 1500 2000 

Number of RFID tags 

Adversary steals m+ 1 =11 tags 
0.97,---~--~--~---, 

~ 
:.0 
Cl:l 0.96 
.D 
0 

0..0.95 
c 
0 

~ 0.94 
Q) 
0 

0.930 500 1 000 1500 2000 
Number of RFID tags 

Adversary steals m+ 1 =31 tags 
0.97.---~--~--~-~..., 

~ 
:.0 
Cl:l 0.96 
.D e 
a.0.95 
c 
0 

-~ 0.94 
Q) 
0 

0
·
93o 500 1000 1500 2000 

Number of RFID tags 

Figure 3.5: Accuracy ofTRP with a= 0.95 

58 

in Eq. (3). This is because the derivation of c' in Theorem 3 relies on the expected value, which 

introduces a slight inaccuracy. Note that Fig. 3.6 does not imply that the performance of UTRP 

is comparable to TRP since we do not take into account the time needed for R to broadcast a new 

(!, r) pair to remaining RFID tags in UTRP. Finally, the accuracy of UTRP is shown in Fig. 3.7. 

UTRP also accurately detects missing tags with probability larger than the confidence level a. 

3.6 Conclusion 

In this chapter, we consider the problem of monitoring for missing RFID tags. We provide proto-

cols for both an honest and dishonest RFID reader. Our approach differs from prior work in that 

our techniques do not require the reader to collect the ID from every tag. 
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Chapter 4 

Microsearch : A Search Engines for 

Small Devices 

This chapter considers local data extraction for a different type of small device, the sensor. A sen­

sor can store large amounts of information which, given its limited memory and power resources, 

makes secure and efficient data extraction challenging. This chapter presents Microsearch, our 

secure search system that modifies information retrieval algorithms to fit within the resource lim­

itations of a sensor. 

Pervasive computing allows users to interact with their physical environment just as they 

would a laptop. A tourist can just as easily interact directly with a signpost for directions as 

he would a navigate a website. Attendants in a conference can obtain minutes of the previous 

meeting by querying the conference desk instead of obtaining the data from the group wiki. Such 

applications all rely on small devices embedded into everyday objects and environment. 

In this chapter, we describe Microsearch, a search system designed for small embedded de­

vices. We use the following example to illustrate how Microsearch can be used. Consider a 

61 
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collection of document binders. Each binder is embedded with a small device running Mi­

crosearch. Each device contains some information about the documents found in that binder. 

When a user wishes to find some documents, he can query a binder using some terms, i.e. 

"acme,coyote,refund", and Microsearch will return a ranked list of documents that might satisfy 

his query. Also included in the reply is a short abstract of each document to help him make his 

decision. Later, the user decides to add some notes to a document. Through input devices such as 

a digital pen [72] or PDA, the user can store notes into each binder. Microsearch will index the 

user input for future retrieval. 

Microsearch is designed to run on resource constrained small devices capable of being embed­

ded into everyday objects. An example of a small device is manufactured by Intel [53] which has 

a 12MHz CPU, 64KB of RAM, 512KB of flash memory, and wireless capabilities, all packaged 

in a 3x3 em circuit board. Larger storage capacity can also be engineered to store more data. In 

this chapter, we use the tern1s "mote" and "small device" interchangeably. 

Similar to desktop search engines like Google Desktop [47], Spotlight [5] or Beagle [13], Mi-

crosearch indexes information stored within a mote, and returns a ranked list of possible answers 

in response to a user's query. We envision that Microsearch can be an important component in 

physical world search engines like Snoogle [ll5] or MAX [121]. 

Earlier pervasive systems [2, 27, 28, 91, 101] typically embed simple RF devices like RFID 

tags onto physical objects. Each tag contains a unique ID identifying that particular object. Data 

about physical objects are stored remotely on large servers, and are indexed by their respective 

IDs. To send or receive information regarding a physical object, a user first obtains the ID from 

the object, and then contacts the remote server with the ID. This design paradigm embeds very 

simple devices into physical objects, and relies on powerful servers for computation. 
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(a) Data on server (b) Data on object 

Figure 4.1: (a) Utilizing backend server. (b) No backend server 

As embedded devices become more powerful, a different design paradigm which does not 

utilize a backend server can be used. Instead of embedding a simple RF beacon into an object, a 

more powerful device is embedded. Information previously kept on a server will now be stored 

directly on this device. User queries will also be resolved by the object itself. Fig. 4.1 illustrates 

the two approaches. 

There are several advantages in using a more powerful device to store and retrieve data, rather 

than relying on a server. 

• Data accessibility. Storing the data on a more powerful embedded device instead of a remote 

server allows the user to obtain data directly from the object using protocols like Bluetooth. 

In areas without long range wireless networks, a simple RF device will only give the user 

an ID and no other useful information. 

• Simple deployment. An object embedded with a powerful device can be used without addi­

tional configuration, whereas a simple RF device still needs to be configured with a remote 

server before it can be deployed. 
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• Intuitive ownership transfer. Storing data directly on the device allows the use of more 

intuitive security protections for ownership transfer. When user A hands over the physical 

object to user B, user A no longer can access the stored data since he no longer has access 

to the object itself. When using a simple RF device, when user A hands over the physical 

object to user B, the associated data still resides on user A's servers, allowing user A access 

even though he no longer posses the physical object. 

Despite the advantages, there are two main drawbacks for using a more powerful device. 

The first is cost. Simple RF devices like RFID tags are inexpensive, each tag costing several 

cents, compared to tens of dollars for a more powerful device. Since RF devices are so much 

cheaper, several of such devices can be attached to the same object to improve reliability against 

damaged tag. The relative higher cost rules out deploying multiple more powerful devices on 

the same object The second drawback is maintenance. The more powerful device will require 

periodic maintenance such as replacing the batteries, whereas a simple RFID tag once attached 

are essentially maintenance free. 

Given the strengths and weaknesses, no approach is suitable for all applications. Pervasive 

applications involving multiple owners and objects operating mostly in an outdoor environment 

are likely to benefit from using a more powerl"ul device over a weaker RF device. The simple own­

ership transfer property makes it easier to manage data when the object has to move between dif­

ferent owners. Also, the lack of wireless connectivity makes communication with remote servers 

unreliable. Examples of such applications include tracking packing crates which may want to 

record contents and notes as the crate moves from one location to another. By storing the data 

directly on the crate, the data is available only to the new owners holding the crate. 

The challenge of designing Microsearch lies in engineering a complete solution that can run 
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efficiently on a resource constrained platform. Desktop search systems typically require large 

amounts of RAM to perform indexing. Similarly, query resolution algorithms usually store in­

termediate results in memory while resolving a query. With just kilobytes of RAM to spare, it is 

impossible to port existing solutions directly onto motes. In addition, mote hardware uses flash 

memory for persistent storage. While conventional flash file systems [32, 119] have been designed, 

they require more memory than is available on a mote. This necessitates a different system design. 

We make the following contributions in this chapter. 

• We provide a system architecture that effectively utilizes limited memory resources to store 

and index different inputs. 

• Our architecture incorporates information retrieval (IR) techniques to determine relevant 

answers to user queries. 

• Since conventional IR techniques are designed for more powerful systems in mind, we intro­

duce a space saving algorithm to perform IR calculations with limited amounts of memory. 

Our algorithm can return the top-k relevant answers in response to a user query. 

• A theoretical model of Microsearch is presented to better understand how to choose different 

system parameters. 

4.1 Related Work 

Desktop search engines are a mainstream feature found in most modem operating systems. In 

general, these search engines collect metadata from every file, and store the metadata into an 

inverted index, a typical data structure used to support keyword search [36]. Information retrieval 
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algorithms [37,40,41,61] are then used to determine the best answer to a query. Our work draws 

from the basic principals of IR to rank query results. 

A counterpart to Microsearch is PicoDBMS [88], a scaled down database for a smart card. 

PicoDBMS allows data stored inside the smart card to be queried using SQL-like semantics. The 

main design difference between our work and PicoDBMS is that PicoDBMS uses a database 

design. Their approach works well in a specific domain like storing health care infom1ation, which 

can enforce structured inputs with specified attribute terms, and assume well trained personal. 

Microsearch on the other hand uses a search engine design which allows for unstructured inputs 

without enforcing pre-specified attributes, and a natural language query interface. The relationship 

between the two can thus be summed up as the differences between a search engine and a database. 

We proposed an embedded search system in [115] which allows one to search the physical 

environment, but focused on integrating a hierarchy of sensors that can cover a large area rather 

than on how an individual embedded device manages data. Our later work [104] considered the 

problem of building an information management system on a single sensor. However, [104] does 

not provide any security solution to protect the data. Furthermore, in this chapter, we improved on 

the theoretical model found in [1 04], and evaluated its accuracy. 

Low level flash storage systems on the sensor platform have only recently gained interest 

among researchers. Earlier sensor storage research treated the low level storage as a simple circular 

log structure. Efficient Log-Structured File System (ELF) [33] was the first paper that introduced 

a file system especially tailored for sensors, providing common file system primitives like append, 

delete and rename. Another file system is Transactional Flash File System (TFFS) [43] which 

deals with NOR flash. Both research are different from ours in that they provide a sensor file 

system and not a sensor search system. A search system emphasizes good indexing and query 



67 

response time while a file system does not. 

Closer to our work is MicroHash [122] which focuses on efficient indexing of numeric data 

using the sensor flash storage. It creates an index for every type of data monitored by the sensor, 

for example, temperature or humidity. Since the data indexed by MicroHash is generated by the 

sensor itself, the index size can be predetermined from the sensor hardware specifications. For 

example, if the sensor hardware supports temperature monitoring between 10 and 50 degrees at 

I degree granularity, the index with 40 entries can hold all possible data generated. An adaptive 

algorithm is applied to repartition the index to improve performance. Our research differs from 

Micro Hash in two main ways. First, we allow indexing of arbitrary type of terms, not just numeric 

ones, and second, we adopt information retrieval algorithms to reply to queries. 

Systems like Journaling Flash File System [119], Yet Another Flash File System [32] are de­

signed primarily for larger devices, making them unsuitable for the sensor platform. We refer 

to [42] for more details. One interesting exception is Capsule [75], which provides object prim­

itives like a stack or index for other sensor applications. These object primitives are designed to 

work on sensor platform. Unfortunately Capsule's index primitives require the indexable data set 

to be known before hand, making it unsuitable for indexing the generic metadata. There is also no 

retrieval algorithm for ranking query results. 

File system search is a mainstream feature in most modem operating systems. Since most 

desktop search systems are commercial offerings, detailed system design is unavailable. However, 

most search systems share some common functionalities. Metadata for every file is collected and 

stored in an index. This index data structure in its simplest form resembles an inverted table [40], 

where given a term, it returns the location of the file containing that term. Information retrieval 

algorithms [37,40,41,61] are used to determine the best answer to a query. 
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4.2 System Architecture 

We begin with describing the inputs to Microsearch. We assume that a user uploads information 

to Microsearch via a wireless connection through a suitable interface like a PDA. Microsearch 

requires every user input to consist of two segments, a payload, and a metadata. The payload is 

the actual information the user wishes other people to download. The metadata is a description of 

the payload data, and is used to determine whether a payload is relevant to a user's query. Both 

the payload and metadata are user generated. 

The metadata is essentially a list of terms describing the corresponding payload. Microsearch 

requires each term, known as a metadata term, to be accompanied by a numeric value, known 

as a metadata value, indicating how important that term is in describing the payload. A meta­

data using n metadata terms to describe a payload can be represented as { (term 1, value1 ), • • • , 

(termn, value11 ) }. For a text based payload, the simplest method to determine the metadata value 

for a term is to count the number of times that term appears in the payload. Metadata values for 

non-text based payloads can be defined by the user. 

4.2.1 Microsearch Design 

Microsearch maintains two data structures in RAM: a buffer cache, and an inverted index. The 

buffer cache is used to temporarily store and organize data before writing to flash to improve 

overall performance. The inverted index is used to track and retrieve the stored data. In general, 

when receiving an input file, Microsearch stores the payload into flash memory, and the metadata 

into the buffer cache. This continues as more inputs are sent to Microsearch until the buffer cache 

is full. Selected metadata entries are then organized and flushed to flash memory to free up space 

in the buffer cache, and the inverted index is updated. 
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Receiving an input: Upon receiving an input file, Microsearch first stores the metadata into 

RAM, and then writes the payload directly to flash memory. The starting address of the payload 

in flash is returned and added to each metadata entry for that payload. With this payload address, 

Microsearch can recover the entire payload if needed. Each metadata entry in the buffer space now 

becomes a tuple, (term, value, address), consisting of a metadata term , a metadata value, and a 

payload address. For example, consider Microsearch writing a payload to flash memory location 

addr3. All metadata associated with this payload becomes, 

{(term,,3,addr3), ···, (termn,2,addr3)}. 

As mentioned earlier, flash memory is used as permanent storage for user inputs. Microsearch 

writes data to flash memory using a log structure style write which treats the entire flash memory 

as a circular log, always appending new data to the head of the log. A pointer indicating the next 

available location in flash memory is kept by Microsearch. Log-style writes have been found to 

be suitable for flash memory [42]. Since writes are performed on a page granularity, Microsearch 

will always attempt to buffer the data into at least a single page before writing to flash. 

Buffer cache organization: As more payloads are sent to the buffer cache, the buffer cache 

becomes a collection of metadata entries which describe the different input files stored in the 

mote. There is no longer the concept of a set of entries belonging to a particular payload. Instead, 

metadata entries which have the same metadata term are grouped together. For instance, two 

different input files may share some common metadata terms. Inside the buffer cache, the tuples 

with the same metadata terms are grouped together. For instance, two payloads stored in address 

addr3 and addrs may share the same term term,. Thus, inside the buffer cache, they will be 

grouped as { (term 1, 2,addr3), (term, ,5,addrg) }. 

Inverted index: An inverted index is commonly used in search engine systems to retrieve the 
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Figure 4.2: (a) 1) Flushes tuples from buffer cache, 2) Copies address, addr17, into inverted index. (b) 1) 
Copies previous metadata page address from inverted index. 2) Flushes tuples from buffer cache. 3) Copies 
new address, addr26, into inverted index. 

archived information. A conventional inverted index has every slot correspond to a different term. 

Each slot stores a pointer to a list of documents or web pages containing that term. By match-

ing a given query term with the inverted index, one can retrieve all the documents or webpages 

containing that term. 

Microsearch uses a modified inverted index which differs from a conventional design in two 

ways. First, Microsearch uses a hash function to map multiple metadata terms to a certain slot in 

the inverted index. This results in a smaller inverted index which uses less RAM but is slightly 

inaccurate. We discuss how Microsearch resolves this inaccuracy in the next section. Second, 

Microsearch has each slot in the inverted index store the flash address of a page in flash memory 

containing a group of metadata terms which hash to the same slot. This flash page is known as a 

metadata page. An inverted index slot which already has metadata terms hashed to it is considered 

initialized. 

Buffer eviction with uninitialized index slot: When the buffer cache reaches full capacity, 
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tuples will have to be evicted to free up space for new entries. Microsearch hashes the tuples and 

selects the largest group with the same hashed result, and looks up the corresponding slot on the 

inverted index. If no metadata term has been hashed to that slot before, that slot is considered 

uninitialized. Microsearch organizes the group of tuples in the order of their arrival into the buffer 

cache, and writes the metadata pages into flash memory. If the group of tuples spans multiple flash 

pages, each metadata page contains the flash memory address of the next page. The address of 

the last metadata page containing the tuples is returned to the inverted index. The inverted index 

stores this address into the uninitialized slot. The slot is now considered initialized. Fig. 4.2(a) 

illustrates this process. 

Buffer eviction with initialized index slot: In the event that an inverted index slot has already 

been initialized, Microsearch first reads the page indicated by the address found in the index. 

Microsearch tries to add all the new tuples to that page. If there is not enough space, a new 

metapage is created and the address from the index will be copied onto the first metadata page 

of tuples. The group of tuples are written to flash memory as before, and the address of the last 

metadata page is returned and stored in the inverted index. The inverted index thus will always 

have the address of the latest metadata page written into flash memory. Since each metadata page 

in flash memory contains the address location of the preceeding page, every metadata page can be 

retrieved by traversing the links. We consider this a chain of metadata pages. Fig. 4.2(b) illustrates 

this process. 

Data deletion: Deletion in flash memory occurs at a sector granularity. A sector consists 

of many pages. Each page is 256B and a section is typically 64KB. A delete pointer is kept by 

Microsearch to indicate which is the next sector to erase. Once the flash is reaching full capacity, 

Microsearch frees up storage space by deleting the sector indicated by the pointer. Both payload 
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pages and metadata pages in that sector are deleted. 

Deleting a sector may cause a metadata page to point to a payload page that has already been 

deleted. We can use the delete pointer to determine what address have already been deleted. 

Microsearch ignores these payloads when returning data to the user. Deleting a sector may also 

cause a metadata page to point to another metadata page which no longer exists. Microsearch uses 

the delete pointer to determine if a metadata page has been deleted, and considers the chain of 

metadata pages to have terminated. 

4.3 Secure Microsearch 

Security is not a part of conventional search engines, but is an important consideration for embed­

ded search engines. This is because while the servers used to run a conventional search engine can 

be kept in a secure location, small devices running Microsearch are deployed on physical objects 

that are easily misplaced or stolen. 

4.3.1 Threats 

As mentioned earlier, one advantage of storing data on the object instead of a server is simple 

ownership transfer. Once an object is handed off to a new owner, the previous owner automatically 

loses access to the stored data since he no longer has physical possession. However, this does not 

make Microsearch secure against an adversary that is in the vicinity of the user's object. 

1. Privacy attack: The adversary can query the user's object to obtain some private informa­

tion. 

2. Storage DoS attack: The adversary can repeatedly send fake information to the user's 

object to deplete the storage space. 
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3. Query spoofing attack: The adversary can use a malicious device to fool the user into 

querying the adversary's device instead of his own, and thus returning incorrect information 

to the user. 

4. Storage spoofing attack: The adversary tries to induce the user to store data onto the 

adversary's malicious device instead of his own. This effectively "deletes" the user's object 

since no data is ever stored. 

4.3.2 Straw Man Protocols 

Given the high cost of updating embedded device software once deployed, additional considera­

tion in the design phase will be useful. Here we consider several protocols which appear to provide 

adequate security but in actuality contain vulnerabilities. 

Blanket encryption: One apparent solution is for the user to first create a secret key, and 

encrypt all the data before sending it to his object running Microsearch. Since Microsearch's 

indexing does not distinguish between ciphertext and plain text, no additional modifications are 

necessary. Since the adversary does not know the user's secret key, querying Microsearch only 

yields ciphertext which do not reveal the user's private information. This defends against the 

privacy attack. Blanket encryption also defends against the query spoofing attack. When the 

user receives any reply, he will decrypt using his secret key. Without knowing the secret key, the 

adversary cannot generate the correct ciphertext to respond to the user's query. The adversary will 

be detected when the user cannot decrypt a response. 

However, blanket encryption does not defend against a storage DoS attack. The adversary can 

still store a lot of fake information for Microsearch to index, and thus deplete the storage space. 

The user is also vulnerable to the storage spoofing attack since he does not know whether his data 
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has been stored on his own device. 

Simple user only authentication: Another solution is for the user to first generate a public 

and private key pair, PK and SK. He then stores PK into his object running Microsearch. When 

the user wishes to store data or query Microsearch, he executes the following protocol, 

User----. Microsearch Request (4.1) 

User<--- Microsearch PK{n} (4.2) 

User SK{PK{n}} = n' (4.3) 

User----. Microsearch n' (4.4) 

Microsearch If n' = n, continue, (4.5) 

else terminate session 

where n is a random number generated by Microsearch, PK { n} is encrypting n with the public 

key PK, and SK {PK {n}} is applying the secret key SK to a bundle encrypted with PK. Note that 

Microsearch will generate a new n for each new request. 

We see in step (2) that Microsearch encrypts a random number n with the public key. The 

value of n is obtained by applying the corresponding SK which is only known to the user. Thus, 

only the user can return the correct value of n' to Microsearch in step ( 4) which will match the 

original n. Without knowing the correct n, Microsearch will no longer process the user's request. 

This protocol defends against the privacy attack and the storage DoS attack. The adversary 

does not know the secret key SK, and thus will not be able to return the correct n in step (4), 

leading Microsearch to terminate the session. This way, the adversary cannot query data nor add 

fake data to the object. 

However, the simple user only authentication protocol is still vulnerable to attacks 3 and 4. 
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The adversary will follow the same steps, but in step (5) will not check if n' = n. Instead, the 

adversary will always continue to process the user's request. Since the user knows the SK and 

expects to be authenticated, he will continue accessing the adversary's device as it were his own. 

Hybrid solution: An apparent alternative is to combine the two straw man solutions together 

by running the simple user only authentication protocol and encrypting everything. However, this 

does not defend against the storage spoofing attack since the adversary's device can accept the 

user's encrypted data. 

Simple mutual authentication: The problem with the simple user only authentication is that 

the user never verifies if the object processing his request belongs to him. A straightforward 

approach seems to be for the user to authenticate the device as well. The user first creates two 

public and private key pairs, one for himself, PK11 and SKu, and the other for his object running 

Microsearch, PK0 and SK0 • The user stores PKu and SK0 in the object. He then interacts with his 

object as follows 

User__, Microsearch Request, P K, { n} (4.1) 

Microsearch SK,{PK,{n}} = n' (4.2) 

User<-- Microsearch PK11 {n'} (4.3) 

User SKu{PKu{n'}} =n" (4.4) 

User If n." = n (4.5) 

User__, Microsearch n" (4.6) 

User Else terminate session. (4.7) 

Microsearch If n" = n', process request (4.8) 

else terminate session. 
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This protocol appears to allow both the user and his object to authenticate each other. If the 

object belongs to the adversary, it will not know SK0 , and cannot obtain n' which is equal to n. As 

a result, when the user decrypts the adversary's reply in step (4), the user will observe n" =1= n, and 

conclude that the object does not belong to him. Now considering the adversary trying to query 

the user's object. Since the adversary does not know SKu, the adversary cannot send the conect 

n" such that n" = n', resulting in the user's object declining to process the request. This protocol 

improves on the simple user only authentication, and appears to defend against all attacks listed 

above. 

However, an adversary can launch an effective privacy and storage DoS attack by ignoring the 

objects reply in step (5). Since the adversary selects the initial random number n, he can always 

return the same value in step ( 6). The object will then verify that n" = n', and process the request. 

4.3.3 Single User Protocol 

The problem with the simple mutual authentication is the repeated use of the same random number. 

To be secure, two random numbers must be used, one generated by the user, and the other by 

the object. Assuming that we have only one user, we use the same setup as the simple mutual 

authentication, but executes the following protocol. 
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User_. Microsearch Request,PK0 { 111} (4.1) 

Microsearch SK0 {PK0 {11t}} = 11; (4.2) 

User.- Microsearch 11; ,PKu{l12} (4.3) 

User If 11
1
1 = 111 (4.4) 

User SKu{PK,{112}} = n; (4.5) 

User _. Microsearch I 
112 (4.6) 

User Else terminate session (4.7) 

If 11~ = 112, continues (4.8) 

else terminate session 

where 111 is a random number chosen by the user, and 112 is the random number chosen by the 

object. 

When the user sends PK0 {11t} to the object, only his object knows SK0 to decrypt and return 

the correct 11 1. Thus at step ( 4) if n; = 11 1, the user knows that the object belongs to him. Similarly, 

the object authenticates the user by sending PKu{112} which can only be decrypted by SKu which 

is only known to the user. Thus in step (8), only the user can return the correct 11; = n2, at which 

point the object can trust that the request was not issued by an adversary. 

We see that this protocol defends against both the privacy attack and storage DoS attack since 

the adversary cannot return the correct 11~, causing the object to terminate the session. Both query 

spoofing attack and storage spoofing attack are also foiled since the adversary's device cannot 

return the correct 11; to the user, causing the user to terminate the session. 
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4.3.4 Multiple users 

We can extend the single user protocol above to accommodate k users by storing P K1 , • • · , P Kk in 

the object. The user that sends a request will indicate which public key to use, and the rest of the 

protocol can be executed. However, the problem is that storing a large number of keys will take 

up limited storage space in the embedded device. 

We assume that the owner of the object creates a master public and private key pair, PKmas and 

SKmas. as well as a key pair for the object, PKa and SK0 • He stores SK0 and PKmas into the object. 

Each valid user, u, will be issued his own public and private keys, PK" and SKu, and a certificate 

cert where 

cert = SKmas{PKu} 

Now, when the user wants to access the object, he will use the single user protocol, but include 

his cert and public key PKu in the request. The object can apply the master public key to verity 

that PK" is valid, 

PKmas{cert} = PKmas{SKmas{PKu}} = PKu. 

Since only the object owner knows SKmas• verifying PK11 through PKmas{ cert} indicates that this 

public key is authorized by the owner. The rest of the interaction remains the same as the single 

user protocol. 

4.3.5 Performance Details 

The challenge of implementing security on an embedded device is hardware limitations. With 

limited computation and battery power, conventional security protocols cannot be directly applied. 

The protocols given earlier rely on public key cryptography, which can be implemented using 

different cryptographic primitives such as RSA, ElGamah, or Elliptic Curve Cryptography (ECC). 
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A security protocol for Microsearch will inevitably be application and deployment specific. 

Since different types of users will have different requirements, we show in Table 4.1 several im­

portant parameters such as the size of a public key, and the time needed to encrypt some data. The 

values are derived from an embedded device with 8MHz processor and JOKB RAM. The table 

can serve as a guideline for designers in estimating the cost of their protocols. 

Parameter RSA ECC 

Secret key size 128 B 20B 

Public key size 128 B 40B 

Certificate size 128 B 40B 

Ciphertext overhead 128B 60B 

Encryption time 21 s 2.8 s 

Decryption time 21 s 1.4 s 

Table 4.1: Parameters for RSA and ECC encryption. 

The ciphertext overhead in Table 4.1 is the additional number of bytes that result from en­

crypting the data. In other words, encrypting a 16 byte data using RSA will result in a 144 byte 

ciphertext. Furthermore, in practical security implementations, we typically do not use public keys 

to encrypt data. Instead, we use a symmetric key to encrypt the data and then use the public key 

to encrypt the symmetric key. A typically symmetric key is 16 bytes in size. 

4.4 Query Resolution 

Query resolution describes the process of returning an accurate answer to a user's query. A user 

queries a mote by sending a list of search terms and parameter k which specifies the top-k rankings 
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he is interested in. The user receives an ordered list of k possible payload data as an answer. We 

begin by first introducing a basic query resolution algorithm. The actual space saving algorithm 

used by Microsearch is presented later. 

4.4.1 Information Retrieval Basics 

Microsearch uses a simple information retrieval weighing calculation, the TF!IDF function, to 

determine how relevant each payload address is in satisfying the user's query. Under the TF/IDF 

function, the weight of each metadata term of a payload is determined by the product ofT F · IDF, 

where TF is the metadata value of the metadata term, and IDF is log(t'F ), where N is the total 

number of payloads stored within the mote, and DF is the number of payloads which share the 

same metadata term. The relevancy of a payload, or the score of the payload, is the combined 

weights of the metadata terms matching the search terms. 

For example, let Microsearch contain a total of 5 payloads. One of the payload p 1 have tuples 

(term 1, 3), (term2, 2), and another payload p2 have a tuple (term 1, 6). The remaining payloads do 

not contain terms term 1, term2. A user issues a query (term 1 ,term2). Clearly, the ideal answer 

should be pl since it is the only payload that contains both terms. Using TF!IDF, the weight of pi 

will be 

and weight for p2 will be 

5 
6·log 2 =5.49. 

From the calculation, we see that p 1 has a larger final score than p2 despite p2 having a larger 

tenn score 6. 
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4.4.2 Basic Algorithm 

In the basic algorithm, Microsearch first obtains a set of metadata entries with metadata terms 

which match the search terms. Remember that a metadata entry is of the form (term, value, address). 

With this chosen set of metadata entries, Microsearch then ranks the payload addresses in order 

of their relevancy, and uses the top ranking addresses to retrieve the payloads to return to the user. 

Since each payload has a unique flash memory address, this address is used as an identifier for a 

payload. 

To obtain the set of metadata entries, Microsearch first scans all the metadata entries in the 

buffer cache for metadata terms matching the search tern1s. Matching entries are then copied to a 

separated section of RAM. Next, Microsearch uses the inverted index to find matching metadata 

entries in flash. Microsearch first applies the hash function to each search term to determine the 

corresponding slot in the inverted index. These slots contain the addresses of the metadata pages 

in flash memory. Each metadata page contains metadata terms which hash to the same slot. Note 

that the metadata terms found in the same page do not necessarily have to be the same. They only 

need to hash to the same slot. Microsearch then retrieves each metadata page one at a time until all 

metadata pages are read. For each metadata page read, Microsearch compares the actual metadata 

terms to the search terms, and copies the matching ones to RAM. 

At this point, Microsearch has a list of all metadata entries which match the search terms. 

Microsearch uses the TFIIDF function to determine the score for each payload address, and orders 

them from the highest score to the lowest. Microsearch then uses the top k payload addresses to 

obtain the actual payloads from flash to return to the user. 



82 

4.4.3 Performance Improvements 

The basic algorithm first selects all the metadata entries which match the search terms, and then 

proceeds to eliminate low scoring payload address. This approach requires a large section of 

RAM to be set aside. A better solution is to eliminate low scoring payload addresses as they are 

encountered. 

There are two difficulties in deriving a better solution. First, Microsearch relies on TF/IDF 

calculations to determine the relevancy of each payload address. Calculating the IDF requires 

knowledge of DF, the number of payloads in flash which share the same metadata term. The 

DF score can only be obtained by reading in every metadata page from flash and checking the 

corresponding metadata terms. We cannot maintain a DF score for each inverted index slot since 

there could be multiple metadata terms that hash to the same slot. 

Second, even if we use only TF score without IDF, a simple elimination scheme does not 

work. Consider the example when a user queries Microsearch with two search terms x andy, with 

k = 1. For simplicity, we assume that the buffer cache is empty, and x, y hash to different slots 

in the inverted index, i.e. hash(x) =/=- hash(y). We have 10 metadata pages each in flash memory 

matching hash(x) and hash(y). Now after reading in the first metadata page for x, we obtain 2 

metadata entries with x. This means there are two potential payload addresses which can satisfy 

the user's query. Let us denote these two addresses as addr1 and addr2. The first metadata page 

for y does not contain either addr1 or addr2. At this point, even though the user specifies the 

top- I answer, we cannot eliminate addr1 or addrz because we cannot determine whether either 

payload address actually contains the term y. The reason is that Microsearch does not guarantee 

that metadata from the same payload are evicted from the buffer cache at the same time. To be 

sure with addr1 or addr2 contain y, we have to continue reading in the metadata pages for hash(y) 
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from flash. 

4.4.4 Space Efficient Algorithm 

To derive a space efficient algorithm, Microsearch exploits the sequential write behavior of log 

file system. This sequential behavior ensures that data is always written to the flash memory in a 

forward order. This means that if payload pI is sent to the mote before payload p2, then the flash 

address of p 1 will be smaller than that of p2. 

To describe the space efficient algorithm, we first define some notations. We let t be the 

number of search terms and a user query is { k, {st1, stz, ... , str}}. We denote the inverted index as 

lnvlndex, and the latest metadata page written to flash memory as the head metadata page. For 

example, lnvlndex[hash(st; )] returns the address of the head metadata page forst;. We represent 

this value as head[i]. 

We allocate a memory space page[i] for each query term st;, which is sufficient to load one 

metadata page from flash memory. We first check the buffer and load the metadata entries whose 

metadata term is st; to page[i]. lf st; is not found in the buffer, we load head[i] to page[i]. Let 

min(page[i]) and max(page[i]) denote the smallest and largest payload addresses in page[i] re­

spectively. We define a cutoff value as the maximum value among min(page[i]), i.e. 

cutoff= max{ min(page[i]),\ii E [l,t] }. 

Due to the following lemma 4.1, we have all necessary information to calculate the IR scores 

for the loaded index entries, whose payload address is greater than or equal to cutoff. The entire 

algorithm is found in Algorithm 8. 
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Lemma 4.1 For any index entry whose payload address ~ cutoff, if its term field is included in 

the query terms, it must have been loaded into memO!)'. 

Proof: It can be proved by contradiction. Assume there exists such an index entry whose term 

is one of the search terms sti, and payload address is p ~cutoff In addition, the metadata page it 

belongs to has not been loaded yet. It means that the contents in page[i] are from some preceding 

metadata page in the same chain, i.e., the loaded metedata page is closer to the chain head. For 

example, in Fig. 4.2(b), the metedata page at addr26 precedes the page at addr17 in the same 

chain. According to our protocol, if metedata page a precedes metadata page b, page b must be 

flushed into flash earlier than page a. Thus, any payload address in a must be larger than any 

payload address in b. Based on our hypothesis, therefore, we can derive that any payload address 

in page[i] must be larger than p, thus 

min(page[i]) > p ~ cutoff. 

It is a contradiction with the definition of cutoff, which implies ViE [I, t], min(page[i]) ~ cutoff . 

• 
A k-length array result[k] is used to store the intermediate results which are the candidates of 

final reply. Every time we get a new IR score, this array will be updated to keep the current top-k 

results. The processed index entries will be eliminated from memory. When page[i] is empty, we 

load the next metadata page in the chain from flash memory and repeat this process. Based on the 

definition of cutoff, there must be at least one page[i] becoming empty after each iteration. The 

algorithm terminates when Vi,page[i] = 1/J and every chain reaches its tail. In this design, instead 

of loading every metadata page, we load at most one page for each query term. Thus, the memory 

space needed is at most O(E · t ), where E is the size of a metadata page. 
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Note that in practice we traverse each index chain twice, the first time to obtain the DF for the 

term, and the second time to execute the actual query algorithm. This is done to match the DF 

definition in the simple T F / IDF scoring algorithm adopted for this chapter. If alternative scoring 

algorithms that do not require this form of IDF calculation are used, this extra traversal can be 

avoided. 

4.5 Theoretical Model 

A key parameter in designing Microsearch is the size of the inverted index. We first present the 

intuition behind the choice of inverted index size, followed by the theoretical model. 

With a smaller inverted index, uploading information into Microsearch is faster. When the 

buffer cache is full, Microsearch evicts data from the buffer cache into flash memory. Microsearch 

groups all the metadata terms which hash to the same inverted index slot together for eviction. 

Recall that writing data to flash memory occurs on a page granularity. In other words, the cost 

of writing a page into flash memory is the same even in situations where there are not enough 

metadata terms hashing to the same inverted slot to make up a flash page. A smaller inverted 

index results in more metadata terms hashing to the same inverted index slot. This increases the 

probability of more entries being flushed out of the buffer cache each time. 

With a larger inverted index, query performance may be improved because each index slot will 

have fewer metadata terms hashing to it. As a result, the chain of metadata pages in flash memory 

which map to each inverted index slot becomes shorter. When replying to a query, Microsearch 

has to read in the entire chain of metadata pages. A shorter chain of metadata pages means that 

fewer pages are needed to be read from flash memory, and thus speeding up query performance 

Next, we first analyze a important parameter, the number of metadata terms in each metedata 
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page. Then we derive query performance and insert performance of Microsearch. Table 4.2 lists 

some variables in our model. 

# of documents /) 

# of metadata per document m 

# of query terms t 

Size of main index (#of slots) H 

Size of metadata page(# of metadata terms) E 

# of actual metadata terms per metadata page E' 

Size of buffer(# of metedata terms) B 

# of terms flushed per eviction X 

Table 4.2: System Model Variables 

Analysis of E' and x: Although each metadata page can hold E metadata terms, the actual 

number of terms in each metadata page (£') might be less than E. It depends on the number of 

metadata tenns Microsearch flushes to the flash when the buffer is full. Recall our eviction process 

described in Section 4.2, the largest group of tuples that hash to the same index slot will be evicted 

to the flash. Let x denote the number of metadata terms in this largest group, i.e., every eviction 

could put x terms to the flash. According to our protocol, if x > E, Microsearch will write multiple 

metadata pages in the flash, where the last page contains (x mod E) terms and the other pages are 

full withE terms. Thus, in this case, E' = m· Otherwise, ifx ~ E, Microsearch will write at most 

one new metadata page each eviction. Recall our eviction process will first attempt to pad the last 
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written metadata page. As a result, every metadata page will contain l f J · x terms. In summary, 

E'= { 
x/l:tfl ifx>E; 
l f j ·X ifx :<:; E. 

Next, we give an analysis of deriving the value of x. Based on its definition, x is obviously at 

least I~ l· For one hashed value h;, the probability that p entries in the buffer map to h; is 

Thus, the probability that at least p entries map to h; is 

q= L ( ~) (..!_) 1
(1-_.!._)cn--JJ. 

J?p J H H 

The probability that x 2::: p is P(x 2::: p) = I - (I - q )H. Thus, 

P(x = p) = P(x 2::: p)- P(x 2::: p+ !). 

Therefore, the expected value of x is 

B 

x = L P(x = i) · i. 
;;c r ftl 

The following Fig. 4.3 illustrates an example of x and E'. 

Query Performance: Assume there are D number of files stored in the flash memory and each 

of them is described by m terms on average. Totally, we need store D · m index entries in the flash, 

which occupy 0£? metadata pages. Considering a fair hashing, the average length of metadata 

page chain is f,".';'r. When Microsearch processes a query for one term, based on the hash value of 
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lFftgUlllre 4!.3: Value of x and £' v.s. Index Size (H): Buffer cache is 5K bytes, buffer size B is 640. The flat 
line illustrates the value of E = 31. 

the term, it has to go through one of the metadata page chain twice. One round for collecting the 

value of document frequency and the other for finding the top-k answers. Expectedly, Microsearch 

will need to read 2£~f'/ metadata pages from the flash. For a query fort terms, Microsearch has to 

access t distinct metadata page chains, when t «H. Thus, it takes at most 2lP;;n page reads to 

reply. The following Fig. 4.4 illustrates an example of query performance. 

Query Performance (1 query term) 

4 8 16 32 64 128 
Size of Main Index 

lFiglUlll"te 4l.4l: Query !Performance v.s. Index Size (H): D = I 000, m = 10, t = I, E = 31, B = 640 (SK -byte 
buffer). 

lii!ll§leJr[ lP'edormam:e: Insert performance is measured by the number of reads and writes op-

erated during inserting D files. Microsearch only reads once in each buffer eviction. As we 
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mentioned, each eviction flushes x metadata terms. Since in total there are D · m metadata terms, 

the number of reads for insertion is D~m. The number of writes must be no less than the number 

of reads. If x :S E, each eviction only write on metadata page, thus the number of writes is the 

same as the number of reads. If x > E, however, Microsearch will write multiple pages in each 

eviction process. Since each metadata page contains E' terms, the number of writes is ID~nl The 

following Fig. 4.5 illustrates an example of query performance. 

Insert Performance 
1500~~===I~--~--~----~--~-, 

IIIII# of reads 
O#ofwrites 

1000 

500 

8 16 32 64 128 
Size of Main Index 

Figure 4.5: Insert Performance v.s. Index Size (H): We set D = I 000, m = I 0, E = 31, B = 640 (5K-byte 
buffer). 

4.6 System Evaluation 

4.6.1 Hardware and Implementation 

We used the TelosB mote for our experiments. TelosB features a 8MHz processor, 1 OKB RAM, 

48KB ROM and 1MB of flash memory. An IEEE 802.15.4 standard radio is used for wireless 

communication. The entire package is slightly larger, measuring 65x31 x6 mm, and weighs 23 

grams without the battery. We implement Microsearch using NesC in TinyOS environment and 

a user interface using Java. The core program takes around 1700 lines of NesC codes and the 
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interface takes around 800 lines of Java codes. 

From Table 4.2, the parameters related to implementation include the size of main index (H), 

the number of metedata terms in each metadata page (£), and the size of buffer cache (B). In 

our implementation, we set H = 32, E = 31, and B = 372. Each entry in H is three bytes. Each 

metadata entry, (term, value,address), is eight bytes. We use the first five bytes to store the term, 

three bits to store the value field, and the rest for the address field. The total amount of space 

allocated to the buffer and index is 3K memory. 

4.6.2 Generating Workload Data 

A difficulty in evaluating a search system lies in determining an appropriate workload. An ideal 

workload should consists of traces derived from real world applications. However, since Microsearch­

Iike applications do not yet exist, we cannot collect such traces for evaluation. This also makes it 

difficult to generate synthetic traces that approximate user behavior. We generated our workload 

by observing related real world applications. 

We envision that most objects such as a wedding photograph album or a document binder 

will embed a mote running Microsearch. Since each object has its own mote, each mote does 

not necessarily have to contain a large amount of unique data. For instance, a large bookshelf 

may contain hundreds of document binders, with a combined total of thousands of documents. 

However, each binder may contain only a dozen documents. Since each binder embeds a mote, 

each mote only needs to index the contents of its own binder. Consequently, none of our workload 

considers excessive large number of unique pieces of data. Our evaluation considers the following 

two workloads. 

Annotation workload: This workload represents a user storing many short pieces of infor-
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mation, similar to Post-it reminders or memos, onto a mote. The metadata a user would associate 

with these type of applications is usually very short. We want a real world application where 

many users provided annotations, since this closely resembles the metadata we desire. One such 

application is the annotation of online photographs. We extracted 622 photographs and their ac­

companying annotations from the website www. pbase. com. This created a set of 2059 metadata 

tenns, an average of 3.3 metadata tem1s per photograph. We consider each photograph as a unique 

input, and each photograph's annotation as the corresponding metadata terms. The metadata value 

of each term is set to I. Fig. 4.6 shows the metadata term distribution for this workload. Recall in 

Table 4.2, the parameters related to workload are D = 622 and m = 3.3. 

Doc workload: This workload represents a mote used for tracking purposes, such as keeping 

track of the documents inside a binder. We assume that the binder contains academic publica­

tions, and the accompanying mote contained the abstracts of all the papers. A user can query 

Microsearch just like querying Coogle Scholar to determine if a particular paper is inside the 

binder. To create the doc workload, we extracted 21 papers from the conference proceedings of 

Sensys 2005, and derived an average of 50 metadata terms for each paper. The metadata terms 

include author names, paper title, keywords. Metadata values are based on the number of times 

each term appeared in the paper abstract. Recall in Table 4.2, the parameters related to workload 

are D = 21 and m =50. 

4.6.3 System Performance 

We use the annotation workload to evaluate system performance. The objective is to determine 

the performance of the two main Microsearch components: indexing the data sent by a user, 

and replying a user query. Time is the main metric used. In addition, for every evaluation, we 

http://www.pbase
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Figure 4.6: Term distribution for annotation workload 
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present both the actual measured performance, and the predicted performance derived from our 

theoretical model introduced earlier. The closer the predicted results match the actual results, the 

more accurate our theoretical model is. 

To prepare, we first generate a set of queries by randomly choosing terms from the 2059 

harvested annotations. We then divided the set of queries into four groups, with the first group 

containing queries with one search term, the second group with queries containing two search 

terms and so on. Each group has a total of 100 queries. We limit the number of search terms to at 

most four terms, since studies conducted on mobile search conclude that most searches consists 

of between 2 and 3 terms [8, 29, 59]. 

We then inserted the 622 metadata files with a total of 2059 metadata terms into Microsearch. 

This is equivalent to inserting 622 short messages into the mote. Fig. 4.7 shows the time taken 

to insert all the terms into Microsearch. We see uploading information is faster given a smaller 

inverted index. This is consistent with the intuition given in the prior section. 

In Fig 4.8, we show the time taken for Microsearch to answer a user's query. As discussed in 

the theoretical model, we see that a larger inverted index processes queries faster than a smaller 
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inverted index. The predicted query response time is also very close to the measured time. Over-

all, Microsearch is able to answer a user's query in less than two seconds. Fig 4.9 shows the 

actual overhead of Microsearch minus the time taken to read from flash memory. We see that the 

additional time taken to rank the query answers is Jess than 0.5 seconds. 

4.6.4 Search Accuracy 

The precision verses recall metric is commonly used to evaluate search systems. Precision is 

defined as the number of relevant items retrieved divided by the total number of retrieved items. 

Recall is the number of relevant items retrieved divided by the total number of relevant items in the 

collection. A better search system will consistently returns a higher precision for any given recall 

rate. However, the precision verses recall metric does not measure how well the search system 

ranks the results. 

Shah and Croft [96] suggested using metrics from question answering (QA) research [110] 

to evaluate search algorithms for bandwidth or power constrained devices. QA is a branch of 

information retrieval that returns answers instead of relevant documents in response to a query. In 
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QA research, the goal is to return a single or a very small group of answers in response to a query, 

not all relevant documents. The main evaluation in QA is the mean reciprocal rank (MRR). MRR 

is the calculated as 

J 
MRR = --------­

rank of first correct response 

The first correct response is the top ranked document in the model answer. For example, if the 

model answer to a query is the ranked list (A, B,C) and IR sy.stem returns the list of (C, B,A). The 

first correct answer should be A and the returned answer is 2 spots off. The MRR for this question 

is thus ~ = 0.33. We evaluate the performance of our search system by modifying the guidelines 
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for QA track at TREQ-10 [26]. We consider only the top 3 answers in calculating MRR. If the 

model answer does not appear within the top three ranks, it has a score of 0. 

We use the doc workload to evaluate the accuracy of Microsearch. We first determine a set of 

queries based on the 21 publications, and their corresponding answers by hand. These questions 

are divided into three groups, LastName, Title and KeyTerms. The queries for the first two cate-

gories are terms from the last names and paper titles of the conference proceedings. The queries 

for the last category are a mixture of terms from last names, titles and abstract keywords. 

Fig. 4.10 shows the results of our search system for the three categories. For each category, we 

plot the MRR for the different categories over the average of 21 questions. From the figure, our 

system returns a MRR of 0.95 for both LastName and KeyTerms. The MRR for Title is lower at 

0.83, because some of the paper titles contained very common words like "Packet Combining In 

Sensor Networks". In all cases, we see that on average Microsearch will return the correct answer 

when the user specifies k = 3. 



0. 

~ 0 
(.) 

CJ) 

a:. 
~ 0. 

0. 

LastName Title Keyterms 

Figure 4.10: Query accuracy (k=3) 

4.6.5 Experiment Limitations 

96 

We stress that the results shown in Fig. 4.10 do not suggest that Microsearch will yield similar 

accuracy results in a real deployment. The reason for the very high accuracy results is that we 

have deliberately avoid using vague queries since it is difficult to objectively quantify what the 

answer should be. Instead, we first generated a set of queries which contain terms that are found 

in multiple documents, and then manually determine what the correct answers to those queries. 

In all instances, the answers we select are unambiguous. For instance, given a query "underwater 

sensor storage". There is only one paper containing the term "underwater", and three papers 

containing the term "storage". Almost all papers contained the word "sensor". The correct answer 

is should be the only paper on underwater sensors despite the two other papers containing more 

occurrences of the term "storage". 

Microsearch uses TF/IDF calculation to resolve queries, a conventional weighing algorithm 

widely used in information retrieval research. Our contributions are the space saving algorithm 

(Algorithm I) which uses less memory space to compute TFIIDF, and that the results in Fig. 4.10 
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can only be interpreted as showing the correctness of applying our space saving algorithm tech­

nique in determining TF/IDF, and not the accuracy of Microsearch. 

4.6.6 Model Accuracy 

As we expect higher level applications to be built above our low level search system, the pre­

dictability of our system is an important performance metric. Since sensors, as embedded devices, 

have more stringent resource limitations, it is important when developing applications to be able 

to accurately budget the sensor resource. A low level component that is gives unpredictable per­

formance will adversely impact sensor application design and deployment. To evaluate our per­

formance, we give a set of requirements and derive the expected performance based on our model. 

Then, we modify our prototype based on these requirements and compare the experimental results 

against the expected results. The closer the match, the better the predictability of our system. In 

all cases, we limit the available RAM for main index and buffer size to 3KB. Table 4.3 shows our 

requirements and recommendations. For a given targeted query response time and expected query 

term length, the model provides a recommendation of size of index. The buffer cache size is then 

3KB subtracted from the index size. An x indicates our search system cannot meet the targeted 

query response time given the hardware requirements. Figure 4.11 shows the results. We see that 

the experimental results are sightly higher than the targeted query response time when the number 

of query terms is expected to be larger. The difference is less than 0.05 seconds. 

4.6. 7 Alternative Design 

An alternative system design is to not use an inverted index at all. The incoming metadata is 

buffered and flushed to flash when there are enough entries to make up a full metadata page. Each 



Groups 1 term 2 terms 3 terms 4 terms 

1 (0.1s) 16 156 X X 

2(0.2s) 8 16 68 156 

3(0.3s) 6 II 16 46 

4(0.4s) 4 8 12 16 

5(0.5s) 4 7 10 13 

Table 4.3: Recommended size of main index (H) for different query response requirements . 
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metadata page will contain a pointer to the previous metadata page in flash. A single entry kept 

in memory remembers the latest metadata page's location in flash. When querying, Microsearch 

accesses every metadata page in flash before replying since every metadata page could contain a 

payload matching the query terms. The intuition is that such a scheme will have a better indexing 

performance at the expense of worse query performance. 

To evaluate, we used a 3KB memory limit. The alternative design will allocate aJI as much 

space as possible to the buffer cache, and have just one main index entry. Microsearch uses a 
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balanced approach, using an inverted index size of H = 32 (96 bytes), and a buffer cache of 

B = 372 (2976 bytes). The alternative system takes an average of 6.5 ms to insert the metadata in 

one file compared to the 17.5 ms for our scheme. Fig. 4.12 shows the difference in query response 

time for different number of query terms. Next, we compare the energy consumption between our 

scheme and the alternative scheme. Since both schemes have to do the same amount of writing 

for the payload data given the same document set, our comparison only measures the energy 

consumption of metadata input and query. Let Pw and Pr be the energy consumption for writing 

and reading one page data in flash memory respectively. Given the input insertion frequency f,, and 

user query frequency /q, the energy consumption is determined by the amount of metadata writing 

during the input insertion period and the amount of metadata reading during the query period. For 

the simplicity, we ignore the energy consumption of CPU processing because that part is much 

smaller compared with the flash memory read and write operations. On a per unit time basis, the 

energy consumption of our scheme can be expressed as £1 = fu · (W; · Pw + R; · P,.) + /q · Rq · P,., 

where W; and R; are the numbers of write and read operations for insertion, and Rq is the number 

of reads required for the query. From Section 5, we have W; = ID£7'l ,R; = D;n, and Rq = 2:£,:'?/. 
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For the alternative scheme, we consider a more efficient insertion process without reading the 

last flushed metadata pages. Instead, new metadata pages will be directly written to the flash. 

Therefore, the energy consumed by the alternative scheme can be expressed as £ 2 = j,, · W;' . P,, + 

Jq · R;1 · P,, where W/ = I D·t l and R~ = ZD;n·t. With the system parameters fixed at D = 622, m = 

3.3 and H = 32, we estimate the energy consumption for both schemes based on TelosB flash 

memory read and write energy performance presented in [76] (i.e., Pw = 0.127 x 256 = 32.5J.Ll, 

P, = 0.056 X 256 = 14.3J.Ll). 

To compare our scheme with the alternative, we find the ratio of~- Values less than I favor 

our solution while values larger than 1 favor the alternative. To simplify the results, we divide 

both £ 1 and £ 2 by };1, which does not affect the ratio. As a result, ¥becomes a function of Lr.;,. We 
2 .q 

plot the energy ratio graph with I, 2, 3 and 4 query terms respectively. The estimation results are 

found in Fig. 4.13. The figure shows that for an average of I query term, the alternative performs 

better when there are about 350 document insertions to a single query. For other cases, our scheme 

is always superior to the alternative solution. This suggests that the alternative scheme should be 

used only when the mote is used to store data and rarely if ever queried. 
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4. 7 Conclusion 

In this chapter, we present a search system for small devices. Our architecture can index an arbi­

trary number of textual metatdata efficiently. A space saving algorithm is used in conjunction with 

IR scoring to return the top-k answers to the user. Our experimental results show that Microsearch 

is able to resolve a user query of up to four terms in less than two seconds, and provide a high 

level of accuracy. 
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Algorithm 8 Reply Top-k Query: 

1: Input: k,{stJ,st2, ... ,st1 } 

2: Output: k-length array result 

3: head[i] = lnvlndex[hash(st; )] 

4: Scan buffer and each relevant metadata page chain to accumulate the document frequency 

(df[i]) 

5: Load relevant index entries in buffer to the buffer page page[i] 

6: If page[i] is empty, load Flash(head[i]) and move head[i] to the next page 

7: while there exists a non-empty page[i] do 

8: cuto.fFmax{min(page[i]),\li E [l,t]} 

9: for non-empty page[i] and max(page[i]) 2: cutoff do 

10: for every entry e E page[i] and e ;:::cutoff do 

II: score ::: cal Score( e) 

12: if score>minimum score in result then 

13: replace the entry with the minimum score in result by { e, score} 

14: end if 

15: for j = 1 tot do 

16: remove e from page[j] 

17: end for 

18: end for 

19: end for 

20: for i = I to t do 

21: if page[i] is empty then 

22: load Flash(head[i]) to page[i] 

23: move head[i] to the next metadata page 

24: end if 

25: end for 



Chapter 5 

Privacy Protection for RFID-based 

Tracking Systems 

In this chapter, we depart from local access to consider remote access for an RFID tag. The 

motivation behind examining remote access is to understand the modifications needed to ensure 

the security of the extracted data. In this chapter, we use an RFID-based tracking system to 

illustrate how we can generate a tag reply that remains secure even when the aggregated data is 

partially compromised. 

The low cost and rugged design of RFID tags make them suitable to be attached to everyday 

objects such as key chains and coffee mugs. With every object embedded with its own RFID tag, 

ubiquitous computing concepts like object tracking and localization or location based services can 

be realized [48, 100], allowing many new applications to be developed upon this infrastructure. 

At the same time, widespread RFID deployment creates privacy risks for everyone, not just a few 

willing early adopters, thus the need for privacy protection becomes critical. 

Fig. 5.1 shows an environment where RFID tags are attached to people and objects. Each 
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RFID tag has an associated unique ID which represents that tag in the system. A network of RFID 

readers are deployed in the building, with each reader associated with a specific location, such as 

"Office 1" or "Corridor 2". The readers are connected to a database server via a wired network. A 

reader will periodically broadcast a query, and all the RFID tags within the vicinity will respond 

to that reader. The reader will then forward these tag responses to the database. A user wanting to 

know for instance who was at a meeting in Office 1 at 1:00pm can query the database to determine 

the IDs of the tags, and thus the identity of the meeting participants. 

The potential for abuse of such a powerful tracking system is apparent. The straightforward 

approach is to limit the access to the database data using passwords. Each user is associated with 

a list of RFID tags they are authorized to access, and must supply the correct password when 

querying the database. For example, a user with ID=101 running a query "Select location From 

database Where ID=!Ol and Time=time" must first supply the appropriate permissions for his tag 

before the location information is released. More advance techniques such as role-based access 

control [16,89], and Hippocratic databases [3], can also be used to protect the database. 

This type of solutions have a common requirement. A trusted database is needed to main-
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tain and enforce the privacy policy. Without a database that is invulnerable to compromise by 

criminal hackers or disgruntled employees, and always managed by competent system administra­

tors, we cannot protect user privacy. We believe that maintaining such a trusted server is difficult 

in practice. Even three letter government agencies with strong emphasis on security have been 

vulnerable to database breaches or mistakes [1,31,38]. 

In this chapter, we consider the problem of how to build a tracking system that does not rely 

on a trusted database to protect user privacy. Our solution divides up the database operations 

into separate servers such that we can tolerate the compromise of any one of the databases. Our 

protocols are designed to take into account the computationally weak capabilities of an RFID tag, 

and allow a user to efficiently query the database for answers. 

We make the following contributions in this chapter. We propose a technique to divide a 

database query, originally intended to a single database, into multiple databases such that if only 

one of the database is compromised, the user's privacy is protected. We also consider how to 

detect, but not prevent, adversary disruption attacks such as the data deletion and manipulation. 

5.1 Related Work 

Privacy protection is an important component in ubiquitous computing environments [4,66]. The 

technique of using mix zones was proposed by [ 14, 15] where by users could specify certain areas 

where nobody could trace their movements. Other researchers [49, 52,81] proposed techniques 

to help users define privacy policies. This approach is more flexible than mix zones at the cost 

of additional complexity in specifying the policies. The idea of allowing users to specify "vir­

tual walls" was suggested by [60] to simplify the creation of a privacy policy. Physical access 

control [64, 90] addresses the problem of specifying a privacy policy. Users can only obtain the 
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location information of people that are were present together at the same time. The intuition is 

that users that were at the same location at the same time already know each other's presence, and 

thus there is no privacy issues when releasing that information later. Our work differs from these 

proposed techniques in that we do not rely on trusted servers to protect user privacy. Our idea of 

separating location, time, and identity is similar to that proposed by [94], but our solutions are 

designed to work with RFID tags. 

RFID security is an active area of research with many different protocols being proposed [79, 

83, 118]. While our work also proposes a simple security protocol, our focus is less on the security 

and privacy between RFID reader and tag, but oriented more towards data already collected and 

archived. 

Closely related to our work is research on searching encrypted data. In this problem, a user 

encrypts his data and stores it at an untrusted server. The user wants to be able to search of 

part of his data in an efficient manner. Since the server is untrustworthy, the user cannot send 

over his secret key. The user also cannot request the server to transmit all the encrypted data 

back since it is inefficient. An search system using symmetlic key to encrypt data was proposed 

by [99], while [ 19] suggested a public key based scheme. Practical encrypted database query 

retrieval systems were proposed by [116, 120]. However, unlike our solution, prior research in 

this area do not consider the privacy implications of ubiquitous environments such as malicious 

tracking of users. This was shown in the second strawman approach by using [120] as an example. 

Furthermore, these prior techniques assume that more advance hardware such as laptops are used, 

rather than computational weak RFID tags. 
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5.2 Problem Formulation 

We consider a network of RFID readers, R1, • · • ,R,, are deployed throughout a facility. Each 

reader is programmed to periodically broadcast a query to read all the RFID tags within its vicin­

ity. The captured data is then forwarded to a backend database for storage. In the unencrypted 

scenario, the database stores this information as a I D : time : location tuple, where ID is a number 

that identifies that RFID tag, time is the time that tag was read, and location is the physical location 

corresponding to that particular reader. We assume that the database knows the locations of all the 

RFID readers, and can associate the data from a reader to a location. 

The database can represent the data from all the RFID readers as a table with 3 attributes,ID, 

Time, and Location. Table 5.1 illustrates this database. A user who own tag 101, can query this 

Table 5.1: Unencrypted table in database 

ID Time Location 

1. 101 !O:OOam Office I 

2. 102 IO:OOam Office 3 

3. 101 !0:15am Office 2 

... . .. ... ... 

database later by issuing a query, 

Select* from DB where ID=IOI and Time=lO:OO am 

and determine he was at Office I at 10 am. 

Such a setup provides no privacy protections, since anyone can query the database to determine 

anybody's movements. Under the trusted server assumption, we can protect privacy by associating 
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a password with each ID. The user running the above query for instance, will have to supply 

the correct password associated with ID= I 0 I, before the database will release the information. 

While more complex schemes can be designed to provide better access control, a fundamental 

requirement is that the database cannot be compromised. An adversary with access to Table 5.1 

learns everything. Here, we consider the problem of how to protect privacy in the event of such a 

server is compromised by an adversary. 

5.2.1 Adversary model 

We assume that the adversary seeks only to track the movements of a user. The adversary succeeds 

if he is able to extract the identity of the user from the database, or if he is able to link two entries 

in the database to the same user. 

We assume that the adversary can have free access to the database data such as in Table 5.1, 

as well as observe the database interactions between a user and the database. The adversary is 

however, unable to determine the identity of someone querying the database. For instance, the 

adversary cannot deduce a user identity through the MAC address of the user's device when the 

user is querying the database. Techniques such as an anonymizing network [35] can be deployed to 

achieve this. Also, the adversary cannot reprogram the database to execute functions it otherwise 

will not perform. 

Here, we assume that the RFID tags are able to perform simple operations such as generating 

random numbers, perform a hash function, and XOR two bitstrings together. These are com­

mon assumptions made in RFID security literature [7, 23, 85]. While our solution in the paper is 

presented using hash functions, symmetric key encryption can be substituted instead with minor 

modifications. 
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Finally, we assume that having a rational adversary precludes attacks such as deleting or shuf-

fling entries in the database since such actions do not help the adversary identify a user. This 

is reasonable since such disruption attacks increases the risk of detection. We will discuss more 

about defending against such attacks in the Section IV. 

5.3 Strawman solutions 

We motivate our solutions by considering the limitations of seemingly possible solutions. For 

all these strawman solutions, we assume a more powerful RFID tag that can do symmetric key 

encryption is used. We always assume the user is the owner of RFID tag I 0 I. 

5.3.1 Strawman 1 

Database Reader Tag 

Request J 
l(a){IOI, n }kl 

{lOl,n}k 
{101,n }k 

!Store {101,n }k.time, loci 

I 
Figure 5.2: Strawman protocol I. The tag ID is 101. 

In this simple protocol, we let the RFID tag return its encrypted ID in the form of { ID, n }k 

where n is a random number, and k is the tag's secret key. For completeness, we show this 

interaction in Fig.5.2. Now, in the database, we have 

where k1 and k2 are the secret keys of tags 101 and 102 respectively. We see that this approach 

protects privacy since the adversary observing this table cannot learn the actual IDs, I 0 I and I 02, 
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Table 52· Database table from Strawman I 

ID Time Location 

1. { 101, n1}k1 I O:OOam Office 1 

2. {I 02, nz }k2 I O:OOam Office 3 

3. { 101) 113 }kl !0:15am Office 2 

... ... . .. . .. 

of the tags. There is also no linkability, since {lOl,ni}k1 and {10I,n3 }k1 use different random 

numbers n 1 and n3 while encrypting the same ID, thus resulting in different ciphertexts. 

The problem with this solution arrises when the user wants to query the database. He can no 

longer simply do a "Select * from DB where ID=lOl", since all the ID attributes now have a 

random number component. The user cannot recall the 111 and n3 values used since the limited 

storage capacity of the RFID tag means these random numbers have to be generated on-the-fly and 

never archived. The only option is for the user to retrieve the entire table, and attempt to decrypt 

each entry's ID field until he finds the all the entries with IDs equal to his own. This is clearly 

inefficient given the large size of the table. 

5.3.2 Strawman 2 

We can modify a technique from [120] to improve the query performance. Now, each RFID 

tag maintains two keys that it keeps secret, i.e. tag 101 will have k 1101 , k2 102 • We remove the 

superscript and use kl and k2 to denote keys to simplify the presentation. The protocol is shown 

in Fig. 5.3, and after the data is collected, the table resembles Table 5.3. 

This approach also provides the same protections against an adversary as the earlier strawman 

protocol, since knowing { 101, n1 } kl, {at} fh does not lead to knowing 101. Furthermore, the ad-
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Database Reader Tag 

Reauest .I 
"I 

r)a={lOl,n}ki 
(b)/]={ 10l,ID}k2 
(c){a)p 

({IOl,n}ki,{a}p) 
( {lOl,n}ki, { a)p) 

IS tore <p 01 ,n }ki, {a}p), I 
time ,loc 

I 
Figure 5.3: Strawman protocol2. The tag ID is 101. 

Table 53· Database table by Strawman 2 .. 
ID Time Location 

1. {101 ,n1 h1, { a1 }{3, I O:OOam Office I 

2. {102,nz}ki, { az}{32 !O:OOam Office 3 

3. { 101 ,n3}ki, { a3}[3, !0:15am Office 2 

... ... . .. . .. 

versary cannot link { 101 ,n!}kl, { a 1 }{3, and {!OJ ,n3 h 1, { a3}f3, together since a different random 

n is used. 

When a user queries the database, he will issue a "Select * from DB where ID=S and 

Time=10:00am", where 

S = {101,/D}kz 

The database will encrypt the first portion of each ID field with S, and check whether it matches the 

second portion. If it does, the database will return that entry to the user. For example, encrypting 

{ 101, n1 }kl with S will match {a!} [3,, and hence this entry belongs to the user. Since { 101, n1 h1 

is protected via kl which is only know by the user, the database does not have to verify the user. 
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It is clear that strawman 2 is more efficient than strawman I. 

However, once an adversary observes fi, the adversary can determine future time and locations 

that fi have visited. For instance, using fi, the adversary know that the same tag visited Office 2 

at time 10:15 am. The reason is that while at time 10:15 am we have {lOl,n3}ki which uses a 

different n3, the same f3 is used, since f3 = {lOI,ATTR}kz. The ATTR is a fixed value in the 

database and cannot be changed by the user. Thus, strawman 2 only prevents linkability so long 

as the adversary never observes a user querying the database. 

This vulnerability does not occur in [120] because in their encrypted database, all fields are 

encrypted by the user and stored into the table. In other words, "10:15 am" and "Office 2" 

are all encrypted separately. The "{3" used to encrypted "10:00 am" and "10:15 am" will be 

{ 10:00 am, Time }k2 and { 10:15 am, Time }kz, so knowing the f3 value of 10:00 am does not reveal 

anything about 10: 15 am. We cannot do the same in an RFID based tracking system because the 

RFID tag cannot determine the time and location independently. 

5.3.3 Discussion 

From the strawman protocols, we can make the following observations. First, a direct encryption 

of data by the RFID tag (strawman I) protects user privacy even if the database is compromised. 

However, this approach has slow query performance since the database cannot return only the 

user's data to him. Second, the solution cannot merely focus on building an encrypted database, 

but must also consider the user query process. The protocol has to ensure that the user's query 

does not reveal useful information that an adversary can use to violate user's privacy (strawman 

2). Finally, unlike more powerful laptop devices [93], the RFID tag cannot maintain an internal 

clock to detennine time by itself, not capture IP address or GPS coordinates to determine its 
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location independently. While [107] gives a solution for the RFID tag to determine time, it is 

unclear that the same techniques can be applied to location information since the tag movements 

is unpredictable. 

The intuition behind our approach is to utilize separate database servers to perform different 

roles in the RFID tracking system, as well as store different types of data in each server. There 

are two roles in the RFID tracking system, where the tag was read (location), and at what time the 

tag was read (time). Our approach uses two database servers, one to control and store time data 

and the other to control and store location data. Here, we assume that the adversary can only 

compromise one of the following, (a) the database storing time information, (b) the database 

storing location information, (c) a small number of RFID readers. 

We justify this assumption because the two servers can be housed at different physical loca­

tions, running different operating systems, and managed by a separate group of system adminis­

trators. This raises the bar for an adversary to compromise both servers. Also, given the large 

number of RFID readers deployed, it is reasonable to assume that the adversary cannot control a 

majority of them. 

The following notations are used to describe our protocols. The server controlling the times­

tamps is the timestamp server T S, and the server controlling the location is the location server LS. 

We use terms server and database interchangeably. While both TS and LS can communicate with 

the RFID readers, only the LS knows the location of these RFID readers. We denote an RFID 

reader as R, and an RFID tag as T. Each T maintain its own secrets, ID and a simple incremental 

counter ct. The values of s, ID, and ct are kept secret and only known to the tag owner. The tag 

also maintains a simple incremental counter ct. We use subscripts i when denoting more than one 

reader or tag. 
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We denote the RFID tag identifier as co, and co will be stored under the "ID" attribute in the 

LS. For instance, when there is no security at all, the co value is just /D, in strawman protocol I, 

the co value will be {ID, n }band in strawman protocol 2, co= ( { l0l,n}k1 , {a }t3 ). A summary of 

the notation used is given in Table 5.4. 

Table 5.4· Summary of Notations 

R RFID reader 

T Tag 

TS Timestamp Server 

LS Location Server 

s Tag's secret, known only to tag owner 

ID Tag's ID, known only to tag owner 

ct Tag's counter value, known only to tag owner 

co Tag identifier 

t timestamp, stored in TS 

foe location, stored in LS 

n Nonce generated by tag 

Nt~ Nonce generated by LS 

5.4 RFID Protocol 

The intuition behind our protocol is for the RFID tag to generate two pieces of data each time it 

responds to an RFID reader. The reader will store one piece of data associated with the time the 

tag was read in the T S, and the other piece of data associated with the location of the tag in the LS. 
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An adversary compromising either LS or T Swill be unable to violate the privacy of the RFID tag. 

When a legitimate user wishes to query the databases, he will query both TS and LS separately 

and combine the result to satisfy his query. The overview of an RFID reader collecting data and 

user querying the servers is shown in Fig. 5.4. 

Reading RFID tag 

~L1U tt( 
I \ 

J ... , ... 
~ ' IQ \ 

1 0 0 0 1 
\ I 

' ~ ... , ... __ 
(1) Read data from tag. 
(2) Return time data 
to TS, location data to DS 

Querying database 

00 L1U 

\\II 
I Used 

(1) Query TS to obtain time 
data, then query LS to get 
location data. 
(2) Combine both to satisfy 
query. 

Figure 5.4: Obtaining data from tags, and querying databases for data. 

5.4.1 Collecting data from tag 

Timestamp 
Server 

(3) 
t,n 

Location 
Server Reader Tag 

Request J 
(1) (a) n = h(s, ct) 

(b) ct =ct +I 
(c) OJ= h(id, n) 

m,n 
{2) 

------
m,R; 

(4) 

Figure 5.5: Reader-tag interaction. The dotted line in step (3) denotes that the reader transmits directly to 
the timestamp server, bypassing the location server. 
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Fig. 5.5 shows the protocol for collecting data from an RFID tag. When a reader queries the 

RFID tag in Step (1), the tag will first generate a random number n by hashing its secrets with 

the current counter value, ct. The tag will then increment the ct by one (Step lb), and create the 

identifier ro as h(JD,n). Finally, in Step (2), the tag returns ro,n to the reader. 

When the reader receives this tuple, the reader will append the current timestamp t together 

with n, and send that to the TS in Step (3). This messages bypasses the LS completely, meaning 

the LS never learns n. Then, the reader will append the reader's ID, R;, and ro, and send everything 

to the LS in step (4). Using R;, the LS can determine the reader's. 

Table 5.5: Table maintained by T S 

Time Random value 

I. 10:00 am n; 

2. 10:00 am n· .I 

3. 10:15 am 11k 

... . .. . .. 

At the end of the protocol, the TS maintains a table shown in Table 5.5. The TS table has 

2 attributes, time, and a random value. The random values associated with time I 0:00 am for 

instance, are all then values transmitted by all the RFID readers. Each n value represent a different 

RFID tag. Similarly, the LS maintains a table shown in Table 5.6. The LS table has 2 attributes, the 

tag identifier ro and the location that tag was read. Each entry in the LS table represent a different 

RFID tag response. Note that the LS does not update the table in real time, and thus the ordering 

of entries do not indicate the time an RFID tag was read. 
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Table 5.6: Table maintained by LS 

ID Location 

1. co1 Office 1 

2. ((>2 Office 3 

3. £0.3 Office 2 

... . .. . .. 

5.4.2 Querying the database 

Let the user wanting to learn his location at 10:00 am. He will need to query LS using the co 

value h(IOI ,n), where n is the value he choose at 10:00 am. Notice that the LS table is similar to 

strawman protocol 1 'stable. In both instances, the ID 101 is protected by a random number n. To 

query LS, the user must first determine the value of n he used at I 0:00 am. In our protocol, we let 

n = h(s,ct) and increment ct immediately afterwards. While the tag cannot recall the random n 

value used at 10:00 am, the owner of the tag can determine the current value of ct in the tag. (We 

assume that there is a command to recover this.) Knowing the secret s as well as the initial and 

current value ct, the user can re-generate all the random n values the RFID tag has used so far. For 

instance, the user can generate a list The user then queries the T S database using 

Select Time from TS where Random Value= n;, (5.1) 

where n; = h(s,ct;). 

After receiving the time corresponding ton; from Table 5.5, the user determine whether the 

returned time is larger than or smaller than his target time of 10:00 am. If the returned time is 

larger, the user will pick another an smaller ct value, compute n, and query the T S again. If the 
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Table 5.7· Table maintained by user 

ct n time 

... ... . .. 

Cti-1 h(s,cti_t) ? 

cti h(s, cti) ? 

Cti+l h(s,cti-n) ? 

... ... ... 

returned time is smaller, the user will pick a target ct value. Using a simple binary search, the user 

only needs to execute O(logn) queries toTS. 

With the user now knowing his n corresponding to 10:00 am, he can now query the LS server 

using the following query. 

Select * from LS where ID=ro, (5.2) 

where ro = h(101,n). 

5.4.3 Security analysis 

We consider the security of our system after the adversary compromises the T S, the LS and the 

reader Ri. Since we allow anyone to query the databases, the adversary controlling the TS for 

instance, can also query the LS like a regular user. 

Compromise T S server: The adversary succeeds in attacking TS if he can determine which 

ro in LS belongs to a user, or if the adversary can determine that two ro values belong to the 

same person. The reason for focusing on ros is because through ro, the adversary determine the 

whereabouts of a user. 
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The adversary controlling TS is able to access all the records such as those in Table 5.5, as 

we11 as observe multiple queries (Query 5.1) made by a user and the corresponding response. The 

adversary can also query the LS using information from his observations. 

We begin by examining what the adversary can learn from contro11ing T S. For a single RFID 

tag T; with secrets; being queried twice, then results from h(s,ct) and h(s,(ct + 1)) will be 

different since the ct value is automatically incremented each time the tag responds, as shown in 

Fig. 5.5 Step I (b). We see that the adversary simply knowing the entire Table 5.5 cannot determine 

whether two n values belong to the same user or not. The adversary can only determine which 

n values belong to the same user after observing a user execute Query 5.1 multiple times. The 

reason is that the answer to Query 5.1 is the n value associated with a particular time. Since only 

a user knows his owns values, successive Query 5.1 link then values to the same user. 

Let us assume the adversary after some observation can determine that the times t; and lj, and 

the corresponding n; and n j belong to the same user. Now the adversary tries to query LS to try and 

determine where this user has been. The table maintained by LS only contains a set of cos and their 

corresponding locations. There is no indication what time each co was obtained. The adversary 

cannot determine which co belongs to the user he is tracking because co = h(ID, n ), and that the 

adversary cannot link co= h(ID,n;) and co= h(ID,nj) together without knowing the secret !D. 

The property of separating time and location infom1ation into the TS and LS respectively 

defends against leaking information in the more extreme instances where there are few users in 

the entire tracking system. Consider the tracking system of an office building at night, and we 

have T S table, 
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Time Random value 

I. 2:00am n; 

2. 2:15am 11j 

Assuming there is no one else in the building, the adversary can infer that n; and n j belong to 

the same person. Now, the adversary can attempt to query LS to determine where that person has 

been. The adversary cannot determine any ros from n; and nj, and can only issue a query "Select 

* from LS where ID=*" to retrieve everything from LS to try and determine where this tag has 

been. Since LS does not store time, the adversary cannot filter the LS data to narrow down possible 

locations the tag has been. 

Compromise LS server: Next we consider the adversary controlling the LS server. The ad­

versary will now be able to access all the records such as those in Table 5.6, as well as observe 

multiple queries (Query 5.2) made by a user and the corresponding response. The adversary can 

also query the TS using information from his observations. The goal of the adversary remains the 

same. 

From controlling LS, the adversary knows the time and location associated with each ro. Given 

that w = h(ID,n), RFID tags with different IDs will have different w values, and the same tag will 

also have different ros at different times since then values will change due ton= h(s,ct), and the 

tag's ct values increments each time it replies. Unlike controlling the TS, the adversary observing 

multiple Query 5.2 cannot assume they all belong to the same user and link the ros together. This 

is because a user does not have to issue Query 5.2 more than once to obtain an answer. 

Let us assume that the adversary knows that W; is associated with timet;. The adversary can 

query TS doing "Select *from TS where Time=t;". However, since there are many tags that 

respond at each time, all the adversary obtains is a set of n values. The adversary cannot determine 
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which n value corresponds to his OJ;. 

Compromise RFID reader: An adversary controlling an RFID reader will be able to read 

OJ,n from a tag (Step (2) in Fig. 5.5), and is assumed to know the location of the reader it has 

compromised. We allow the adversary to physically observe a user transmitting a particular OJ;, n; 

once, in other words, being able to associate a user's identity to a OJ;, n; tuple. The adversary 

succeeds if he is able to use this information to determine additional information regarding that 

user. 

One attack has the adversary trying to use OJ;,n; in querying TS and LS. The adversary learns 

from querying TS, since he already knows the time and n; values. Since the tag will use a different 

n each time, the adversary cannot determine whether other n values belong to the same user. 

Similarly, since the n value is constantly changing, the adversary observing LS cannot use OJ; to 

detem1ine which OJs belong to the same user. Thus, no additional information can be obtained 

from T S or LS from OJ;, n;. 

Another attack has the adversary after manually determining the identity associated with OJ;, n;, 

trying to determine if a future OJ1,n1 belongs to the same user. This is useful if the adversary 

controls the reader deployed outside an sensitive location like a clinic. Since the adversary cannot 

always be physically present to determine a user's identity, this attack allows the user to detem1ine 

if the same user has visited that location again in the future. However, since knowing the n; and 

n 1 cannot be linked together because the ct value is incremented and hashed with a secrets known 

only the tag, the resulting OJ; and OJj cannot be linked together. 

Finally, we consider the scenario where the adversary controls multiple RFID readers. Con­

trolling multiple readers does not give the adversary any additional advantage, since a tag does not 
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have to authenticate the RFID reader before transmission. The tag will always generate a different 

ro, n tuple to any reader that queries it. 

5.4.4 Protocol discussion 

Our protocol uses the counter ct that automatically increments each time the tag is quetied. This 

feature allows an adversary, using his own reader, to query the tag simply to increment the ct value. 

However, this behavior only degrades the user's performance, and does not help the adversary 

learn anything about the user. A rational adversary will not launch this type of attack. 

Our choice of ro in the protocol is h(TD,n). Given an adversary, a possible alternative is to 

set ro as h(TD,t). This will have the same properties as h(TD,n) since the time value twill only 

occur once and never repeat. Using h(ID,t) will also give better query performance, since the user 

can directly determine the appropriate ro and query the LS, instead of doing a binary search on 

TS to determine n. The reason we do not use h(TD,t) is that different readers may have a slightly 

different clock skew. Thus, honest readers may issue the same t value to the RFID tag, resulting 

in similar ro values at different locations. This allows that tag to be linked to two locations, thus 

violating privacy. Our choice of h(l D, n) does not have this problem since the ct will automatically 

increment after each query, resulting in different ro values each time. 

5.5 Additional Discussion 

Here we consider disruption attacks that do not impact user privacy but can disrupt regular user 

operations. 
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5.5.1 Detect deleted data 

The adversary controlling either T S or LS can decide to delete selected entries from the respective 

tables. The adversary can do this simply to disrupt the database operations, or to conceal other 

malicious activities. Consider for instance an adversary planning to steal something from an office. 

The adversary can attack the T S or LS to avoid storing any tag data collected around that time or 

location to cover his tracks. Possible witnesses that check the system to verify their locations will 

determine that they were not actually present at that time. 

Recall that when a user wishes to query "Select * from LS where ID=co", he will first build 

a Table 5.7 to determine his target time. To determine whether any data has been deleted, the user 

can expand Table 5.7 to include enumerate all previous ct values until up to the current ct value 

in his RFID tag. He then queries the T S until to determine the n value corresponding to each 

ct. If the adversary has compromised TS and deleted his entry at a particular time, then value 

corresponding to that time will be missing. In other words, if the user has some counter value ct; 

where there is non value in Table 5.5 matches h(s+ct;), the user will suspect that his data has 

been deleted. 

If the user can obtain all the n values corresponding to his ct values, he then queries the LS for 

each co associated with each n. If the adversary has deleted his entry from LS, the user will not 

receive any location associated with one of his cos. Note that the adversary can only select entries 

to delete based on either time, if controlling T S, or location if controlling LS. The adversary 

cannot single out a particular tag's information to be deleted since he cannot distinguish between 

two tags. 

The adversary can compromised the RFTD reader instead of TS or LS so that the reader does 

not broadcast any requests. When this happens, no tag data exists in either TS or LS, and the RFID 
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tag will not be triggered increment it's ct value. While a user can infer from "gaps" in the time 

and location information from T Sand LS that a particular RFlD reader might be compromised, the 

user cannot be certain since the gaps may also be caused by environmental conditions or faculty 

readers. Nonetheless, the occurrence of such gaps will trigger an investigation and detect any 

compromised readers. 

5.5.2 Detect tampered data 

Instead of deleting the data, the adversary can choose to tamper with the time or location informa­

tion and launch an attack as follows. Consider an RFID tag at 10:00 am was read outside "Office 

1". There will be an entry in the TS 

Time Random value 

I. 10:00 am n 

where n = h(s + ct ). The corresponding entry in LS will be 

ID Location 

I. (J) Office 1 

Now let the adversary compromises T S, and changes the time variable from 10:00 am to II :00 

am. The user querying TS with "Select* from TS where Random Value= n", will receive the 

answer 11:00 am. The same user now querying LS with ro = h(ID,n) will believe that he was 

outside Office I at II :00 am instead of I 0:00 am. Since no data was deleted, the user using 

the technique for detecting missing data above will not find any problems. The adversary that 

compromises LS can execute the same attack by changing "Office I" to "Office 2". 

The reason this attack is successful is because there is nothing linking the value n to 10:00 am, 

nor the value ro to "Office I". We can modify our protocols to let the RFID reader transmit both 
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the t and Rw information when querying a tag. The tag will then compute a new variable £ where 

£ = h(ID,n,t,R;J). 

and return this value to be stored in LS. Thus, the table in LS will become 

ID Location 

I. ro,c Office 1 

After the user queries for his location from LS, he will compute e by hashing his 1D with the n 

value and time values he received from TS, and the location provided in LS. If e matches €, the 

user will accept the answer. 

We can use a separate mechanism to detect whether an adversary has compromised an RFID 

reader to an incorrect t or Rm values. When LS receives the data from an RFID reader, it can 

check whether the contained Rw matches the RFID reader IP address that transmitted the data. 

A warning will be flagged if there is a discrepancy. The same check can be performed by TS to 

verify if the reader used an incorrect t value. 

The adversary controlling T S can use this £ to determine the location of user if he is able to 

associate ann value with £ since he will then be able to search LS for a matching c value. The 

adversary cannot obtain £ directly since this value is never forwarded to T S. The adversary cannot 

deduce this value from n and t because £requires knowing Rm and ID, both which the adversary 

does not know. 

For the adversary controlling LS, the addition of c can be used to track a user if the adversary 

can observe the LS table and determine two identical £ values. This will imply that the same user 

visited both locations. However, each £ contains a time t from the RFID reader which will never 
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repeat itself, and the adversary controlling LS cannot manipulate the reader to reuse an older t 

value. Thus, the adversary cannot link two locations to the same user. 

Finally, the adversary controlling the RFID reader may attempt to reuse old t values to track a 

user. The adversary can program the RFID reader to always use the same timet value, The idea 

here is to try to get an RFID tag to return a response that has been repeated before. This way, 

the adversary can determine that that same tag has move pass the reader twice. Here, we let e to 

contain an always changing value n which is dependent on an incrementing counter ct. Therefore, 

even if the same same t, Rw and ID values are used, the resulting e will not be the same. 

5.6 Conclusion 

As ubiquitous systems move towards real world deployments, privacy systems that do not rely 

on trusted servers will become increasing important. In this Chapter, we propose an initial step 

towards more robust alternatives by allowing some of the servers to be compromised. Our future 

work considers two extensions. The first is to allow users to delegate data access control to other 

users, and the second is to explore techniques to improve range query performance. 



Chapter 6 

IBE-Lite: A Lightweight Identity Based 

Cryptography for Body Sensor 

Networks 

This chapter considers remote data extraction from a sensor. Like the previous chapter, here we 

have a sensor wanting to ensure that its data once extracted remains secure. While the sensor is 

more powerful than a tag, the sensor also has more information to store than an RFID tag. In this 

chapter, we use a network of wearable sensors, a body sensor network, to demonstrate IBE-Lite, 

our solution to let a sensor efficiently encrypt data using multiple keys. 

The use of wireless sensors for health care monitoring creates new ways of providing quality 

health care. A diverse array of specialized sensors can be deployed to monitor people like an 

at-risk patient with a history of heart attacks, or a senior citizen living independently at home. By 

continuously collecting a patient's physiological data in an unobtrusive manner, these sensors can 

provide doctors with additional information for better medical diagnosis. A body sensor network, 
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or BSN, is an important component in this monitoring scheme. A BSN consists of sensors placed 

directly on a patient's body or woven into the patient's clothes. A BSN "travels" with the patient, 

allowing for uninterrupted monitoring when the patient is outside his home. 

The fact that a BSN is "always on", continuously collecting data, creates additional security 

and privacy demands. A patient will rightly want to limit the access and scope of the collected 

data to different people. For the purposes of this chapter, we assume the patient wishes to control 

data access according to the date, time, and the identity of the person who will access the data. 

For example, a patient may want to limit a physical therapist's access to BSN data collected on 

January 1st between 9 and 10 am, and no other times. In practice, there could be even more access 

conditions such as restricting data to specific locations where the data was collected. 

In this chapter, we focus on a BSN deployed for medical monitoring. The data collected by 

the BSN is either stored in the sensors themselves, on a home computer, or forwarded to publicly 

accessible website. We use the term storage site to refer to where the data is stored. There is a 

certificate authority (CA) that helps a patient store and regulate access to decryption keys. Exam­

ples of possible CA include a local police department, or VA (veteran's affairs) clinic. A patient 

will register with a CA ahead of time, authorizing the CA to release permissions under different 

conditions to the appropriate personnel. A doctor wanting to obtain the data will first contact the 

CA for the appropriate keys, and then obtain the needed information from the storage site. We 

consider an adversary that seeks unauthorized access to the patient's data. These adversaries in­

clude criminal elements like identity thieves, as well as "snoopy" elements like employers. The 

adversary in the latter case may have partial access to some of the data, but may try to learn more. 

Techniques of these adversaries are elaborated in the security analysis later in the chapter. 

We can provide the necessary security protections by designing the BSN to encrypt data with 
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different keys. For instance, the data collected between 9 and 10 am will be encrypted with a 

different key from the data collected between noon and 1 pm the same day. This way, the patient 

can assign the appropriate decryption key to different people to limit access to the information. 

Symmetric key encryption : In symmetric key encryption, the same key is used to both 

encrypt and decrypt the data. So for a patient wearing a BSN that monitors a patient 24 hours a 

day for an entire month and only wants his primary doctor to access the information, will need 

to store 24 * 30 * 1 = 720 symmetric keys in the BSN, assuming that a different key is used every 

hour. If the patient wishes to control access to different people (other doctors, in-house caregiver, 

and so on), then more keys will have to be assigned to the BSN. 

A problem occurs when the BSN or a single sensor from the BSN is stolen. When this happens, 

the adversary will be able to decrypt the data, since the same key is used for both encryption and 

decryption. One solution is to increase the number of encryption keys by letting each sensor use a 

different key to encrypt the data collected at the same time. For a BSN with 100 sensors, we will 

have 10 * 24 * 30 * I = 72000 keys in the example given above. This makes key management more 

complicated since the decrypting party may not know in advance which key used. For this reason, 

many conventional protocols such as SSL on the Internet use symmetric keys to encrypt data, but 

use public keys to encrypt the symmetric key before transmission. 

Conventional public key encryption : In conventional public key encryption like RSA, two 

keys are used, an encryption key and a decryption key. Now, we can store the encryption key on 

the BSN, and the decryption key safely elsewhere at a trusted location like the CA. When BSN is 

compromised, the adversary will only learn the encryption key and cannot decrypt the data. 

However, the computation cost of using regular public key cryptography is high. Since the 

sensors in a BSN are computationally weak, implementing such a solution is infeasible on existing 
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BSN hardware. Furthermore, once the secret key is revealed, all encrypted data is vulnerable. 

This poses a problem when temporary access to the BSN data is needed. For instance, an on duty 

doctor wants to access the BSN data. If there is only one public key used to encrypt all data, the 

doctor after learning the secret key, will be able to decrypt all data even when off duty. A defense 

is to store many public keys in the BSN, leading to similar key management problems as with 

symmetric key encryption. 

Identity based encryption (IBE) : IBE is a form of asymmetric cryptography like RSA. 

However, unlike RSA which requires both public and private key to be generated together, IBE 

allows a public key to be generated from an arbitrary string [20]. The corresponding private key 

can be generated separately later. For example, the patient may instruct the CA to release the 

keys to any ER doctor. Each day, the patient's BSN will create a new public key using the string 

str ={date I time I ER}. TheCA does not have to create the corresponding private key. When an 

ER doctor wants to obtain data for Jan 1 "1 between 9 and I 0 am, he will first authenticate himself to 

the CA. TheCA will then create the decryption key using that same string str ={date I time I ER}. 

This key can only decrypt data collected on that date and time. 

Storing the syntax in the BSN is secure even if the sensors are compromised due to the asym­

metric property of IBE. An adversary with access to a BSN sensor and knowledge of the syntax 

can only create a public key which cannot decrypt any information. Only theCA (or the patient 

himself) can create the private key to decrypt the data. Key management is also simplified, since 

the CA can generate a particular secret key based on the syntax, for instance date and time, on 

demand. 

We design protocols based on identity-based encryption, IBE, that provide security and pri­

vacy protections while allowing flexible access to stored data. While IBE has been actively stud-
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ied and widely applied in cryptography research,conventional IBE primitives are computationally 

demanding and cannot be efficiently implemented on BSN sensors. We developed IBE-Lite, a 

lightweight IBE suitable for a BSN. Through a proof-of-concept implementation of !BE-Lite on 

commercially available sensors, our experimental results show that IBE-Lite gives reasonable per­

formance when executed by resource-constrained sensors. 

6.1 Related Work 

The motivation behind BSNs is to place low cost sensors directly on the patient for health care 

monitoring, and several research prototypes have been developed [73, 125]. Our work differs from 

these in that we focus on the security issues in BSNs. 

Identity based encryption (IBE) is a relatively new type of asymmetric key encryption [20,30]. 

Work by [124] developed protocols using IBE on sensors used in large scale sensor networks. The 

sensors used in a BSN have to worn on the patient, and are likely to be smaller and weaker. Thus 

unlike [ 124], our work uses IBE that does not rely on bilinear pairings such as Weil or Tate pairings 

in our primitives. Practical public key encryption for sensors have been proposed by [ 112-114], 

but these research only focus on conventional public keys, and do not support the IBE properties 

mentioned in this chapter. 

Work by [80] uses IBE in a medical setting to secure the communications in a hospital, and 

[74] considered a security architecture for BSN focusing on the problem of key exchange between 

a sensor and a base station. The main difference between these work and our research is that we 

focus on deploying IBE on resource constrained devices to achieve practical performance. A key 

distinction is that our work presents evaluation results based on actual hardware. 

Work by [9] proposed a secure system for BSNs using symmetric keys. While symmetric key 
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schemes use Jess storage space per key and generate a smaller ciphertext, they do not have the 

asymmetric property of public keys schemes like RSA or !BE-Lite. Our research takes advantage 

of recent advances that allows us to perform faster computation than earlier sensor hardware plat­

forms. Another paper by [I 0] uses the variability of a patient's heart rate as a means of person 

authentication. This work complements our IBE-Lite encryption since the patient's heart rate can 

be used as an input string to generate encryption keys. [105] also consider using IBE on BSN, but 

suffers from slow query performance when searching over a lot of ciphertext. 

6.2 IBE-Lite Solution 

The simple examples presented in the previous section rely on conventional IBE which cannot be 

efficiently executed by a sensor in a BSN. Instead, we introduce !BE-Lite, a lightweight IBE that 

retains the properties of conventional IBE and yet can be executed on a BSN sensor is needed. 

The two useful properties are the ability to use an arbitrary string to generate a public key, and 

the ability to generate a public key separately from the corresponding secret key. !BE-Lite is built 

upon Elliptic Curve Cryptography (ECC), a public key primitive suitable for BSN [71 ]. 

Secret key X 160 bits 

Public parameters (y,P,p,q,h(.)) 1120 bits 

Table 6.1: Size of basic ECC primitives. 

To setup ECC, we need to derive a secret key x, and public parameters (y, P, p, q, h(.) ). Ta­

ble 6.1 shows the size of these parameters in bits. For the rest of the chapter, we denote encrypting 

a message m using public key y as EccEncrypt(m,y), and decryption of ciphertext c generated 

by the EccEncrypt using the secret key xis given as EccDecrypt(c,x). Details for generating the 
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parameters as well as EccEncrypt and EccDecrypt are found in [62]. 

6.2.1 IBE-Lite 

From the basic ECC primitives, we derive the following IBE-Lite primitives, setup, keygen, 

encrypt and decrypt. 

The intuition behind using IBE-Lite is to let a sensor independently generate a public key 

on-the-fly using an arbitrary string. For example, a sensor collecting EKG readings on Monday 1 

pm will first create a string str = (mondayll pmiEKG). Using this string, the sensor can derive a 

public key, Ystr to encrypt the data and send it to the storage site. There is no corresponding secret 

key created. In fact, the sensor cannot create the secret key needed to decrypt the message. 

When the CA wishes to release this information to a doctor, the CA will derive the corre­

sponding secret key, Xstr• by using the same string str = (mondayll pmiEKG). This secret key 

only allows the doctor to decrypt messages encrypted by a sensor using the same string. This sim­

plifies the key management, since theCA can generate the secret key on-demand without keeping 

track of which keys were used to encrypt which data. The only requirement is that the string used 

to describe the event is the same. Our primitives are as follows. 

Setup: The patient selects an elliptic curve E over GF(p), where pis a big prime number. 

We also denote P as the base point of E and q as the order of P, where q is also a big prime. The 

patient then generates n secret keys XJ, • · · ,x11 E GF(q) to generate the master secret key. 

X= (x1,··· ,xn)· (6.1) 

The n public keys are then generated to make up the master public key. 

Y=(yJ,···,y"), (6.2) 
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where y; = x; · P, 1 ::; i < n. Finally, the patient selects a collision resistant one-way hash function 

h: {0, I}*---> {0, 1}11
• The parameters 

(Y,P,p,q,h(.)) (6.3) 

are released as the system public parameters. 

Keygen: To derive a secret key x.,·rr corresponding to a public key generated by a string str, 

the patient executes Keygen(str) = x51 ,., 

where h;(str) is the i-th bit of h(str). 

II 

Xsrr = [.h;(str) ·X;, 
i=l 

(6.4) 

Encrypt: To encrypt a message musing a public key derived from string str, the sensor does 

Encrypt(m,str) to determine the ciphertext c. Alg. 9 shows the process. Note that Alg. 9lines I 

and 2 need only be run once to derive the public key Ysrr· 

Algorithm 9 Encrypt(m,str) 
1: Determine string str using agreed upon syntax 

2: Generate public key Ysrr where 

Ystr = L~l h;(str) · y; 

3: Execute EccEncrypt(m,y,,,.) to obtain c 

Decrypt: The doctor executes Decrypt(c,:(,·rr) to obtain the original message m which was 

encrypted using a secret key derived from str. The process is shown in Alg. 10. 

6.2.2 BSN Security Protocols 

Here we describe the protocols built upon IBE-Lite. First is the initialization phase where the 

patient first uses the BSN. Next is the data collection phase which outlines how a sensor encrypts 
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Algorithm 10 Decrypt(c,str)) 

I: Requests permission from CA to obtain data described by st r 

2: CA runs Keygen(str) to derive Xstr 

3: Doctor executes EccDecrypt(c,x.1.1,) to obtain m 

the collected data. This is followed by the data transfer phase which describes how a BSN transfers 

data to a storage site. Finally, the query phase which occurs when a doctor needs to obtain data 

from the storage site. 

We assume that an agreed upon syntax is used to describe the public key, and this description 

is termed as str. For example, the patient deciding to collect data on a hourly basis will set the 

sensors in the BSN to affix a timestamp rounded to the nearest hour when creating str. In other 

words, two EKG readings collected on Monday at I :05 pm and 1 :20 pm will both be described 

using the same string str = {mondayll pmiEKG}. 

As mentioned earlier, we assume an honest-but-curious storage site which will try to learn the 

contents of the stored data, but will otherwise not delete the stored data. We also assume a separate 

security mechanism is in place so that only the patient can store BSN data onto the storage site. 

Initialization: The patient first executes Setup to obtain the master secret key X= (x1, · · · ,x11 ), 

and public parameters (Y,P,p,q, h(.)). The patient loads the parameters (Y,P, p,q,h(.)) into every 

sensor in the BSN. The master secret key is registered with the CA. 

Data collection: Let the sensor collect data d at event str. The sensor executes Alg. 11 to 

encrypt its data. The tuple ( Ct, c2) is then stored in sensor memory. The flag is a commonly 

known bitstring several bits long. 

Data transfer: Periodically, each sensor in the BSN will transfer its data to the storage site. 

This is done by first aggregating all the data into a cell phone like device [ 125]. The cell phone 
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Algorithm 11 Sensor encrypting data 
1: Derive the string str, and generate a random number n 

2: Calculate m1 = (flagln) where flag is a known bitstring 

3: Calculate m2 =(din) 

4: Calculate c1 =Encrypt(str,ml) 

5: Calculate c2 =Encrypt(str,m2) 

then forwards the aggregated data to the storage site. Assuming that there are k tuples generated 

by the BSN, the cellphone will forward the set { ( cJ , ci), · · · , ( c~, c~)}. Alternatively, a sensor with 

enough storage capacity can opt to store the data within the sensor itself. In this case, there is no 

data transfer process. 

Querying: A doctor wishing to obtain data collected under some str will first contact theCA 

for permission. After theCA agrees, theCA will run Keygen(str) to derive the corresponding 

secret key Xsrr needed to decrypt data. 

The doctor then contacts the storage site and retrieves the data as shown in Alg. 12. When the 

data is stored within the sensor, the role of the storage site will be executed by the sensor. 

Since all the data is encrypted, the storage site cannot return a specific encrypted data to the 

doctor. Instead, the storage site simply lets the doctor try to decrypt each tuple ( Ct, cz) belonging 

to the patient. The reason the storage site first returns CJ for the doctor to verify instead of returning 

c2 directly is to improve efficiency. Since the length of c1 is much shorter than that of c2, letting 

the doctor first attempt to decrypt CJ before sending the much longer cz reduces transmission time. 

Notice that c2 embeds the same random number n in both c1 and cz, and the doctor will only 

accept the data in c2 to be legitimate only if both random numbers match. This random n is known 

only to the sensor encrypting the data. Consider for example two sensors belonging to the same 
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Algorithm 12 Doctor querying for data 

1: for every ( c\, c~) i E k for patient do 

2: Storage site sends c•; to doctor 

3: Doctor runs Decrypt(c\,str) 

4: if the initial bits of the result match flag then 

5: Doctor requests corresponding c~ from storage site 

6: Doctor executes Decrypt(c~,str) and checks whether then matches the value from c\ 

7: Doctor accepts d if both are correct 

8: end if 

9: end for 

BSN encrypting some data using the same string str. Since both sensors are legitimate, the use of 

the random n prevents an adversary from swapping the czs from different sensors to confuse the 

doctor. 

6.2.3 Query Improvements 

A potential bottleneck is the amount of time needed for a doctor to query a storage site. Consider a 

storage site with k tuples ( cJ, ci),- · · , (c'[, c~), and a doctor receives l secret keys from the patient. 

The storage site will have to transmit c\, i E k to the doctor, and the doctor will have to try every 

key x1,j E l on each c\ to determine whether there is any desired data in the storage site. This 

takes O(k ·I) amount of time. 

This poor performance is because the storage site is unable to index any of the tuples since 

the storage site cannot determine the actual content of the tuples. This feature protects the privacy 

of the patient at the cost of slower searching time. For instance, consider a storage site have 
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many tuples belonging to the same patient, and one of the tuples is encrypted using the string 

str ={date I ER}. An ER doctor with the corresponding secret key will still have to go through 

every tuple in the storage site to determine whether that single tuple. This is inefficient when a 

storage site contains many different tuples. 

We can improve the search performance by letting the sensor encrypt additional hints about the 

tuples. This hint is a variable that can summerize several tuples together. For example, the sensor 

may have created two tuples ( c], c~) and ( cf, cD using two different descriptions {date I ER} and 

{date I gym}. Since both descriptions contain the same condition date, we can create a hint 11 = 

Encrypt(m,str) where 

(6.5) 

and str = {date}. Here il and if refer to the indices pointing to c] and cy. 

Now the doctor requesting permissions will get an extra key from theCA for the date to decrypt 

the hint. The use of hints improve the performance by reducing the number of transmissions 

between the storage site and the doctor, since the doctor will only request c1 s from hints he can 

decrypt. This scheme is still secure since the doctor still needs the correct key Xstr to decrypt a 

particular c1• The privacy of the patient is still protected from the storage site since the storage 

site learns nothing from the hints. 

6.3 Analysis and Evaluation 

6.3.1 Security 

Here, we analyze the security of our proposed protocols. Encryption and decryption are performed 

using the keys Xstr and Ystr derived from string str. Both Xsrr and Ysrr do not violate the discrete 
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logarithm property where, given y = x · P, it is infeasible to determine x given y and P, since both 

are derived from addition of points on the same curve. 

Eavesdropping attack: In this attack, the adversary eavesdrop on the message transmitted 

from the BSN to the storage site and learns the tuple ( Ct , cz). The adversary succeeds in his attack 

if he is able to determine the data dafter observing as many tuples as he wishes. Since our protocol 

encrypts all data before broadcast, the adversary learns nothing from the ciphertext. 

Tracking attack: Here, the adversary attacks the patient's privacy by observing multiple 

transmission between a BSN and a storage site. The adversary is considered able to track the 

patient if given two tuples, the adversary is able to determine whether they come from the same 

BSN. In our protocol, each ciphertext ( c1, c2 ) includes a new random number n. In fact, even 

if identical data encrypted using a public key derived from the same string str in two different 

broadcasts cannot be linked together since a different random n will be used. This is important 

when the BSN monitors data such as body temperature which may remain relatively static for long 

periods of time. 

Compromised sensor: We assume that the adversary compromises one or more sensors in 

the BSN, and is able to extract all data that is stored on the sensor. The adversary succeeds in 

this attack if he is able to use the information to determine previously encrypted data. Since each 

sensor only stores the public parameters (Y,P, p,q,h(.) ), the adversary learns no secret knowledge 

which can enable him to decrypt any tuples ( Ct , cz). 

Matching attack: The adversary launches a matching attack by first creating many public 

keys using different strings str. The adversary then encrypts all possible values using the different 

public keys to determine whether there is a match for the tuple (c 1,c2). This is possible since the 

number of potential EKG readings for example are bounded. However, both Ct and cz contains a 
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random number n generated by the sensor. Since the adversary cannot predict the value of n, the 

matching attack fails. 

Honest-but-curious storage site: This type of storage site will not delete the user's data but 

may attempt to determine the contents of the data. This assumption is common for many web 

based applications. For instance, an email service provider can generally be assumed to not delete 

the user's emails, but may try to use some of the content to place advertisements. This requirement 

also covers instances where the storage site is compromised and data exposed to an adversary. In 

our protocol, all data stored on the storage site is encrypted, and no secret keys are stored in the 

storage site. Therefore, an adversary with access to all the ciphertexts cannot decrypt the data. 

Note that an malicious storage site can still cause disruption by deleting the patient's data. 

While our protocols do not prevent this, a practical defense is to store the same encrypted data at 

different storage sites so that the data is still recoverable. 

Complexity analysis: Given n public keys Y = (y 1, • • · ,yn),, the time complexity for using 

IBE-Lite to generate a public key Ystr using string str is O(n), and the time needed to perform 

the encryption with Ystr is 0( 1). Similarly, the decryption requires a time complexity of 0( n) to 

generate the secret key x,1,. and 0( 1) to decrypt the data. 

Since our protocols rely on asymmetric key encryption, only public keys are stored in the 

sensors. Thus, our schemes are resistant against an adversary that can compromise all sensors in 

the BSN. However, our protocols are vulnerable to attack if there are O(n) colluding users each 

with a single secret key Xstr· The colluding users can use their individual secret keys to derive 

the master secret key X given in equation 1. This vulnerability can be defended by the rekeying 

process given below. 

Rekeying: A vulnerability of our scheme is that once n secret keys x.~rn · · · ,~1,., are released, 
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colluding users will be able to solve for the master secret X. There are two defenses against this. 

First, we can select a large enough n such that we will never release n secret keys. As we will 

show in later, we can easily let n be a few thousand keys without incurring heavy storage penalty. 

Note the large value of n only refers the number of secret keys released, and not the amount of 

data encrypted. For instance, for n = 500, the BSN can still encrypt more than 500 pieces of data 

so long as less than 500 secret keys are released. This is unlike a symmetric key or conventional 

public key solution where each piece of encrypted data requires a new key. This distinction is 

important because a BSN that is continuously worn by a patient will always collect information, 

but only a subset may be ever be used. Since we cannot determine in advance what data will be 

requested, we therefore have to ensure we have enough keys to encrypt everything. 

Second, we can rekey the BSN by creating a new set of n secret keys as the master secret, and 

store the new public information in the sensors. Note that the rekeying does not have to be done 

by the BSA itself. A powetfullaptop can be used, and the information then stored into the BSN. 

The laptop can then re-register the new keys with the CA securely online. This is the same as 

changing a password for a bank account. The patient does not have to physically visit the CA. To 

reduce the rekeying frequency, the CA can be configured to inform the patient when to rekey his 

BSN after it has released a certain number of secret keys. This way, if the data collected by the 

BSN has not been requested by any doctor, the patient can avoid the overhead of rekeying. 

6.3.2 Performance 

We evaluate our protocols using experiments conducted on commercially available Tmote Sky 

sensors from MoteiV. The Tmote Sky is the next-generate sensor hardware module for extremely 

low power, cost effective, and reliable sensor network applications. Tmote Sky has a 8MHz TI 
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MSP430 CPU, 1 OKB on-chip RAM, 48KB programming ROM. Equipped with 802.15.4/ZigBee 

radio, an integrated antenna provides up to 125 meter radio transmission range. 
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Figure 6.1: Amount of storage needed to store n keys for different encryption methods. 

Fig. 6.1 shows the amount of storage needed for different encryption schemes. We represent a 

conventional asymmetric key encryption scheme using RSA. Note that we also need to store many 

encryption keys for both symmetric key and RSA encryption schemes. We see that a symmetric 

key encryption requires the least amount of storage, while RSA encryption uses the most amount 

of storage. Our IBE-Lite gives us the advantages of asymmetric key encryption while using a little 

more storage space than a symmetric key scheme. 

Fig. 6.2 shows the data transmission overhead of the various encryption schemes. For both 

the RSA and IBE-Lite, the data itself is not encrypted. Instead, a symmetric key is first used to 

encrypt the data, and then the asymmetric key is used to encrypt the data. This is the conventional 

method when designing protocols using asymmetric key encryption. 

The main overhead of IBE-Lite over other encryption schemes is the time needed to generate 

an encryption key Ystr from a string str using n number of public keys )'J, · · · ,)'11 • In both symmetric 

key and RSA, the public keys are precomputed and stored in the sensor. Fig. 6.3 shows the amount 



2000 

I 
~ 1500 
"0 

ti 
~ 1000 
C\l e 
.0 

~ 500 u: 

-Plain text 

• Symmetric key 

" RSA 
J, IBE-Lite 

o~~------~------~-------W 
500 1 000 1 500 2000 

Actual data (bytes) 

Figure 6.2: Data transmission overhead for different encryption schemes. All values in bytes. 
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of time needed to generate a single Ystr with varying values of n. All n public keys are initially 

stored in the flash memory. We see for instance that for n = 360, we need only 0.9 seconds to 

generate Ysrr· While IBE-Lite does require an additional key generation time, we note that we 

can achieve the properties of asymmetric key encryption like RSA using a much small amount of 

storage space. In addition, the amount of time a single public key can be used is typically much 

longer than the time needed to generated a new key. 

We use simulation to evaluate the search improvements. Since the searching is performed 

by a doctor with access to a more powerful machine, the simulations focused on the number of 

messages passed between a doctor and a storage site. We assume there are 1000 different possible 

time periods where a sensor may collect data. A sensor randomly selects a time period to collect 

data, and encrypts the data using a public key derived from that time period. The doctor is assumed 

to randomly select data from five time periods. The results are the average over 100 trials. Fig. 6.4 

shows the improvement when hints are used. 
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In this chapter, we presented IBE-Lite, a lightweight identity based encryption method suitable 

for a body sensor network. We provided protocols based on IBE-Lite and evaluated the protocols 

using a combination of security analysis, simulations, and practical implementation on actual 

sensors. 
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Figure 6.4: Comparing the difference in number of message passed during search when using hints verses 
no hints. 



Chapter 7 

Conclusion and Future Work 

Ubiquitous computing uses small, networked computing devices embedded into physical objects 

to create different applications. This dissertation focuses on the problem of how to securely and 

efficiently extract information from these devices. We organize these devices into two categories, 

battery-free RFID tags, and battery-powered sensor motes. For each device category, we consider 

two types of data access, a local and a remote access. In a local access, the tag or sensor only 

needs to authenticate the application querying for information, but in a remote access, the small 

device needs to perform additional processing to ensure that the collected data remains secure. 

RFID tags are inexpensive devices that can only perform very limited operations because 

they draw their operating power from the RFID reader querying the tags. We make two main 

contributions for local RFID tag data access. In our first contribution, we introduced authentication 

and search protocols that allow an RFID reader to securely extract data from a single RFID tag. 

Our protocols allow the RFID reader to independently access the RFID tag without requiring 

access to the backend server. In our second contribution, we designed protocols to accurately 

and efficiently monitor a set of RFID tags for missing tags without actually collecting all the tag 

IDs. The protocols can be applied even if the person performing the monitoring is malicious. 
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For remote RFID tag data access, we designed a protocol for RFID based object tracking system 

that divides a tag reply into two databases. Our protocol protects privacy even when one of the 

databases is controlled by an adversary. 

Sensors are equipped with a (weak) processor, some sensing capabilities, and can perform 

more complex operations than RFID tags. However, unlike RFID tags, sensors are limited by 

their battery power. Our main contribution for local sensor data access lies in our design and 

implementation of a search system akin to a desktop search engine that indexes the information 

inside a small device and accurately resolves a users queries. We modified information retrieval 

(IR) techniques and proposed a memory efficient top-k query resolution algorithm that returns 

accurate answers while utilizing limited amounts of memory. Our main contribution for remote 

sensor data access is a lightweight identity-based encryption technique that allows a sensor to 

generated asymmetric cryptographic keys based on human-readable strings. This allows a sensor 

to easily generate sufficient keys to encrypt each piece of data with a different key. 

7.1 Future work 

There are two natural questions that arise from secure and efficient techniques to extract informa­

tion from small devices. The two questions are, 

I. How do we determine the correctness of the information collected by these small devices? 

2. How do we mange all the information collected by these small devices? 

The first question is an issue of information assurance for the data collected by these small 

devices. While our current research allows us to securely extract data from this sensor, we are 

unable to determine the correctness of the data, that is whether the collected data is an accurate 
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representation of reality. To illustrate, consider a glucose sensor that is attached to a person's 

body and used to continusly monitor his glucose levels. Examples of problems that will affect the 

correctness of the collected data are 

• the position where the sensor is placed, 

• whether sensor has been calibrated correctly, 

• and the identity of the person the sensor is placed on. 

We have made some preliminary progress on the first problem. We attempt to determine a 

sensor's position with centimeter-range accuracy using a combination of both sensors and RFID 

tags. This is a departure from existing wireless localization solutions that use signal strength to 

determine positioning and are only accurate up to several meters. The intuition behind our solution 

is to have each sensor be equipped with a miniature RFID reader. Once the sensor is placed on 

the user's body, the sensor will read the IDs of the surrounding RFID tags that are woven into the 

user's clothing. This information is then used to form a location proof to verify that the sensor 

is placed correctly. Our proposed solution is supported by existing sensor and RFID hardware. 

Small sensors such as the Skyetek Ml-Mini have a built in RFID reader that can be used to read 

the RFID tags, and 13.56 MHz RFID tags with a short communication range of approximately five 

centimeters can be used for positioning. The remaining challenge is to ensure that the interaction 

between the sensor and the RFID tags is resistant to adversary attacks. 

The second question is to consider techniques to manage the information after it has been 

extracted. Ubiquitous computing surrounds us with many small devices that are continuously 

collecting data. The amount of data collected can be very large, and will eventually have to be 

stored at a reliable facility. One such facility is a cloud computing service provider which will 
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provide reliable access for other users and perform other important tasks like maintaining regular 

backups. However, this requires the user to trust the service provider with all his data. The research 

challenge in this direction is to balance the efficiency cloud computing services provides with the 

user's control over the security of his data. Some specific problems to be considered are 

• efficient encrypted data retrieval, 

• data management operations (top-k, most frequent, and so on) on encrypted data, 

• and techniques to verify the integrity of the stored data. 

Our existing research on remote access only considers these problems from the standpoint of 

the tag or sensor, but does not consider what modifications can be performed by the cloud service 

provider to improve performance. We intend to expend our research to consider the role of the 

cloud service provider in addition to that of the small to solve the problem of secure and efficient 

data access. 

Finally, during the course of writing this dissertation, we have seen some hybrid devices such 

as solar powered sensors and programmable RFID tags enter the market. The nature of these 

hybrid devices challenge our division of small devices into simple battery-free RFID tags, and 

more powerful battery powered sensors. We believe improvements in hardware technologies will 

continue to introduce new types of small devices with different characteristics that will continue 

to be a source of interesting research problems. 
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