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CHAPTER 1: THE PROBLEM

Introduction

Since the return of the veterans following World War II, institu-
tions of higher educatton in the United States have been in a period of
accelerated growth, both 1n terns of enrollment and public support. It
now appears that growth may be ending and that enrollment patterns may
change. There are also fndications that the publfc generally and mem-
bers of legislatures partfcularly are becoming more conservative in the
suppart provided for institutions of higher education (Cheit, 1971).

One result of these changes has been the demand for accurate projections
of student enrcliment in cclleges and universtties, primarily for tha
purposes of fiscal planning. The problem of accurately projecting en-
rollments has become particularly acute fn institutions with open ad-
mission policies such as community colleges. Many attempts have been
made to devalop accurate forecasting models. Models such as the cohort
survival, the student flow using Markov transition matrices, multiple
regressian, nonlinear growth, time-series decomposition, surveys, and
others have been used to predict enrollment. It appears that different
techniques have worked in different circumstances, and that each Indt-
vidual institutfon must develop its own medel, applying its own special
characteristics.

Comnunity college enrollments pase difficult enrolliment forecasting
probfems because of characteristics unique to these institutions. The
community college 15 a multidimansioral, open admissions institution
oriented toward meeting the needs of a particular comunity. They serve
all citizens in one geographical area called the service area. This

7
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area ¥s usually designated by the State, The student body is not com-
posed of a well defined group of students, but includes students of many
ages, races, sex, and levels of academic prepazraticn. In zddftion to
the traditional cellege population, adults, mirorities, slow learners,
students with academic deficiencies, and the elderly are attending
community colleges (Harrington, 1977}. Because of the diversity of the
student populatiorn and the different prioritfes of these students, it
has been difficu’t to find stable trends in enraliment.

Changing enrol1ment patterns have increased the difficulty of fore-
casting enrollments. Probably the largest single problem 1n projecting
enrollments for community colleges rasults from the increase in part-
time student enrollment [NCES, 1978). Sfnce part-time student enroll-
ment 15 increasing much more rapidly than full-time student enrollment,
headcount enrcllment 1s {ncreasing much faster than full-time equivalent
enrolIment (FTE), FTE enrollment §s the basis on which states, includ-
ing ¥irginia, allocate funds for their state calleges and universitias,
The large increases in part-time $tudent enrollment are due primarily to
the Increase in the number of older students. In 1975, for example, of
the 18 and 19 year nld students attending ccllege, 32 percent were
Full-time; the percentage of older students, on the other hand, attend-
ing full time was 23 percent {NCES, 1978). NCES (1978} predicts this
pattern will change because the populaticon projections for the years
1977 through 1986 indicate that the number of 16 to 22 year olds will
decrease, and the number of older studeats will increase.

A second change 1n enrollment patterns which has affected the

community colleges, and their full-time eguivalent enrpliment is the
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propartion of female students. In community colleges especially, female
enrallment has increasad very rapidly, and by the end of 1980 may become
greater than male enrollment {NCES, 1978). Finally, increasing numbers
of minorities and disadvantaged students are attending community coi-
leges. For these new nontraditional students in higher education, new
programs are required. In crder to meet the needs of these nontradi-
tional students, classes are scheduled 1n the evening as well as during
the day, and are taught off campus as well as on campus. These students
have required refresher courses and new technological advances in teach-
ing methods. As a result the cost per student has risen {Harringten,
1977). The increase in the cost per student, coupled with the decrease
{percentage wise) 1na total public support, requires community collages
to project thelr enrollments accurately. In many states, such as
¥irginia, colleges are financially penalized for over or under project-

ing their enrollments (Yirginia Appropriation Act, 1978).

Need for the Study

During the 1960's the community college movement experienced fts

greatast period of growth, 3o there was 1{ittle need or incentive to
develop accurate procedures for forecasting enrallment. In the late
1960's, howevar, several changes took place causing community colleges
and other {nstitutions of higher educatfon to frvestigate forecasting
procedures, As inflation iIncreased, costs began rising while enroll-
ments tended to decline {Cheit, 1971). As the general pubiic became
increasingly concerned with high taxes and inflation, they began ques-
tiontng the value and, 1n turrn, the cost of higher education. State

legislatures came to examine college budgets and to demand more specific
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many services had to be reduced or eliminated until the next budget
cycla. Since the legislature penalizes the institution for both over
projections and under projections, it 1s clearly designed to 1imit
"gamesmanship" by the Institutions 1in their quest for 5tate fumds, It
is also evident that this Yegislation punishes the 1nstitutions for
failing to submit accurate enrolliment projections by requiring them to
return funds already committed for faculty salaries cor other cperating
expenses 1f the projections are mot accurate. Thus, for the state sup-
ported institutions of higher education whe pursue an open door admis-
sions policy, accurate forecasting of student enrollment presents an
especially difficult problem.

As the need for more accurate enrollment predictions became criti-
cal, 1t also became obvious that the methods that had been used in mak-
ing these projections were inadequate., Through 1970, higher education
was a growth industry (Bowen, 1973)., FProjections for enroliment were
made by simply assuming the continuance of the growth trend. In 1970,
the growth rate of enrgliments began te decrease and, 1n 1976, enrcll-
ments actually fell (see figure 1, Appendix I}). New techniques were
needed to provide accurate projections of enrolIment, both short and
long term, in order to cptimize the expenditures of avallable funds and

the utilization of limited resources.

Purpese
The purpose of this study 1s to identify the factors relevant for

projecting enrpliments and to develop such factors into a model that
wi1l project enrollments withfn tl percent accuracy for a public commun-

1ty college using expo facto data from a ¥irginia community ¢ollege and
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Justification for projected expenditures. In ¥irginia, for example,
hudgetary reguests for state colleges and universities must now be jus-
tified on the basis of accurately projected enrollments. In its Appro-
priation Act of P978, the General Assembly of Yirginia gave the State
Council of Highar Education the responsibility for developing "policies,
formulas, and guidelines for the fair and equitable distribution and use
of publfc funds amgng the institutions of higher education, taking into
account enrollment projecticns" [Code of Virginia, 1978, p. #4).

As a result of this legislation, an institution may be required to
raturn appropriated funds in excess of thase justified by the actual en-
roliment to the Commonwealth, Thus, if the institution's enrollment ex-
ceeds the prajected enrollment by 1 percent or more, "the Governor is
authorized to direct the transfer to the surplus of the general fund,
from the appropriation to that ipstftution for educational and general
activities, an amount not exceeding the tuition and fees collected an
account of the enrollment In excess of 1 perceat. However, the transfer
shall not be made for any excess In enrollment which 15 1ess than 50
full-time equivaient students" {¥irginla Appropriation Act, 1978,

p. 166). According to policy, leniency should be allowed for colleges
having a large proportion of part-time students (Yirginia Appropriation
Act, 1978). [In 1376, however, Thomas Melson Community College was ra-
quired to return $44,000 to the Director of Budget as a result of the
over projection of enroliment in spite of a heavy proportion of part-
time students in the student population. Most of these funds had either
been committed or already expended for faculty, personnel, programs, or

servicas befare the order to return some was received. As a rasult,
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utilizing the data format developed by the State Councfl of Higher Edu-

cation in Virginia.

Hypotheses

If the purposes of this study are te be achleved, 1t is necessary

to test the following hypotheses:

1. Variables can be identified that will produce accurate fore-
casting models within the limits of accuracy desfgnated by the
Virginia State Legislature.

2. Using the variables identified above, foracasting models can be
developed for projecting the following categorfes of enroll-
ment.:

a. Fall headcount and summer sessfon headcount within 1] per-
cent, and

b. Total F7E€ within t]1 percent.

Definition of Terms and Abbreviations

Since this study involves two fields, higher education and statis-
tical forecasting, it may be helpful to define several terms which may
not be familiar tg researchers in both flelds., Definitions and abbreyi-
ations of various terms used in this study are given In the sections te
fallow:

1. Headcount Enro}Iment includes every student taking a course

without regard to the number of credit hours taken.

2, Full-time Equivalent Enroliment {FTE) equals the total credit

hours taken collectively by the students divided by 15 (the
number of credits defined as a ful! undergraduate student lot

in the guarter system}.



3.

4.

b.

8.

9.

1g.

11.

12,

13
Open Admissions Institutions are those institutions who accept
all qualified students who desire te attend and for whom pro-
grams are avaflable.
Cotlege Going Rate 1s the ratlo of the number of students going
to a particular college divided by the total population in the
age group from which the students come. A synonym is Penetra-
tian Ratio.
Persistence Rate or Survival Rate 15 the percent of an original
group that returns for the next stage after completing a previ-
ous stage of activity.
Participation Rate fs the percentage of a particular group,
such as a given pepulation, that participates in a given actiwv-
ity.
A Cohort is a group of iIndividuals naving a commnon classifica-
tfon or traft.
Univarsa) Access to Higher Education means "the guarantee of a
place for every high school student who wishes to enter higher
educaticn” (Carnegie, 1973).
relative Educated Wage 1% the wage of educated relative teo un-
educated Tabor (Dresch, 1975).
The Active Adult Population {AAP} {s the population between the
ages of 25 and &4 [Dresch, 1975).
The Trensverse Progressicn Theory says that a particular
paopulation grows exponentially.
Endogenous Data are internal data generated hecause the system

exists.
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13,

13.

15.

16.

17.

18.

19.

20.

21.

22.

14
Endagencus Data are internal data generated bacause the system
exists.
Exogenous Data are data external to the system; the system has
ne effect on them,
Regressor Yariables are the independent var{ables in a regres-
slon equation,
A Glabal Model 1s one in which the structure 1s highly stable
and the chosen madel is the truth about the underlying struc-
ture of the data (Gilchrist, 1978).
A Local Model is ome in which the structure 15 stable for the
short run, but not necessarily in the Tong run [Gilchrist,
1878).
Deterministic Models are perfect mathematical forms with no
chance element; 1.e., the forecast of the next observation
would be a perfect forecast.
Stochastic Medels are mathematical forms where the chance ele-
ment plays a major role,
Explicit Form is the mazthematical form when all data are used
in the forecast.
Recurrence Form 15 a mathematical form in which the new fore-
cast can be obtained from the pld forecast with a minimum
amount of effort when rew observaticns are added.
Forecast Errer Form 15 a mathematical form in which a multiple
of the last forecast errcr 1s added to the last forecast to
cbtain the new forecast.
Leading or Lagged Yar{ables refers to terms shifted forward or

backward in time by one or more years or quarters,
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24. LEI 1s a composite of 1?2 leading economic {ndicators computed

by NBER and published in the Business Conditions Digest.

2b. MNBER - HNational Bureau of Economic Research.

26. NKCES - Naticnal Center for Education 3tatjstics.

27. & - the value of x for which In x = 1,

28. THCC - Themas Nelson Community College.

29. WCCS - ¥irginia Community College System

30. SCHEY - State Council of Higher fducatfcrn of ¥irginia.

J1. SBO - State Budget Office.

32. SREB Southern Regfonal Education Beard

Plan of Study

In Chapter 1 the problem to be studied--farecasting enrollments at
a comunity college--was introduced atong with the need for the study,
the purpese, and hypotheses. Chapter 2 reviews the relevant 1iterature,
explores the different forecasting techniques, and gfves examples where
each technique has been applied. The procedures used to develop an
enrol Iment forecasting model for a community college 1s given in chapter
3. A Virginiz community college was used 25 an example. Although the
general proceduras for developing a forecasting model are the same, each
model must he partfcularized to an individual college because of the
differenca in characteristics. The optimum forecasts and the models
producfng the optimum forecasts are discussed 1n chapter 4 along with
the relevant statistics. Summartes, interpretations, conclusions, amd

implications for further studies are discussed in chapter 5.



CHAPTER 2: PREVIOUS RESEARCH

Introduction

In the last decade the problem of projecting enrollments at all
levels hat been studied and reperted in detail. Most institutions of
higher education are interested in enroliment projections bhecause they
are closely related to institutional goals and purposes and are essen-
tia} to financial and program planning at every level. If the resources
available to institutions of higher aducation fluctuate in the future as
predicted, the problem will become of tncreasing fmportance,

This chapter 15 organfzed into five major toples: the scope of the
prablem, changing patterns in enrallment, the factors relevant to this
study, the accuracy of past enrollment projections, and a review of the
methodology currently being used to project enrollments. The first sec-
tfon reviews current and previcus enrollment projecticons at the natiomal
teval. The second section reviews changing patterns of enrcliment. In
the third section, three general categories of factors relevant to pro-
Jecting enrollments are discussed: demographic, economic, and {nstitu-
tional. After the secticn on relevant factors, a brief discussion is
also included on the accuracy of national enrallment projections. The
concluding section on methodelogy includes a review of current methods
of statfstical forecasting and research desfgn. S5tate and instttuticnal

studies are used to {l1lustrate each research desfgn.

The Scope af the Problem

In the 1970°s the demamds on higher educaticn have increased. The

general call for “accountability" has caused educators to place much

16
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more emphasis on systematic plannfng, Because enrallments determine
income from tuition and fees as well as funding from public seurces,
enrollment projections have hecome an essential element in financial and
orogvam planning for institutions of higher edycation. In years prior
to 1970, the projection of total enrollinents at the national and state
leyel was all that was required because growth rates justified the need
far increased resources. In the seventies, however, growth patterns for
instftutions of higher educaticn became uncertain and new trends were
not easily identifiable. The large body of literature written in the
seventies suggest a range of opinfon on future enrollments in higher
educatian,

At the pational level, & number of enrollment projections have been
made. Bowen (1974) foreseas a high probability of enrollments in higher
education doubling or tripling befere the end of the decade. The
Carnegie Commission predicts small decreases in enrollments in the early
1980's and a subsequent peripd of stability in enrolIments to the year
2000. Bresch (1975) and Froomkin {1974) predict fairly large decreases
in enrollments in the early 1980's. <Cartter, "known for his record of
‘most accurate' predictions“, sees a decline in enrallments in the early
1980's and a modest recovery in the late 1980's (Leslie and Miller,
1974, p. 10). The National Center for Education Statistics (1978)
diffuses its predictions by makfng three projections: high, low, and
intermedfate alternatives. In the NCES Tow alternatfve projection,
s1tght Increases are seen until 1981 and then steady decreases until
1985. In its high alternative, steady Iincreases are predicted to the
year 1985 {Centra, 1980}.
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The large variations among enrcllment projections occurred because
the forecasts are based on different assumptions. The assumpticons dif-
fer primarily because the forecasters have diverse opinions on the fu-
ture of higher education. In the past, enrollment projecticns were
approached from the viewpoint that the past was {ndicative of the fu.
ture. A trend-demographic approach to enrclliment projecting was widely
used because enroliments were assumed to grow as the populatfon of the
12 to 22 year olds grew. In the early 1970's the growth rate of the 18
to 22 year olds began to decline (Carnegie, 1973). At the same time
that falling enrollments were projected, signs of financial stress began
to be evident (Cheit, 1971}). Institutions of higher education began re-
examining their purposes and goals which were reflected in their enroll-
ment projectiens. In the following paragraphs, severa) major enrol Iment
projections are reviewed in light of thelr underlying assumptions.

Howard Bowen, the most eptimistic of national forecasters, fore-
casts a 200-percent increase in enrollments by the year 2000 {Carnegie,
1975). He bases his prediction on the assumption that the growth of
higher education enroliments will parallel! the growth in the service
sector of the economy (it Increased from 28 percent to 60 percent from
1900 to 1960). Sowen contends that there are a host of factors other
than demographics which could affect the number of students attending
institutions of higher education. These might include the number and
kind of institutions available, the relevancy and attractiveness of the
program, the convenience of the times and places at which education is
offered, the nature of the admission requirements, the tuition charges,

the terms of financfal aid, and arrangement for release time from work
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for education. He contends that demographers who project enrollments
are not {nept, but human values and behavior are subject to seemingly
unexplainable shifts. Bowen bel{eves that if the pelitical and educa-
tional leadership in this country will display more imagination and dar-
ing, enroliments wfll continue to rise as they have in the past (Bowen,
1974}, The expansfon passibiTitfes of higher education are certainly
considerable. In 1973-74, for exanple, only 43 percent of the total
enrollment were female; 1in 1972 only 15 percent of the persons enrolled
from the 18 to 24 year old age group were from very low income famil{as
(with less than $3000 total income). Moreover, in some states there are
wide variatiens fn college attendance. Georgla, for instance, had only
24 percent of {1ts population 1n the college age group attending college
in 1970 compared to Arizona with 53 percent.

The Carnegie Commission based their original projection on five
basic assumptions: increasing high school graduation rates; increasing
enrol Iment rates of 18 to 19 year olds, especially white men; ¥ncreasing
degree-credit enroliment {nondegree-credit enrollment was not considered
in this projection); increasing graduate resident enrollment; and
tncreasing first-professional degree enrollment. Since several of the
assumptions preved to be incorrect, the Carnegie Commission revised
their original projections in 1973. The following assumptions were
changed: high school graduaticn rates were adjusted downward slfghtly,
postbaccalaureate training was assumed constant at the 1969 level,
Series E Census Bureau data was used instead of Series D for 1990 and
2000, 2nd nendegree-credft enrollment was taken fnte account (Carnegie,

1573). In 1975 the Carnegle Commission revised 1ts national enrglliment
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projections for the third time. The new baseline projections assume
rising enrgliment rates hased on past trends for the following catego-
ries: part-time students, nondegree-credit students, students 22 years
of age and older, graduate and first professfonal degree students, women
students, and minority students. Finally, it alsoc bases 1ts projections
on the following judgments: white male enrollment rates returning to
their peak levels by the year 7000, the Series F Census Bureau popula-
tion projections may prove to be more reliable than Series E, the demand
for schoolteachers will reflect current pupil-to-teacher ratios, the
draft will not be reinstated, and student afd will continpe to increase
(Carnegle, 1575).

The NCES gives three groups of projections which they term a Tow
alternative projfection, an intermediate alternative projection, and a
high alternatfve projection. Three changes in enrglliment patterns have
caused them to diffuse their forecasts: the distinction between degree-
credit student and the nondegree-credit student 1% s¢ cloudy that they
have combined the two categories; the percentage of full-time and part.
time students has been changing; and, finally, the average age of the
college population is changing., Because the average age of college pop-
ulations is changing, enroliment data were cbtafned from the U.5. Bureauy
of Census for age groups 16 to 24, 25 to 29, and 30 to 34, and by sex
from 1967 through 1976. In the low alternative projection, age-specific
enrolTment rate was assumed to remalin constant at the average of fts
1975 and 1976 rate; a modest increase was assumed for part-time stu-
dents. The high alternative projection was based on the aga-spec{fic
enrgl Iment rate from 1967 to 1976 continuing through 19858, and assumed
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a large fncrease in part-time students. The Tntermediate alternative
used the average of the age-specific enrallment rates for the high and
Tow alternatives and also assumed an avarage jncrease fn part-time stu-
dents. Between 1976 and 19846, NCES predicts a 21-percent increase in
its low alternative enrol 1ment forecast, 2 53-percent increase in 1ts
{ntermediate forecast, and a 90-percent {ncrease 1n its high forecast.
They make no forecast beyond 1986,

Cartter (1973) admits that he has trusted the past too much 1n his
predictions. He based his first estimates on the original U.S. Bureau
of Census population projections. Using the Tatest Census populaticn
projecticns (Serles F), he predicted a small fncrease of one and a third
million students by 1980 and a drop of 2.9 million by 1988. Other
assumptions upan which he bases his predictions are: 1) That there will
ke a continuing Increase in the preportion of the age group that gradu-
ates from high school {thi1s has dropped about 4 percent below what he
expected); 2) that the proportion of I8 to 24 year olds going to college
would Increase by 2.5 percent {1t decreased by 4 percent); and, finally,
that the actual number in college would increase by 10 parcent hy 1980,
He does, howaver, qualify his predictions by stating that his estimates
could be guite incorrect 1f the learning scclety should develop.

In most previous national forecasts, the major assumpticns are
kased on demographic factors., As Folger (1974) suggests, most enrcll-
ment forecasts are based on a simple ratic of enrcliment to college-age
population or to high school graduates. He contends that more sopisti-
cated medels should be considered because the planning needs of higher

education are complex. Increased student aid amd a reduced job market,
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coupled with the political pressures to give equal cpportunity to women
and minorities, have altered the mix of traditional students attracted
by institutions of higher educatfon., Folger believes an inadequate data
base has not produced sufficlent faformation on which to base accurate
projections. Date, for example, on postsecondary vocational, trade, and
technical education systems have had Tow priority compared to data on
traditicnal college programs. The lack of data 1n these areas indicates
to Folger that higher education has not yet committed itself to pilanning
and management which must relate divectly to the very goals of higher
education. Leslie and Miller (1974} concur that the current data bases
are 1nadequate for precise predicticns, but they believe that knowfng
what students do now may not have any bearing on the future. Leslfe and
Mi}ler, Froomkin, and Dresch take a different approach to projecting en-
roliments by assuming that economic conditions are related to enroll-
ments and the past 1s not indicative of the future. In the followfng
few paragraphs samples of such enrollment projections will be reviewed,
Following these projections, changing enrol Iment patterns will be
discussed.

Leslie and Miller (1974} see enrcliments climbing expenentiaily.
They conclude that the period of fluctuation which has existed in the
1970's, which they term "no growth" or the "steady state", will only be
momentary. After cobserving the total growth picture frem 1890 to 1974,
thay have contluded that enroliments have grown exporentially upward,
which 1% called by ecpnomists “"transverse progression”. Economists
theorize that certain systems, such as the growth of the economic system

and the Gross National Product {GNP), follow a 1ine of transverse
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proegression, sometimes oscillating above or below this Yine. In the
classical economic model, the economy s seen as a series of such oscil-
lations which are contipually correcting themseives to the 1ine of
transverse progression. Leslie and Miller [1974) hypothesize that high-
er education 1s analogous to our economic system, and the transverse
progressicn curve, therefore, is descriptive of the higher education
system, In fact, the higher education system grows as the economic sys-
tem grows. When such a system falls into a "no growth" period, the sys-
tem mist reyitalize itself. To accomplish this, certain functfons must
be performed by the system {n order to resume 1ts natural state of
growth along the 1fne of transverse progression. Possible functions
are: the introduction of a new good or a new grade of good already in
use; the introduction of a new method of preduction such as new lakor
saving machinery; the opening of new markets; the employment of a new
source of supply production factors; and, finally, the reorganization of
an Iindustry, several industries, or part of an industry; l.e., a monopo-
l11zation of some industry. Leslfe and Miller {1974) contend that these
five functians are being applied to higher education by the additicn of
new degrees such as the associate degree in community colleges and the
external degree, by the use of media in higher educacion, by the addi-
tion of new clientele, by using new financial sources such as the feds-
ral goverament, and, fimally, by the use of consortia to form research
institutes and reduce duplication. As long as soclety and the economy
continue to grow, Leslie and Miller predict that higher education will
continue to grow. Usfng the transverse progression theory as thelr
basis, they predict a 150-parcent Increase in enrollments by the year

2000,
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Froomkin (1974} constructs three scenarios which might be classi-
fied as fntuitive approaches, He bases his forecast on the availability
of jobs for which college credentials are beli{eved nacessary. When the
number of college graduates exceeds the number of jobs available for
college graduates, enrollments will decline. Conversely, enroliments
will increase when the availability of jobs increases. In Scepario 1,
“Continuztion of the Status Quo", Froomkin predicts that the undergradu-
ate enroliment (inctuding nondegree students} trends of the 1970's will
continue until 1985 with the number of graduates increasing between one
quarter and one third., He believes, however, that the levels of enroll-
ment resulting from his first scenario are much too high fn relation to
the needs of the economy for college graduates. In Scenario 2, "Small
Decline®, he predicts a 20 percent decline ir enrallment from those pre-
dicted 1n scenario 1. He bases this decline on the percentage of high
school graduates enrolling in college. Even this decline will not
balance the supply of jobs for college graduates with the demand for
Jobs., Scenario 3, “Flgor Set by Labor Market Demand®, 1s the most pes-
simistic of Froomkin's scenarias. Here, he predicts a 50 percent de-
cline in epralTments from the 1974 level, This 1s the decline needed 1f
supply and demand are balanced; #.e., the number of jobs for college
graduates squals the number of graduates seeking jobs (Carnmegie, 197%).

In & demographic-economic model using both cohorts and ratios,
Dresch {1975} predicts the greatast decreases {n natfonral! enrollments
assuming a saturated market conditign, He forecasts enrollments only
for 24 year olds--nct total! enrallments, Between 1970 and 1980 his

mode]l predicts a 40 percent 1ncrease fn enroliments which he claims {s
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with NCES and the Carnegie Comnission. From 1980 to 1990 Dresch pre-
dicts a 40-percent contraction, and between 1990 and 2000 the model pre-
dicts a further 12-percent contraction. The basic assumption underlying
this model 1s that the educational characteristics of the active adult
populatfon [AAP}, which is defined as the population between the ages of
25 and 64, can anly be altered in two ways: through educational attain-
ments of entering (25 year old) cohorts and through the educaticnal
characteristics of persons leaving the AAP [through death or retire-
ment). Educated membars of the AAP are defined as thase persons com-
pleting 4 or mare years of college. The educational attainments of the
AAP are fixed at age 25 and no change 1n educaticnal characteristics are
permitted after this age. A second assumption 1s that the relative edu-
cated wage 1s {nversely related to the ratic of educated to uneducated
members of the AAP at any time. The relative wage 1% assumed to adjust
instantaneously to any change in the educaticeral composition of the
AAP. Finally, the educational characteristics of entering cohorts are
datermined by educational wage differentials which they observed in
prior periods, specifically between the ages of 17 and 24, and by the
rate at which preceding cohgrts were educated. Dresch realizes his mod-
el 15 Timited since it only applies to 24 year olds. What he 1s at-
tempting to show is that educational forecasting has relied too heavily
on past growth patterns and has mot considered other factors such as
aconomic factars. Because of World War II and the postwar baby boom,
educational fnstitutions have grown at a much faster rate than they were
growing before this pariod. In a sense the system 1s simply stabilizing

jtself, It has cverexpanded because of an abnormal growth rate.
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Continued growth has led to institutlonal structures in education that
are highly dependent an growth for their existence and their dynamfc
effectivenass, Many forecasts such as those made by the Carnegie Com-
mission and RCES have had te be revised downward saveral times because
education 15 only conditfoned te growth and not to contraction or even
stabilization. Like Froomkin, Dresch strongly impifies that the satura-
tion of the job market for college graduates must be considered {Dresch,

1975).

Changing Patterns in EnrclIments

Forecasting enroliments in the 1970's has becowme incraasingly dif-
ficult for & variety of reasons. First, the average age of persons
attending institutions of higher education has changed. In 1967, 36
parcent of the students ranged in age from 18 to 19 years, 28 percent
from 20 to 21 years, 16 percent from 22 to 24 years, and only 16 percent
over 24 years of age. In 1977 the percentage of 18 to 19 year o0id
students dropped to 25, 20 to 21 year olds to 21 percent, 22 to 24 year
olds remained 16 percent, and 315 percent were now over 24 years old
{Census Bureau, 1978). In the years ahead, the number of 18 to 19 year
olds will decrease even mora because the birth rate has decreased and,
therefore, fewer pegple will be 1n the 18 to 19 year old cohort. {on-
comitant to the age Increase has keen a2 change in the mix of full and
part-time students. Since the older students usually are employed and
married, they are less likely to attend college full time. In 1963, &7
percent of students were full time; 1n 1976 the percentage had dropped
to 60. NCES (1978) predicts that fn 1986, 48 to 55 percent cof all

students witl be full time. In the 2-year colleges 1n 1963, the
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percentage of full-time students was 50; in 1976 the percentage had
dropped to 42, and the estimates for 1986 by NCES {1973) is 34 to 39
percent,

In the late 1960's and early 1970's higher education moved toward
universal access to higher education {Carnegie, 1971). As a result of
federal legislation and federal funding, more minority and women stu-
dents now are attending college than ever befoare. [n 1963, 38 percent
of all students were women; In 1976, 47 percent were women, and RCES
{1978) estimates that 1t could be as high as 50 percent by 1986. In
1963 in the 2-year colleges, 37 percent of the students were women and
in 1976, 49 percent were women; NCES estimates that women could comprise
A4 percent hy 1986,

Simitar trends have been observed in the enrollment of blacks.

From 1954 to 1970 the number of blacks ¥ncreased from 234,000 to 522,000
representi{ng an increase of 123 percent for all institutions of higher
gducation (Carnegie, 1971}. By 1976 the total hlack enrollment rose to
over 1,000,000, accounting for 9 percent of the total college enrolliment
{SREB, 1977 and 1978). As the enrollment of Hlacks increased, the per-
centage of blacks attending predominately black celleges decreased from
60 percent In 1972 to 50 percent in 1976. Fifty percent of all black
students enrolled in college went to the community colleges (Menroe,
1973}, Thirty-one percent of the students enrolled in community col-
leges 1n 1972 were black {Census, 1973). In addition, Glenny (1980}
points out that the birth rate of minorities during the past decade has
been significantly higher than for the mature white poputation. This

will result in a different ethnic mix in the college age cohart and,
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because attendance patterns vary among ethnic groups, will, thereby,
affect both the enroliment s1ze and the programs and courses selected.

Through increased state and federal aid, more students from 1ow-
income families have been encouraged to attend college. Recent Tegisla-
tion requiring fastitutions to accept handicapped students should Tead
to an Tncrease from this group. Since increased numbers of nontradi-
tional students are attending institutions of higher education, tradi-
tional methods of forecasting enrollments were inadequate because these
students have different attendance patterns which were not reflected in
mast pravious forecasts.

While the growth rate in college enrclIiments is declining because
of the decrease in the normal college age cohort, institutions of higher
gducation have begun searching for new types of studepts. To attract
such students, new types of curricula have been developed. More occupa-
tiona]l and vocaticnal programs are now being incorporated into the cur-
ricylum and remedial work {s being offered by many colleges te attract
students with academic deficlencies. Through federal legislation, the
U,S. government {s encouraging higher educaticn to open its doors for
“universal access" {Carnegie, 1973}.

One critical factor seems te have been ignored in enrollment pro-
jections to date, Glenny {1980), among cthers, points up the tremendous
growth of postsecondary educational programs sponsored by other than
celleges and universities. This is especially true in the noncredit,
nondegree programs. MNat only is the total potential student populaticn

decreasing, but the available cohort must be more widely shared.
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Kibbee {1973), in a paper given to the Association of Institutional
Research, claims that higher educatfon has not recognized the existence
of certain basic principles In a democratic seclety, First, excluding
people from an opportunity 1n our secliety, such as education, is in-
versaly proportional to the percentage of the populaticn that 1s includ-
ed and to the importance of that opportunity for participation in future
benefits of the soclety. Second, excluding people from a benefit of our
sociaty is fnversely proportional to the public tax dollars Tnvested in
providing that hanefit. Expenditures in higher education exceed
$30,000,000,000 annually, roughly two-thirds of which are tax dollars.
Higher education is now "big business". When an industry has grown as
large and as fast as higher education, 1t can hardly go unnoticed and
the demand for 1t {ncreases.

Danie! Bell (1968} arrives at the same conclustons as Kibbee, but
bases his conclusions en "Tocqueville's Law", which says, "In a society
pledged to the idea of aquality, what the few have today, the many will
demand tomorrow." Higher aducation is an example of "Tocqueville's Law"
in operation. The disadvantaged and those people who for various rea-
sons have not had the opportunity te attend institutions of higher edu-
catfon have demanded the opportunity. To meet the postsecondary needs
of all people who are capahle and whe desire the opportunity to attend
Institutions of higher education, the community college was established,
Comnunity celleges are meating the needs of people with a wide variety
of backgrounds and abilities {through a wide variaty of programs)., This
diversity in the community college population makes forecasting enroll-

ment in these Instftutions very difficult indeed.
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Enrallment patterns are changing because the type of students
attending 1nstitutiens of higher education ¢ changing. The number of
adults attending colleges and universities, for example, 1s increasing.
The Carnegie Commission in 1973 reported that 42 percent of all students
on college and university campuses were adults. Since adult students
tend to be part-time students taking both degree-credit courses and
nondegee-credit courses, the number of students enrglled in full-time
degree-credit programs {s predicted tc decline [Carnegie, 1973). Full-
tine degree-credit courses are usually taken by younger students who
come directly from high school. Because adult enrollment is increasing,
the Carnegfe Commission {1973) predicts that by the year 2000 between S
and 54 percent of the populaticon will have 1 or more years of college.
The percentage of people having 4 or more years of college by the year
2000 it estimated to be batween 30 and 34 percent. At presant only
about 20 percent have 4 or more years of callege. [f “Tocqueville's
Law" holds, as more people attend college, more will demand the right to
attend.

Nat fonal anrollment trends, however, have not always bean indica-
tive of state and institutional trends {Carnegle, 1973). Between 1970
and 1972, for exampla, nattenal enrollment rates increased by 8 percent
while several state enrcliments fncreased by more than twice the nation-
al average {Nevada and South Carolina, 33 percent; Delaware, 19 percent;
and Yermont, ¥irginia, and Wycming, 18 percent}. In other states, such
as Minnesota, Montana, Mew Hampshire, and Rorth and South Dakota, the
enrollment rate sfgnificantly decreased. Demographic factors such as

total population were found to have }ittle relationship with state and
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fnstitutional growth rates (Carnegie, 1973). Since national enroliment
patterns differ from state and institutional enrollments, the same
assumptions may not be relevant to states and institutions. At the 1976
forum of the Assoclation of Institutfenal Research, Nerris (1976) empha-
sized the importance of each institution developing its own formula far
projecting enroliments because each institution differs In such charac-
teristics as goals and missfons, types of students served, and admission
policies. Since state enrclliment trends differ from national enrolliment
trends, states 1lkewlse may need to censider bhasing their enrollment
projecttons on different assumptions, and, therefore, different fac-
tors., In the next secticn relevant factars for national, state, and in-

stitutional prejections will be discussed.

Relevant Factors to Predicting Enrolliments

The basic assumptions underlying each enrgllment projection deter-
mine the type of factors used in the projecticn. Factors found relevant
te projecting enrollments can be grouped inte three general categories:
demagraphic, economic, and institutional and are Tisted fn Tables 2.1,
2.2, and 2,3, respectively. Demographic factors have been used in en-
roliment projectfont more often than any other category of variables.
teveral researchers, such as Leslie and Miller, Froomkin, Freeman, and
Dresch, have suggested economic factors as alternatives to using deme-
graphic factors since recent enrollment projectfons using demographic
factors have failed to produce accurate projectfons, Institutfcnal fac-
tors are those factors directly related to the institution. Many insti-
tutional factors can only be subjectively assessed, and, hence, are not

quantifiable. Institutional factars, such as those suggested by Bowen,
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are Tisted in Table 2.3. Many demographic variables could also be clas-
sified as Tnstitutional factors if they are partfcularized to an insti-
tutipn.

The usefulness of many of these factors by institutions are sharply
1imited by the validity of avallable data, or by the subjective nature
of the factor. 1In addition certain variables are only relevant to cer-
tain types of fnstitutions; e.g., first professional and graduate en-
roliment are relevant only to institutions of higher education with
graduate or professional scheols. At this time statistics on the draft
are not relevant. As noted earlier by Folger {1974}, the data base for
institutions of higher educatfon needs to be expanded 1 {nstitutions,

states, and natiomal forecasters are to increase their accuracy.

TABLE 2.1 - DEMOGRAPHMIC FACTORS

Factor Researchers
1) College going rate Carpegle, Comonwealth of Va.
2} Population Carnegle, Cartter, U.5. Census Bureau
1) Age distribution Carnegle, Froomkin, Newton, NCES
4] Sex Carnegle
%) High school graduates Wasik, Carnegle, Froomkin, Newton
6) Birth rates Carnegie, U.5. Census Buregu
7) Racial composition Carnegie, Newton
B) Degree-credit enrolliment Carnegie, Hottander
9) Part-time enrollment NCES, Carnegle

10} Full-time enrollment NCES, Carnegie
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TABLE 2.1 - DEMOGRAPHIC FACTORS (Concluded)

11}
12}
13)
14)
15)
16)
17)
18}
19)

20)

21)
22)
23)
24)
25)
26)
27)

Factor
Number and type af institution
College attendance rates
Graduate enroliment
First professional enrollment
Nendegree-credit enrvollment
Pupil-to-teacher ratios
Draft
Number of college graduates

Education characterfstics of active
adult population (AAP)

Education characteristics of persons
leaying the AAP

Participation rates

Previous schooling

Educationa? background of parents
Public school enrclliment

Perscns below public school age

Parsans enrplled in other institutions

Persons haying a degree

Researchers

Bowen

Froomkin, Bowen, Cartter
Carnegle

Carnegle

Carnegle

Larnegie

Lonner, Carnegie, Wasik

Froomk{n

Dresch

Drasch
Newton
Russell, Haffman
Russell, Hoffman
Lonner
Conner
Conner

Caonner




TABLE 2.2 - ECONOMIC FACTORS

Factors
1} Number of jobs available
2} Type of jobs avallable
1) Growth of economy
4) Ralative educated wage
&) National economic indicators
) Jobs in service area

7) Local unemploymernt rate

Researchors

Froomkin, Freeman
Froomk 1 n

Leslie and Miller
Dresch

Wasik, Salley
Bowen

Salley

TABLE 2.3 - INSTITUTIONAL FACTORS

Factors

1) Relevancy and attractiveness
of program

Z2) Convenience of tlnes and piaces
3] Admissfon requirements

4) Tuition charges

5} Terms of firancial aid

6) Release time from work

7] New degrees

2) Attrition rates

9] Seasonal factors

10) Plans of high school students

Researchers

Bowen, Conner
Bowen

Bowen, Conner
Bowen

Bowen

Bowen

Leslie and Miller
Lightfield

5alley

Russell and Hoffman
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TABLE 2.3 - INSTITUTIONAL FACTORS {Comcluded)

factors Researchers

11) Degree of influence of certain

persons Russell and Hoffman
12) Impact of future events Russell and Hoffman
13) Student aspiration Russell and Hoffman
14} Faculty size Russell and Haoffman
15) Academic standing Russelt and Hoffman
16) Type of community Russell and Hoffman
17} Area industry Conner

18) Class level distributicns in
student flow models HEEP, Lightfield, Wasik,
Koenig, Thonstad, Dietze,
Caspar, Ganf

Certain categories of demographic data have had low prfority., In the
past decade the goals of higher education have been breadened to include
new types of students. The era of “"universal access" to higher educa-
tion has made the planing of higher educatfon more complex tham in pre-
vious decades. The number of nontraditional students are increasing
while the number of traditicnal coliege students are decreasing. To
meet the neads for more precise enrollinent projections, data bases must
be broadened to inctude the changing growth patterns aof higher educa-
tion.

Accyracy of Enrcliment Projections

The accuracy of enrollment projections can be judged only when data

become avatlable. For the forecasts of the 60's such data are now
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avallabie, 1In 1%l Ronald Thompson under projected 1970 enroliments by
5 percent; the U.S. Census Bureay under projected 1970 enroliments by b
percent for thelr high prajection and 29 percent for their low projec-
tton; and the U.S. Office of Education under projected bachelor degrees
awarded by 13 percent, master degrees by 29 percent, and doctor degrees
by 33 percent {Folger, 1974}, This would 2ppear to point up the inaccu-
racies of past projections and the need for more accurate projection
technigues,

The enrollment projections made in the 1970's for the 1980's cannot
be judged hy comparison with actual data because the data are not yet
available, However, certain statistical analyses such as the mean
square error, the ayerage errgr, and mitiple coefficient of determina-
tion are useful for evaluating the accuracy of predictions, The multi-
ple ceefficient of determination cannot, however, be obtained for all
forecasting designs, and 18, therefore, only usefu! where applicable.
Since rone of the enroliment projectfen studies reyviewed reported these
statistical quantities, judgment of the accuracy of the forecasts 1s

difficult,

Methads of Forecasting

The three generally used metheods of statistical forecasting are in-
tuition, causal, and extrapolation, The classical or traditional ap-
proach is the intuitiyve method, The extrapolation method, on the other
hand, has been the method most often used recently since most institu-
tions have assumed a continual growth pattern. The ciusal mwthods are
based on the scientific method., Each of these methods fnvolve many spe-

e1fic forecasting techniques, some of which will be discussed in this
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section. Each technique has advantages and disadvantages fn different
sltuations. Since the purpose of this study 1s te identify those fac-
tors having the greatest influence on envoliments in a comprehensive
urban community ctullege and to utilize these facters in a forecasting
inodel, each technigue will be examined thercughly as to data require-
ments, specific assumptions, and time requirements to determine its

appropr{atenass.

The Intuitive Method

The intuitive method s 2 judgmental approach that covers the whele
gamut of nonexplicit inferences. It was the most extensively used meth-
od before the massive accumutation of data was made possible by the
development of the computer. "Guesstimation” and intuitive hunches were
the mest commonly used technigues. An expert's opfnion or an individu-
al's feeling about a situation was the sole basis upon which forecasts
were made. Since the logic behind such approaches cannct be explicitly
stated, no basis existed for evaluating why a forecast was wrong and
rationally iImproving forecasts was nearly impessible. When the judgmen-
tal approach, unaided by explicit procedures fs used now, its advocates
rat fonalize that the human mind 1s the most sensitive and comprehensive
evaluator of complax and diverse evidence on what the future holds
(Ascher, 1978), When the logic behind the judgmental approach can be
efplicitly stated, 1ts conclusions are more acceptable because less
chance exfsts for bias such as political or sociolegical prejudices.
Whether the conclusions are any more reliable can only be determined
aver time. If the forecasts are merely guesses or hunches, the relia-

bility of the results are minimal. When a logical set of procedures 1s
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used in the judgment forecast, the accuracy increases. To increase the
forecasts made by one expert or individual, the single expert could be
replaced by a group of experts who arrive at a group consensus. The
Delphi Method 1s such an approach. An alternative approach for fore-
casting college enrcliments that would yleld wore reliable results mfight
be a survey of the potential clientele.

The intuitive approach 15 infrequently employed as the only methed
to forecast enroliments, In fact no casas were discovered where the re-
searcher admitted to only using this method. It was., however, almost
always used to some degree in such studies. For example, when varjables
are selected for a causal model, the factors are selected by intultion,
Montgomery College in Maryland, for example, even incorporates judgment
as one of the three essentials of its model (0.1.R., Montgonery College,
1977). Although most enrolIment forecasting studies are classified as
either causal or extrapolation approaches, intuitfon always plays a
role. Froomkin and Bowen, as preyvlously discussed, are examples of the

intuitive approach to forecasting.

The Causal Methods

The causal methads of statistical forecasting attempt to forecast
affects by determining their causes. The causes may be economic, pelit-
1cal, soctological or demographic in nature and may be unpredictable, or
the time 1ag between the cause and effect may be 50 short that the 1n-
formatfon f5 useless for predictive purposes., [n most instances mathe-
matical and/or statistical descriptions are used to describe the rela-
tionships between the cause and effacts. Only those causes that can he

quantitatively determined at a long enpugh time period prior to the
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effect occurring can really be helpful in forecasting. Techniques
classified as causal methads are cohort-survival, ratfo, multiple corre-
lation and regression, path analytical, and systems of equaticns {Wing,

1974).

Cchort-Survival Techniques

In the cohort-survival technique, the cohort is defined as "a group
of individuals having some common classification trait or trafts" [Wing,
1974). A cohort for the community college, for example, would be those
young people who come directly from high school; &nother would ke those
students who return immediately following & quarter in which they had
been enrolled. This technique is based on the assumptions that net mi-
gration, mortality, the percentage of high schecl graduates geing di-
rectly to the Tocal community coellege, and the percentage of returning
students remain constant over time. I[f these assumptions are not valid,
adjustments must be made. [f, for example, tha percentage of high
schopl graduates attending the local community college is increastng,
other causal or extrapolation forecasting techniques must alsc be used.

The cohert-survival technigue has been used successfully te predict
enraliment in the public schoals from kindergarten through twelfth grade
where general patterns of grade repeating and the grade progression
ratios {the fraction of students in one grade level that continue to the
naxt grade level in the next year) are stable over time. This technique
could atso be extended to those first-time students at the local commu-
nity college who come directly from high school.

To use this technique the first step would be the calculatfon of

the grade progressian ratios far each grade used in the progression. If
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only grades 9 through 12 were used for the caltculatfon, the general
assumptions would have a higher probability of being stable ovar time
since the time lag would be much shorter. A second considaration might
be the selection of each high school withfn the service arsa of the com-
munity collge versus using the total high schooTs within each political
subdivision. Each high schoa! could be used individually or the sum
total within each political disteict could be used. The final steps
would include the calculatien of the high school graduation rate and the
college going rate {penetration ratio} for the local community college,
A causal relationship s assumed to exist between the number of high
school graduates and the number of first-time students enrolled in col-
Tege. Since all high schools must now keep records of the number of
graduates, the data needed are readily actcessible. With the
availability of cumputéfs. the calculations required in this forecastfing
technique can be done in very short perlods of time. The major
disadvantage of forecasting enroliments by this technique {is that {1t 1s
uyseful only for a small segment of the enrollees at a college becausa no
known cohort exists for the adult students,

At the University of California, Berkeley campus, the cohort-
survival technigue has proved beneficial in helping the university pre-
pare for the rushed period at the gpening of the fall quarter as well as
for 3ong range {5 to 10-year} enrollment forecasts (Suslow, 1977}. The
cohort-suryival method uses class level at the time of admissfon. A
survfval or persistence rate is obtained for each student from fall term
through each succeeding term until he elthar graduyates or legves the

unfversity. The persistence rate {s determined by the overall behavior
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of the entire group that constituted the original cohort for the
specific term being considered.

When 2 residual of current enrcllments was traced to cohorts enter-
ing 10, 20, or 30 years in the past, the first impulse was te reject the
possibility of their having a significant Impact on a projection con-
carned with nearly 20,000 graduates. The madel's validity, however,
rests on its abllity to accaunt for al} sourtes of current enrollments.
When other cehorts (no matter how small their contribution) are discov-
gred, they are included In the medel. Probabilities of survival are
then established and are appifed to future Incoming classes. Persist-
ence rates, however, must be checked perlodizally to maintain the mod-
el's validity over time. For example, when the fall 1955 and fall 1980
cohorts were compared to the fall 1979 through 1974 freshman cohorts,
the latter group had higher persistence rates. When the model explored
all relevant combinations--fall to winter, winter te spring, and so
on-~the model revealed that 19 percent were Freshmen 1 year later, 64
percent were sophomores, 1 percent juniors, and one-tenth percent sen-
iprs, Since the jumps In 1 year from freshwan to junior or senlor lewel
are cbylously not accurate measurements of student behavior, the model
revealed administrative and system problems in making accurate and time-
1y measurements of student recards or changes in those records.

One of the major problems found with the mode! at Berkeley 1s that
opening fall enrollment data cannot be obtained early enough to incorpe-
rate them in the next round of forecasts. Other methods are, therefore,
used as angi¥lary support for the model. The benefits of the model are

twofold: first, 1t depends on measurements of student academic behavior
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rather than official expectations of how undergraduates move through
their curriculs toward 2 degree; and secondly, the original observation
and subsequent confirmations that student survival rates established
over time are more consistent than the terme=by-term variations fn class

standing yielded by administrative registration processes (Suslow,

1977).

The Ratio Technigues

Ratio techniques are based on the existence of a relationship be-
tween a particular ratic such as grade progression ratios and some
gffect such as a particular segment of the enrclliment produced by it.
The cchort-survival technique is & speclal case of the ratio technigue
that has been applied extensively by the public schooals and in some
cases very effectively applied to college enroliments, To determine if
a relationship exists, simple correlations are computed (Wing, 1974).
When 2 ralationship is established, other forecasting technigues such as
miltiple correlation and regression or extrapolation may be needed in
the final predicti{ve process. If the ratio should be stable over time,
jt could be used as an entity in 1tself, as a predicter of enrallments,
gr as one of several predictors in a more complax model. Should only
one ratio be needed to obtain a good forecast, the advantages are obvi-
ous: simplicity, mintmal time needed for the calculations, amd 2 mini-
mal amount of data collection. Since most ratios in recent years have
not been stable aver time and the relatiaonships may prove fortuitous,
the method 1s only as powerful as the temporal variation of the rela-
tianship between 1t and the effect for which it 1s a predictor. 1In the

cohort-survival technigque the persistence or survival rate in the public
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schools was highly correlated with the enrcliment the following year
fWing, 1974). Ratios found to have causal relatignships with college
enrollments are persistence rates, participation rates, age distribution
ratios, attrition rates, and graduation rates. In most instances, how-
ever, these ratios are found to be most effective in forecasting enroll-
ments when combined with other factors. MNewton {1976), for example, in
a projection modal for the institutions of higher education in the State
of Pennsylvania computed the participation rates for the two sexes, two
racial categories, and five different age groups to arrive at a fore-
cast.

Multiple Correlation and Regression Techniques

Since a wide variety of causal factors cen be examined using multi-
ple carrelation and regression techniques, 1t fs probably the most pow-
erful and most widely used method of statistical forecasting today. In
forecasting conmunity college enrollments, for exampie, the probability
of finding one factor that will accurately predict enrcllments is small
since the population s so diverse. Most of the first-time student
enrol lees do not come dfrectly from high school, but are older students
who are employed and enroll for a varfety of reasons. In the regresston
technique, an attempt is made to determine the relationship between a
dependent variable [e.g.. enrollments) and one or more variables some-
times called predictors or regressor varjables. The general form of the
regression model {5 y = F(x), where ¥(x) 1s a function to be deter-
mined. These functifonal relationships may be linear, exponential, loga-
rithmic, harmonic, or 2 combination of these forms., The basic assump-

ticn underlying the model 1s that there 1s independence in the samgle
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taken for the variables and the underlying data can be represented by
trends [Lovell, 1971}. In most statistical problems where regression
techniques are used, the basfc requirement is the existence ¢f a "good
£1t" between the function and the past values of the dependent varia-
hle. In statistical forecasting, on the other hand, the criteria are
net the various measures of fit described In mest textbooks dealing with
regression, but criterien such as the mean square forecasting error that
refers directly to the forecasting use made of the regression model
{Gilchrist, 1976).

Choosing the number of variables and the 1ikely candidates for the
depandent variables are critical to using multiple correlation and re-
gression techniques for forecasting. Whether a model 1s global or local
strongly affects the selection of the variables. In a global model the
structure is assumed to be stable for a long time pericd and, therefore,
will be the truth a2bout the underlying structure. A lecal model, on the
other hand, 15 one which may be true for the short run, but not for the
long run. If a global model is chasen, the variablTes can bhe chosen on
the following basis {Gilchrist, 1976):

1. By repeated examinations of the correlation betwaen the fitted

regressfon equation and the dependent variable

. By examining the changes produced whern variables are added and

removed from the model

3. DBy examining the significance of the various regression coeffi-

clents
Selection af regressor variables are, therefore, based on such statis-

tics as the correlation coefficlent and the “t" statistic [Gilchrist,

1376).
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In most Instances a local model §5 more useful for forecasting
purposes because experience shows that the mere recent the data, the
greater the probability of a good forecast. VYariables which provide the
best explanation of the most recent data sheuld therefore be sought,
rather than historical data which may no Tonger be relevant. When only
recent data are used, the number of chservations available 1s usually
smaltl which 1imits the number of variables that can bhe used in a regres-
sion model. When the number of variables exceeds the oumber of observa-
tions, the variances in the coefficients become so large that the
regresston model becomes unreliable for forecasting purposes.

When a local moedel is used, the basf{c assumptions underlying a glo-
bal model will not be valid. The correlation coefficient and "t" sta-
tisti¢, therefore, must be replaced by modified versions hased en dis-
counted or weighted statistics. Types of variables that have been used
successfully in Jocal model faorecasting sftuations are: (Gilchrist,
1976).

1. Lagged time variables; the fnfluence of a particular vari-
eble may occur scme time priar to its actual effect taking
place. For example, the present cost of Tiving 1ndex may
well influence next years' enrolIment.

2. Economic variables; i{f an economic variable {s derived at
the governament level, these values may be actual values,
forecast values, or lagged time values. There are, of
course, many pitfalls 1n using economic variables.

3. VarfabTes that may react differently with the dependent

variable. For example, cne independent variable might vary
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1inearly while another varies exponentizlly with the
dependent variable.

Regresston models may ei{ther be stochastic or deteeministic. A
deterministic mode]l is one that has a perfect mathematical form with ne
chance or random element to influence 1t; a stochastic model, on the
other hand, has chance elements which must also be predicted. A deter-
ministic model rarely describes the real world, but most medels have a
deterministic elemant., Autoregression madels by thelr very nature are
stochastic. In autoregression a veariable 75 regressed against {tself at
seme prior time with the regressor variable usuelly given some weighting
factor. The weighting factor is some function of the chance element and
a glven parameter. The chance element s the total effect of the unpre-
dictable factors in the situation at some time "t". Since the chance
element must also be predicted, the process is stochastic (Gilchreist,
1976). In projecting community college enrollments, the fall enrolliment
might wall depend on students returning from the summer, spring, winter,
and previous fall quarters. By regressing fall enroliments agafnst pre-
vious enrolimants, a relationship may he found to exist with the chance
element being the drop-ins and drop-outs.

As previously noted, multiple correlaticn and regression technigues
are the most commonly used techniques today, especially fn attempting to
understand student behavior patterns; {.e. student demand estimaticn.
Without understanding the sources of the demand for admission by poten-
tial students, Wing {1974) balieves that the chances of being able
to develop reliable forecasts fn a periad of change such as has existed

in the 1970's are greatly diminished.
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Wasfk (1971} at North Carolina State University suggests two
models, one of which 1s a regressfon model for estimating the numbers of
students to be served by the comunity cellege. The independent varia-
bles suggested by Wasik for Inclusion in his mode! are: numbers of high
school! graduates for 2 precedfng years, required local deaft board nesds
far the ? preceding years {this variable may or may not apply). estimate
of economic activity, and county population, Wasik does not show an
actual application of his model and 1ts validity 1s difficult to assess,

The Hational Center for Education Statistics (NCES, 1978) uses sim
vle Tinear regression for most of {ts national enrollment projecttons.
Strafght lines are fitted to a ratio such as enrollment rates as the de-
pendent vartable and time in years as the independent varfable uniess
straight '1ne growth appears unrealistic. When growth rates appear ex-
ponential, for instance, 2 logarithmic growth curve is used.

A number of other regression models are currently 1n use, Wayne
Smith [1970) of the Office of Advanced Flanning at UCLA has been using
regression models {n connection with other techniques to develop esti-
mates of numbers of students. The Renssalaer Model daveloped hy the
Renssalaer Research Carparation (1970} couples regression techniques
with a Markovian process to obtain enrolIments. Banks (1970) at the
University of Georgfa uses three models, one of which 1s a simple
regression model and a second s a multiple regression madel te predict
higher educatfanal enrollments 1n the State of Gecrgia.

Path Analytical Modals

Path-analytical models are extenpsions of multiple correlatfion and

regression models, The relationship betweer the dependent variable and
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the chesen independent variables must be established prior to thelr use
in the regression equation. Tts usefulness is that it 1s a method of
e@stablishing the factors as significant before thefr use in the fore.
cesting model. Wing {(1974) and Grazfano [1972) in the 5tata of
I11inois, Tsal {1973) tn a general study, and Bradley and Lehmann (1975)
for Empire 5tate College are a few examples of studies where factors
that 1imit growth in enrollment have been isolated. Some of these fac-
tors very easlly could be used in projection studies as indicators for
changing enroliment patterns especially in speciffc sftuations. Tsai
did use the sociclogical determinants of ¢ollege attendance which he

found relevant in several causal models,

sets of Equations

Finally, sets of equations may be derivied to establish a model
that has as Its basis a causal relationship., If the sets of equations
only rely on historical data, they are considered extrapolation
techniques., 1If. on the other hand, a causal relationship exists, they
are causal techniques. Two madels which are currently being used in
forecastfrg enrgllments and which could be considered systems of
gquatfons are the student flow models and the Markov transition madels,
either of which could be themselves classified as causal or
extrapolatien techniques, depending on the underlying assumptians.

A Markov madel 1s simply a formal mathematical structure which con-
sists of transformations from one state te another during an increment
of time. The basic assumptions underiying Markov transttion matrices
are that the transttfon must depend only on the present state and be

Independent of the past. A second assumption is that the system be
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stationary., A system may be consliderad stationary 1f: {1) The time in-
terval chosen 1s small or (2) a change takes place over a long time pe-
riod. Since changes in the educational system usually take place over
lang time periods, the system can be considered stationary, thus obeying
the second Markoy assumption,

Student flow models may be considered Markovw transitions {1f, and
only 1f, the two basic assumpticns are obeyed. When student flow models
use Markov transfers to forecast enrollments, probabilities are calcu-
lated for the movement betiween two levels, such as the probable number
of freshmen who will become sophomorgs or the probable number of stu-
dents who will return in the winter quarter following completion of the
fall quarter. Since the probabilfties may not remain stable cver time,
they should be recalcutated periodically. Other sets of equations may
be developed to describe interrelationships among enrcllments and cther
pxternal and internal factors. When too many eguations are fncluded in
a model, however, the explanation of the model to high authorities may
become difficult.

Examples of student flow models used for forecasting purposes are
numerous. Lightfield {1975) at Mercer County Community College devel-
oped a tracking system {n order to study attrition which developed intc
a multidimensional system, one of 1tz outcomes being enrollment fore-
casts. Wastk [1971) at Borth Carolina State University developed a flow
model based on Markov transformations for projecting community college
enrolIments. Like his regression model previously discussed, he shows
no apptication of the model, and, therefore, the validity of the mode!l

Is guesticnable, The Office of Program Planning and Fiscal Management
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In the State of Washington {1970) has developed a student Flow model
which uses the Markovian transformations to project undergraduate en-
roliment. The Higher Education EnrolIment Projection Model [MEEP) 1s an
interinstitutional as well as fntrainstitutional model. One student
flow model developed for a state system is the Michigan State Madel de-
veloged by Koenig et al (1968}. Forelgn researchers such as Thonstad
[1967) 1n Norway, Dietze (1969) and Caspar (1969) in Germany, and Ganf
{1963) in Australia have developed student flow models using Markov the-
ory a5 long as 15 ye#rs ago. All student flow models are not devaloped
for the primary purpose of predicting enrollments, however, In most
cases enrolIlment preojecting fs a secondary outcome. The primary purpose
of most student flow models ¥s for planning purposes since identifying
the way students move through an institution may reveal a great deal of

useful information.

Extrapolation Methods

extrapotation methods are based on the canttnuance of past trends.
An implicit assumption exists that the past 1s indicative of the fu-
ture. The main advantage of extrapolation metheds s that the onfy 1in-
put data required i1s historical. These methods are generally used in
two situations: whern trends in the past will, in fact, continue in the
future and when too Tittle is kaown about relationships to permit the
develoment of causal mxdels (Wing, 1974). Extrapolaticn methods in-
clude several curve fitting technigues: the global constant mean model,
the local constant mean model (sometimes called the moving averages
modal}, the exponential smoothing model, the linear trend model, the

pelynomial model, the expormential model, and spectral analysis. Curve
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fitting models may even be used to forecast paraneters for causal
madels. In all these models, the researcher s lookfng for trends that
appear to fit specific curves. Although many of these technigues are
similar to causal techniques, the difference is the ratfonale behind the
madels. In curve fitting models no raticnale exists for their use
while, in the causal models the basic assumption is that a recognizahle

cause exists which produces an effect.

Constant Mean Model

In the constant mean model, the mean of past data {s the forecast
far the pext time periocd. The constant mean model may be expressed in
three forms: the explicit form, the recurrence form, and the errsr cor-
rection form. MWhere a1l the data 1s explicitly included in the mean,
the axplicit form 1s used, The new forecast 15 simply the mean of all
the data--o7d and new. WKhen data are included on a continuing basis,
the recurrence form 15 used. The new forecast can be obtained from the
old forecast and the newly obtained data by simply adding the new gbser-
vation to a multiple of the old forecast and dividing by the total num-
ber of abservaztions to obtaln a new mean. In the error correction farm,
a multiple of the forecast error {the difference between the forecast
and the actual abservation when cbtained} 1s added to the last forecast
to gbtain the new forecast. The multiple used is one divided by the
total nunber of observations. As the number of forecasts fncreases, the
new forecast becomes less sensitive ta forecasting errors. A large
change in structure would produce large errors, but the forecast change
would be small duge to the Targe number of observations. The averaging

gperation, therefore, has the effect of reducfng the random variatien
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and leaving an estimate of the mean. Since the averaging takes place
ovar all the data, the model is considered global. For a global model
in any form, the variable tg he forecasted {e.g., enrollments) must he
constant over time. Since a trend such as enrollments is unlikely to be
constant, the use of a2 global mean model for forecasting 15 generally
not considered to be a good cholce. Understanding the basic concepts
underlying this modal are {mportant since these concepts are used in the
next two models to be discussed--the local constant mean model and the
exponential smoothing model (Gilchrist, 1976},

The structure for the global constant mean model and the local con-
stant mean model are the same and no real empirical differences exist
although the basic assumption of the two modals differs from the l1socal
model. In the local model, the mean need gnly be constant for the time
period over which the average is taken. A local model, therefore, tends
to be a better basis for forecasting purposes than a global model be-
cause it responds to structural changes. 1In the Tocal constant mean
mode]l, the data is divided inte successive groups. Each successive
group after the first group adds the most recent cbservation until all
observations are used, When the mean of each group 15 determined, it
can cnly be regarded as an estimate of the mean at the center of its
group., Sfnce these averages move from the earl{est to the most recent
data, they are often referred to as "moving averages" (Wing, 1974). A
recurrence form can be used If new cbservations are obtained. Only when
the moving averages are constant or only varying slightly can this model
be used for forecasting purposes, Its most practical use 1s to smooth

data or manipulate data., At the optien of the researcher, the number of
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historical points to be {ncluded in the averages or the number of aver-
ages to be considered can be changed. A moving average may show, there-
fore, where a structural change occurs, and when a new model or techa
nique {s needed (Gilchrist, 1976},

If the most recent data used in a local constant mean model is
weighted, the technique {s much more useful for the purpose of forecast-
ing. When data are welighted in statistics, the technigue {5 called dis-
counting or discounted statistics. Although there are many ways In
which the moving awverages can he weighted, the most appropriate method
and the one most often used 1s an exponential set of weights. Stnce
forecasting is usually a continuing process where new data are continu-
211y added, the recurrence form of exponential welghting appear Lo he
the bast form to use [Gilchrist, 1976). When this form is vsed, the
gquation is

New Forecast = [[l1 - a) x New Observationl + [a x 01d Forecast]
where & {5 a constant whose value ranges from (<agl. Since a 1s a
farecasting parameter as distinct from a parameter of the model, 1t is
usuglly chosen so as to minimize the mean square error of forecasting
over a trial period. MWhen a 1is small, only the more recent data in-
fluences the forecast. As a appreoaches 1, earifer data begin to in-
fluence the forecast. At a = 1, the older data have the most impact on
the forecast. If the forecast error Is included in the recurrence equa-
tion, the equation becomes more sensitive to changes in the data. The
new forecast can be obtained from the old forecast by adding a2 fraction
1 -a of the last error made in the forecast. 1In the global censtant

mean model, 1t will be remembered, the error term diyvided by the number



54

of observations was added to the cld forecast to obtain the new one. As
the number of observations becomes large, the forecast becomes less sen-
sitive to forecast errors, 5ince a fs independent of the number of
observations, the error correction form of the exponential smpothing
technique 1s much more sensitive to forecast errors and, therefore, to
changes that occur 1n the population. Unless the researcher is certain
that a constant mean model has appiied in the past and will continue to
apply in the future, exponential smoothfng 1s safer to use than the or-

dinary mean (Gflchrist, 1976).

Polynomfal Models

In pelynomial models, the assumption underlying the first three
models discussed is melaxed; l.e., that the dependent variable {in this
case, enrollments) will be constant over time. A restriction common to
all polynomial models is that there must be at least as many historical
data points avajlable as there are parameters to be estimated (Wing,
1974). In the first order polynomial, the linear trend model, histori-
¢al data is matched to a straight line based on the methed of least
squares. The general form of the linear trend model is

¥ =a+ bt +oe
0 i

where a and b are parameters to be estimated, t represents time, ey
¥s a sequence gf independent randem variables with expactation equal to
0 and x %s the new foracast. The method is essentially the same as
the 1inear regression model aexcept that no causal relationship 1s as-
sumed to exist. When ey # 0 the model 15 biased and the process be-

comes stochastic., At t = 0, the linear trend model reduces to the
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constant mean model; i.e., a 15 simply the mean in the constant mean
model (Gitchrist, 1976). The general form for higher order poplynomials

is

2
xﬂ ﬂ+bt+ct + !'I!il#l+ei

where 4, b, and ¢, etc. are again parameters to be estimated from his-
torical data by the method of least squares. A higher order polynomizl
should only be used when the data show strong indications of continuing
along & particular curve. In many cases the data trend may change over.
night, making the model useless. For enrollment trends, Wing {1974) be-
1ieves higher order polynomfals hayve 1ittle application as a forecasting
method for enrclliments. The technigue for solving higher Order polyno-

mials is the same as for multiple regression.

Honl fnear Growth Models

Loegarithmic, exponential, Gompertz, and lagistic models are exam-
ples of nonlinear growth models of which the exponential 15 the mest 1m-
portant. Many examples of expenential growth patterns can be found 1n
economics and sclence. Essentially, the exponential maodel 1% a special
case of the lagarithmic model to the base e, This ¢lass of moadels dif-
fers from polynomical models in that they show reglons of very rapid
change and of maximum (or minimum) values (Gilchrist, 1976}. Since more
examples of the expenential model exfist and the charactaristics of this
whole class of models are similar, only the exporential model will be
discussed in detaill.

Exponentia) models are nonlinear models that assume the time rate
of growth {or decay) of a forecast is dirvectly proportional to the value

of the forecast variable itself. Because enrolliment growth has varied
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in the 1970"'s, the actual enrollment trend has become controversial.
According to Wing (1974), exponential models have 17ttle value for pur-
poses of forecasting enrollments because the expaonential growth curye is
gne that continues to grow with greater and greater rapidity, and the
growth rate of enrollments in the 1970's has leveled off and even de-
¢lined. teslle and Miller (1974}, on the other hand, see the growth in
enro! Iments tied to the ecoromy which 1s theorized by many economists as
growing exponentially. The growth pattern of enrcliments in the 1970's
15 Just & minor perturbation in the total growth pattern, and the growth
in enrallments will very shortly resume an exponential growth pattera.

The gensral form of an exponential model is

Kt-ﬂE +E|

where a and b are parameters to be estimated, t represents time, oy
15 the random error which is assumed to be 0 In a deteministic medel
and ¥ 0 ¥n a stochastic mode! and x; is the forecast at some time

t.

The exponential model can be very good at producing short term
forecasts, but the accuracy of longer term forecasts is questicnable be-
cause an alement of doubt must exist that any real situation will con-
tinve to increase indefinitely with greater and greater rapidity
(Gilchrist, 1976). In the initial stages of development, a new product
which competes with other similar products, will often expand fts market
from 0 to some value until it acquires a certain percentage of the mar-
kat. This fnitial growth period may follow some exponential growth mod-
el until 1t achieves a given percentage of the market [Gilchrist, 1976).
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When investigating enrolTment patterns, the exponential model

should be considered at least when the system 15 1n its initial growth
period. Since the comnunity college mevement is relatively young in {ts
development, the possibility exists that their enrpiiments wmay follow an
exponential growth curve. Individual institutions, when first estab-
1ished may, 1ikewise, follow 2n exponential growth pattern in thelr en-
roliments. The influx of students 1s greatest in the first years after
the establishment of a community college and levels off as the initial
demand 5 satisfied., Individual segments of the college population also
might centinue along an exponential curve. The number of part-time stu-
dents, for example, {s increasing at a rapfd rate and may well follow an

exponential growth curve.

Spectral Analysis

Spectral analysts Involves the use of harmonic functions (sine and
cosine functions} in the model. In spectral analysis a large number of
data points are fitted to 2n infinite series of sines and cosine func-
tions. Since the model requires at least 25 historical data points
(Wing, 1974}, the possfbility of using spectral analysis 1s limited due
te the lack of sufficient historical data, Prior to 1967-68, Jellema
{1972} reported that 13 percent of all Institutions had no data on
frashman applicants gr the number admitted; 5 percent could not even
supply headcount enrollment. Alsc, when 25 data points are required,
the data becomes too far ramoved to be useful in forecasting (a second

disadvantage to spectral amalysis).
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The Time Serie$ Decompeosition Model

The time series decompositfon model 1s an extrapolation model which
assumes that some pattern or comhination of patterns are recurring over
time, Two facters in this model] are important: the series to be fore-
cast and the period of time under study {Wheelwright and Makridalus,
1977)., 1In most fnstances the basic time serias contains subparts which
must be identified to obtair an accurate forecast. This situation
gecdrs when a seasonal pattern s present. The basic pattern must then
be divided fnto {ts subparts and 1s aften broken inte four parts: the
trend factor, the cyclic factor, the seasonal factor, and the error fac-
tor (Wheelwright and Makridalus, 1977). These factors may be additive
ar multiplicative; 1.e.,

FaTxCx1] x5 or

FaT+C +1+5
where F 135 the forecast, T 15 the trend pattern, ¢ 15 the cyclic
pattern, I 1s the irregular or error term, and § {5 the seasonal in-
dex. Patterns may exist, however, when cne or more of these factors are
nat present. The trend factor 1s usually the time series partion of the
basic pattern; the cyclic tern is present when the pattern shows period-
ic upward and downward swings., [t {¢ used to describe movements which
are slower and much less predictable than the seasonal component
{Gilchrist, 1976), such as ecomomic or business trends. The seasonal
facter 1s present when a repetitive nature exists over some short pertod
of time {(a month or quarter). To remove the seasonal variatfen, 8 mov-
ing average 15 used to ohtain a seasanal index which s then used to ad.

just for the seasonal variatfon. Salley (1979) used this approach fn
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forecasting enral1lments at Genrgla State University. He found that a
time trend, a c¢yclic factor, and seasonal factor existed in the data.
tredit hours per quarter were seasonalized using the moving average
technique. When the seasonal variation and the basic time trend were
removed, a cyc}i¢ pattern emerged that correlated highly with two NBER
indices. These indiges were composites of leading and coincident eco-
nomic 1ndicators of the business cycle amd are published in the Business

Congdition Digast monthly.

Enrollment Projections Employing Extrapolation Methods

Because higher aducation has historically been a growth industry,
most Institutions of higher education and thelr national agencies have
forecast enrollments by extrapolating past enroliment trends upward
(Bowen, 1974), Traditionally, enrcliments have been considered a func-
tion of history. Enroclimeat patterns of the 1950's deterwined the pro-
jections of the 1960's and enrolTment patterns of the 1960's determfned
the projections of the 1%370's. Trends in the 1950's underestimated the
enrol1ments of the 1960's whareas the trends of the 1960's overestimated
the enrollments of the 1970's {Mangelson, 1974). Many studies were in-
accurate because they were based on incorrect assumptions where, for ex-
ample, the college going age would contirnue to be 18 te 22 years or
where the birth rates would continue to be 2.7 births per woman. The
average college going age is increasing because more older students are
attending college [Carnegie, 1973). Since 1960 the U.S5. Bureau of Cen-
sus has revised birth rates downward three times to a low of 1.7 births
per woman {Mangelson, 1974). In the latest Census population projec-

tions, the fertility rate was assumed to be 2.1 (Carnegie, 1575). Many
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enrcllment projections based on the U.S5. Bureau of Census population
prajecticns, therefaore, have had to be revised, and new methods employ-
gd. For national enrollment projfections, the U.5. Bureau of Census now
uses the cohort method, the ratic method, and surveys. HNCES {1978) uses
regression, double exponential smoothing, and ratio techniques as 2 bas-
is for their forecasts. Extrapolation technigues, therefore, are still
the major techniques uysed for national forecasts. Many states such as
the Commonwealth of ¥irginifa use techniques simflar to tha national
agencfes. ¥irginia hases 1ts forecasts on the college going rate and
state population projections for the 18 to 34 age group {(SCHEY, 1974).

The trend demographic model by Hollander {Mangelson, 1974) is an
Interesting forecast used for predicting full-time graduates in the
State of New York. He predicts a 20 percent or greater decline in tra-
ditional undergraduate enrollments hy 1990. He 1solates the demographic
effect on traditienal undergraduate enro!lments and applies regional

variations.

Basis of Forecasting

In statistical forecasting, the basic requirement is the existence
of a stable structure over some time peried. The structure may be math-
ematical and/for statistical 1n nature. In sclence Hoth stable statisti-
cal and mathematical structures exfst. The stabflity of structure, how-
ever, does not require a precfse law ar relatianship. If the chance
element 1s constant over time, an equation or farmula may be derived
that has a certain probability of being correct at least part of the
time. The smaller the chance element, the better the prokability of hav-

ing a reliable forecast. For example, all the molecules of air in a



61
room, at Teast in principle, have & finite probability of leaving the
room 2t the same time. That probability is, however, very, very small.
Since the chance element 15 very small and stghle over time, a statisti-
c¢al equation can be derived that predicts the number of molecules fn the
room at any glven time with extreme accuracy. Thus, 1f an accurate
forecast is to be achleved a stable structure must exist over time and

any chance element must be small and stable over time,

Scientific Forecasting Procedures

Basic Steps

The scientiflic appraoach to forecasting usually consists of flve ba-
sic steps: all data relevant to & particular situation are collected
and reduced to a basic minimum {called data reduction}, the most basic
data are studied in depth for possible trends or relationships, a model
for models) 1s constructed from the structure implied by the in-depth
study, and finally a forecast is mede using the constructed mode!
{Gi1christ, 197§),

Data are usually divided inte two types: endogengus and excge-
nous. Endogenous data are internal to the system whose behavior jis de-
termined hy the mode]l itself; exogenous data are external and are not
affected by the systam. Exogenous data are predetermined by some ather
medal or system. In many Instances only endogenous data are needed to
construct an accurate forecasting model. Endogenous data for an enroll-
ment forecasting model might {nclude First-time students, returning stu-
dents, dropouts, or graduates. Exogenous data would include demograph-
ic, economic, political, and sociological Ffactors. Selection of data

can only be made on the basis of a thorough understanding of the
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sttuatign. [n fact, Iintuition very cften plays a dominant role in data
selection. Tf tha selection is poor, the forecast will most 1ikely be
poar,

Data are reduced to a minimum for two basic reasons: didentifica-
tion of structure and reduction of errcr. Each varfable has 1ts own in-
herent fnaccuracies. Increasing the number of variables must, there-
fore, increase the Tnaccuracy of the maodel, The criteria for data re-
duction are relevancy, rellability, and recency. Endogenous data more
often satisfies these criteria as they directly affect the situation and
are easier to obtaln., When these data have been thoroughly studied and
the behavior clearly understocd, a mathematical or statistical model is
the outcome. If no simple structure appears, mere data may need to be
included and studied. Exogensus data may now be considered for inclu-
slon in the model or at least used to interpret the endogenous data as
te causes of change (Gilchrist, 1976).

ldentifying structures and building models can be very complicated
and difficult. The most impertant step and first step after data reduc-
tion is the graphing of the data to investigate for simple trends. Af-
ter 4 comprehensive, Tn-depth study of the data for trends 1s accom-
plished, the researcher should be ahle to formulate assumptions eor hypo-
theses on which to build a model. The model is simply a mathematical or
statistical description of the behavior of the data. The choice of a
model is basic to the forecasting process, and often the mest basic
models are the only ones needed for forecasting. Sometimes, however,
the need will arise to combine or modify them to a particular situation

(Gilchrist, 1976).
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Models have certain basic common characteristics. These general
characteristics will now be considered. As noted previously, models may
be global or Tocal. In a global medel the structure is highly stable
and the chosen model is assumed to be true for all time. In a local
model, the structure 15 assumed true only for the short run. Short term
forecasting 158 usually considered to be <2 year: and long term fore-
casting for more than 5 years (Ascher, 1978). For most forecasting pur-
poses, the local model is probably preferabhle since such models will be
mere 1ikely to pick up changes In trends more quickly. A local mede! is
an approximation valid only locally in time. Some practical situations
in which local models are used are:
1. Where not enough data are avallable to study the situation in
detail;
2. MWhere, for reasons of simplicity. economy, or time a simpler
madel than may be indicated {s used; and
3. MWhere the factors befng forecast are known to be unstible, but
the changes occur In a relatively slow fashion (Gilchrist,
1976) .
When local models are used, the following methods are used in dascending
order: the intuitive method, the causal method and, finally, an 1ndi-
cator approach. The indicator approach i5 the wse of preselected trends
as leading signals of change in the sftuatien. Extrapolation techniques
are considered unattractive for use when the time span covered 15 short.
They are, however, used as benchmarks in evaluating the performance of

ather short term techniques. Although extrapolation techniques may do
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the job better, practicing forecasters tend to use more complex tech-
niques that incorporate more fnformation, theory, and intuition (Ascher,

1978).

Local Forecasting Models

Numeraous local models have been developed for varicus purposes.
The major types have been described In a previous section; the discus-
s1on here will be 1imited to three models which have unique characteris-
tics and have enjoyed some success in predicting enrollments for
colleges.

In 1971, when enroliments dropped at the upiversities in the Prov-
ince of Manitoba, the University Grant commission reexamined thelr meth-
ods of forecasting enrollments and arrived at a Postsecondary Demand and
Enrol1ment Model which proved to he accurate within 2 percent {Russell,
Hoffman, 1976). The model essentially surveys a sample of students in
grades 10, 11, and 12 as to thelr plans after high school. The survey
items include: the postsecondary plans aof 10th, 11th, and 12th grade
students; the degree of 1nfluence that Individuals, parents, high schoo!
activities, and circumstances had on students' decisions; the impact of
future events on students' decislons; the students' aspirations, expect-
ed career choices and long range plans; background questions corcerning
faculty size, previous scheoling, and type of community where students
qrew up; students' academic standing; the students' cholce of institu-
tions and programs; optianal questions concerning parents' education and
family income; the financial situsation in the province and the students’
financfal prospects; and reasons for students In grades 10 and 11 not

completing high scheol. The madel provides an intermediate range
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forecast for perfods of 3 years which are, in turn, attached to tradi-
tipnal forecasting methods for years 4 through 15. Orne of the virtues
of the mode! 1s fts ability to show major shifts in student demand and
it allows the Iinstitution to make adjustments before such shifts occur
{Russell, Hoffman, 1978).

A model being devised for the institutions of higher education {n
the State of Pannsylvania essentially differentiates among segments of
the population {Mewton, 1976)., The basic assumption of the model is
that an identifiable segment of the general population possesses a set
of demographic characteristics that distinguishes it as unique from all
others and that assoclated with each segment {s a set of probabilitfes
which describes 1ts disteibution among various types of organ!zed educa-
tional activities. For this model, the population was divided by sex,
race, and age groups. The participation rates of each of these ciatago-
ries were further dfvided by type of attendance and five different lev-
els of study. For these latter categories they used natignal figures
obtained from NCES and the U.5. Bureau of Census to obtain thef{r partic-
{patien rates, assuming the State of Pennsylvania would follow national
trends. By multiplying the number of each segment of the population by
Its participation rate, the number cof persons projected for enrallment
from that category 15 determined, Then, by adding all the calculated
projecticns together for each populaticn segment for a particular year,
they arrive at a forecast. They da, however, have to rely on the accu-
racy of the population forecast for thelr projected enroliments to be

accurate {Newton, 1978).
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A unique and different perspective on enrclliments 1s the approach
taken by Alken Connor (1971) who views enrollments as the product of the
demands for educational services by the stuydent popuTation, mediated by
the operations of the college. By eliminating those people who cannpt
attend the college for various reascns, the maximum enrcliment the col-
lege can expect 1s obtained. Some of the limiting factors (those fac-
tors that eliminate people from attending the college} that would be
considered are: all parsons envoclled in the public schools, all persons
below public school age, persons enrolled in other instituticns of high-
er aducation, persons whe a2lready have a degree equivalent or above that
offered by the college, and the admissions policies of the coliege that
might eliminate certain segments of the population. Stimulating factors
might be the draft law that exempted certain persons from military serv-
tce 1f attending college, the program offerings of the college, and the
nature and amount of {ndustry in the area. When all the T1imiting fac-
tors and stimulating factors are applied to the population, a ratio of
the actya}! to the potentia’ enrollees is used as cne of the factors teo
forecast enroliments. Not only i5 this a unique procedure for forecast-
ing enrgliments, but it offers the administration & unique look at the
population that 1t really has some chance of attracting. How well this
model would predict eneollments, however, 15 questionable since Connor

(1971) did not test it.

Model Buillding

The basis of any model 1s the behavioral egquation., Each behaviora)
equation has three distinguishing characteristics: the nature of the

variables, the form of the equation {or equaticns}), and values of the
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constants {parameters) involved 1n the equatfon, Since parameters are
usually chosen to force the model to conform to some sat of historical
data points, the model ¥s usually accurate for the parameter estimation
period, hut may not be accurate for forecasting the future. The number
of behavioral equations deternines the Intricacy of the wmodel and the
type of variables determines the theoretical orientations; i.e., whether
the model 1s based on internal factors or external factors. Two theo-
ries exist concerning the appropriate size of a model. Some theoreti-
clans, especially in the fleld of economics, believe that the more com-
plex and complicated a model, the better chance {t has of explaining the
hehavior of a system since most systems are complex. Some economic mad-
els, for example, have as many as 368 equations {Eckstein's DRI model of
the entire economic system); other theoreticians believe simplicity fis
superior since it excludes the exogenous variables which may cloud the
effacts of important endogenous varfables {Ascher, 1978).

Models may be determintstic or stochastic or a combinatton of the
two. A model is deterministic if no chance alement operates or where
random sequences {chance elements) occur but are scattered randomly
above and below zero such that the chance element can be taken as zero.
In a stochastic model, the chance element plays a domipant role; {.e.,
it does not equal zero., The chance elament of the last forecast is
influenced by the previous chance element and so on down the line. The
chance slement may also have to be forecast. Deterministic models

raraly describe the real world {Gilchrtst, 1976),

Accuracy of Forecasting

A forecast can only be constdered valid 1f the model constructed

syccessful 1y predicts the future. Through an in-depth study of the
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data, the researcher has chosen the variables amd selected the model or
models to use. Proyided the basic assumptiont of the model are valid, a
forecast {s made. The accuracy of the prediction can obviously hbe
evaluatad when data are availazble for the forecast pericd. At the time
the prediction is made, however, no method exists which will absolutely
determine the accuracy of the predictions, but there are certain key
statistics which can be developed that are heipful to the researcher in
evaluating his prediction. Since all statistics are based on probabili-
ty theory, even these fndicators may be incorrect.

The statistical criteria for successful forecasting are based on
the actual errors between the prediction and the observations. When the
glementary statisticatl features of the situation are studied, however,
the structure must be assumed stable. These significant statistical
features are the mean error, €, the mean absolute error (MAE}, and the
mean square errgr {MSE). The forecast error 15 defined as the differa

ence bstween the observation and 1ts forecast; 1.e.,

where e; 1s the forecast errgr at some time t, Xy 1s the observation
at some time t, and ?t is the forecast for time t. The mean error,
e, 15 simply the sum of al} the forecast arrors, ey, divided by the

numbker of errgrs considered, n.

If the average error is positive, the forecast Vags behind the trend; 1if

negativa, the forecast leads the trend. The forecast 15 suspect if the
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mean errgr becomes large because this indicates an incorrect analysis of
the structure of the data. When the forecast ervor systematically devi-
ates from zero, the forecasts are sald to have a bias. Normally, the
mean should be near zero since the actual errors wil)l be both negative
and positive and wil} temd to cancel (Gilchrist, 1976).

The spread of the data can be measured by the mean absclute error
or the mean square erraor. The mean square error places mare emphasis on

large errars than does the mean absolute error,

1 n i n 2
MAE = = (1glie||) and  MSE = — (1;121)

Both of these methods eliminate the sign from the error terms. For com-
parability the square root of the mean square error {RMSE) must be used
In order to make the units the same. Where a bias 1s found to exist,

the spread should be measured about the average of the error rather than

about zero, The sample varfance, sZ2, would replace the mean square

n
2 _1 -\ 2. =2
$8 =5 (12.:1) (eiﬁe) or s MSE - €

The standard deviation 1s the square root of the variance. From & sta-

error:

tistical point of view, a good forecast can be determined by requiring
the average errcor, the mean square error, or the absolute error to be

smalt.

Summar
Most institut{ons of higher education are interested 1n enrolliment

projections because they are clasely related to fnstitutional goals and
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missions and are, therefore, essential to financia! and program planning
at every level. 1In the 1970's the demand: on higher education have in-
creased, The general call for "accountability" has caused educators to
place much more emphasis on systematic planning. 1n years prior tec 1970
the projecticn of total enrollments at the national and state level was
a1l that was requfred because growth rates justified the need for in-
creased resources. In the seventies, however, growth patterns for in-
stitutfons of higher education became uncertaln and new trends did not
energe. The same metheds of projecting enrollments in the 1960's did
not produce accurate enrollment projections in the 1970's and probably
will not produce accurate enrotlment prejections in the 1980's because
enrolIment patterns in institutions of higher education are changing.
The number of traditional college students are declining while nontradi-
tioral students are Increasing. As institutions of higher educatfion
were expanding their missions and goals to Include the new types of stu-
dents to institutions of higher education, the data base on which en-
rollment projections were made did not expand and change as rapidly as
the growth patterns changed. The assumptions on which enroliment pro-
Jections were based called for the use of factors for which data were
not avallable, Accuracy fn enrollment projections will not increase for
Institutions of higher education unti! data 1s reported for all categeo-
ries required by the multidimensional educational system which {ncludes

both higher education and postsecondary education.



Chapter 3: METHODOLOGY

Purpose

The purpose of this study is to identify the factors relevant for
projecting enrollments and to develop such factors into a model that
will project enroliments within 1 percent accuracy for a public communi-
ty college using expo facto data from Thomas Nelson Community Cotlege
and utilizing the data format developed by the State Councfl of Higher
Education for ¥irginia. Publicly supported institutions of postsecond-
ary education in ¥irginia are required toc submit 10 year enrollment pro-
Jections, updated at 1 year intervals. These long range forecasts must
include projections of fall headcount enrollment and total FTE enroll-
ment and are used for capital cutlay planning {¥CC5 Polfcy Manual,
1979}, In addition, projections of fall headcount and summer session
headcount enrollments, each divided fnto fuil-time and part-time catego-
ries, and the total FTE enrollment wust be submitted to the ¥irginia
State Budget Office {SBO) during the year preced!ng the even-year ses-
sion of the ¥irginfa General Assembly for the 2 years of the coming
biernium 2long with actual data for the current blennium. Thus, except
for leng term planning for capftal cutlay, the role of enrollment fore-
casting in the fiscal system adopted by the Commonwealth of ¥irginfa is
primarily to provide a basis for financial planning over a short term
{up to 3 years)., Fal) quarter headcount enrsliments (sum of full-time
and part-time students registered) provide the basis for allocation of
classified positions in Togistical services and funds required for matn-
tenance and operation of plant facilities. Al other bydget 1ine 1tems
dependent on student envpliment are allocated on the basis of the number

7l



72

of full-time equivalent students enrolled {Appendix M, State Budget Man-
ual). Errollment projections are also used by the Individual community
calleges and the YCCS to guide educational, fiscal, and administrative
planning (VCCS Policy Manual). Public colleges and universities in
¥irginia also use these same enroliment projections for intermal plann-
ing.

The cateqories of data avallable for projecting enrollments, there-
fore, mist correspoend to those develgped by SCHEV and the State Budget
Qffice. The State Legistature In 1ts 1978 Approgriations Act set the

Fimits of accuracy for these projections at tl1 percent.

Hypotheses
If the purposes af this study are to be achieved, it 1s necessary

to test the followling hypotheses:

1. Variables can be identified that will produce accurate fore-
castfng models within the 1imits of accuracy designated by the
Virginia State Lagislature.

2. Using the varfables l{dentified above, forecasting models can be
developed for projecting the following categories of enroll-
ment .,

a. Both fall and summer session headcount within 1 percent

b. Tatal FTE within t1 percent

selection of Var{ables

Introduction

As indicated previously, this study 1nvolves the development of

forecasting models for a comprehensive public comunity collegs.
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Because every college has 1ts own unique characteristics, a forecasting
model must be particularized to an individual college. 1In this study
particular attention is given to projections in enrocllment for compre-
hensive public community colleges within the context of the Virginia
Community College System, using Thomas Nelson Comnunity College {[TNCC)
data. As developed in the literatura review, two general types of fore~
casting models exist, causal and extrapolation medels. Development of
both types of models requires, as the first step, the selection aof inde-

pendent {predictor} and dependent variables,

Dependent Yarjables

Dependent variables of any model are determined by the nature of
the forecast. In this study, for example, threée dependent variahlas are
suggested by the data structure required of the state colleges and uni-
versities by SCHEY apd $B80. They are:

l. Fall headcount enrallment

2. Summer session headcount enrpliment

J. Total FTE
Since each of these categories can be subdivided, several subcategories
were alsc selected for study and are Iincluded as dependent variables as
foltows:

1. First-time and returning student enprclliment

2. Part-time and full-time enrallment

1. Male and female enroliment

4, Veteran and ronveteran enroiliment

5. Average annual headcount enrcollment
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Independent Yartables

Most forecasting models have specific requirements for the number
and kind of independent variables which can be used. Models may be
limited by the data available to the researcher. Thus, ona of the first
tasks in this study was to determine the available data,

Data avaflable for the ¥CCS falls into two general categories:

“eensus data” and "other data". 0Only data reported in the YCCS Student

Enrollment Booklet (1979} or recorded on magnetic tape in the central

systems office of the ¥CCS 1n Richmond are considered "census data.
Since 1974 the YCCS has had a comprehensiyve automated system for report-
ing student enrplliment. From 1969 to 1974 the YCCS information system
was in the develogmental stages and enrpliment data were recorded manu-
ally at the fndividual colleges. In 1972 with the first publication of

the ¥CCS Student Enrollment Booklet, enrollment data were standardized.

As of that date, enrollment data for 211 instftutfons of the VCLS were
recaorded as of the same census date and the enroliment categories were
defined in the same way. Categories are still being added or deleted as
the needs change. Age data, for example, did not become “"census data”
until 1977, "Other data" scurces are maintained by the individua! come
runity colleges and may ar may not be drawn from the same base as "cen-
sus data®. As a result, “census data" are more reliable and accurate
than "other data" sources and are comparable for all units of VCCS after
1972.

Data were divided into endogenous and exegencus. Erdogenous data
are data internal to the system whose behavior is determined by the

system itself. Exogenous data are predetermined by some cther model or
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system. Since endagenous data are the most relevant, it usually pro-
duces the most accurate forecasts (Gilchrist, 1976). A student flow
medel was, therefaore, constructed to determine the most relevant endoge-
nous data and to understand how students progress through THCC (see Fig-
ure 3.1 on the following page). The possible input and output variables
included in the student flow model were then seiected as possible inde-
pendent or predictor variables for the dependent varfables using the
following criteria: (1) Availability of accurate data, {2) the number
of years comparable data are available, amd (3) whether the data were
from "census" or "other" sources. All iInput data except for category IV
{veteran or nonveteran enrclIiment) were "census data” and, therefore,
avallable for at least 9 years., Enrollment data for categeory IV was
available for 6 years from the 0ffice of Veterans Affairs at TNCC.

Exogenous independent variables were salected for trial on the bas-
i of opne of the followfng criteria: (1) Yariables found succassful in
previously developed forecasting studies and {2) specific requiremnents
of various models previously discussed in the literature review. Tahles
3.1 and 3.2 show demographic and economic data considered for use in
this study. The use of the total populaticn in the service area and
seryice area age distributicn data were selected as possible dependent
variables because NCES (1978) used them with some success in thefr
national enrollment forecasts. Service area high school graduates were
selected as a possible independent variable because they are one of the
known cochorts for first-time student enrolliment. The U.5. enrollment
data for all institutions and for 2 year institutions were selected for

comparisSon purposes.
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Student Flow Model for Thomas Kelson Community {ollege
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TABLE 3.1:

TNDEPENDENT EXOGENOUS YARIABLES - DEMDGRAPHIC DATA

[ndependent Yariables

Years of Availability

Total Population in
Service Area

Service Area Age
Distributions

J.5. Enroal Iment:
All Institutfons
2-Year Institutions

Service Area High School
Graduates

1970 - 78 [Yearly)
1976 - 2000 Estimated

1n E-year Intervals
1975 - BZ
1968 - 85
1968 - 85
1970 - 19

1980

B2 {Estimated}

Source

Pop. Projections, Va.
Counties and Cities,

1980 - 2000
SCHEY
NCES (1978 - 19)

NCES (1978 - 79)

Facing Up
Local School Board

TABLE 3.2:

INDEPENDENT EXOGENOUS VARIABLES - ECONOMIC DATA

Independent Yariahles

Years of Availability

Source

Local Unemgloyment

Composite Colncident
Economic Indicator

Composite Colncident
Economic Indicator

1970 - 79
1960 - present

1960 - present

Ya. Employment
Commision
Business Condition
Digest

Business Condition
Digest

In a study by Salley {1978) at Georgia State University, the eco-

nomic variables 1isted were successfully used in 2 time-series decompo—

sitian model to project quarterly FTE enrolliment.

Atthough Salley sug-

gested exploring local economic data such as the unemployment rate, he

did not produce any accurate results using these local economic varia-

bles.

Tabie 3.3 gives the compesition of the coincident and leading
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TABLE 3.3: COMPOSITION OF THE COMPOSITE COINCIDENT AND LEADING
ECOMOMIC INDICATORS AS PUBLISHED BY NBER IN BUSINESS
CONDITIONS DIGEST

I, Composite Coincident Economic Indicator {a composite of A
colncident economic Indicators) - Series No. 920*
1. Employees on nonagricultural payrolls; series ng. 41
2. Industrtal preduction {total index); series no. 47
3. Personal income less transfer payments {1972 dollars);
series no, 31
4. Manufacturing and trade sales {1972 dollars); series no. 57

1I. Composite Leading Economic Indicator {3 composite of 12 leading
economic indicators] - Series No. 910*

l. Average workweek, production workers, manufacturing {hours);
serfes no. 1

2. Layoff rate, manufacturing {per 100 employees); series no, 3

3. MNew Orders for consumers goods and materials (1972 doltars);
series no. 8

4. Met busfness formation [index); serfes np 12

5. Stock prices, 500 common stocks {index); serfes no. 19

6. Contracts and grders for plant and equipment (1972 dollars);
series no. 20

7. MHew building permits, private housing units {index); series
noc. 29

8. Vendor performance, percent of companies reporting slower
deliveries; series no, 32

9, MNet change in fnventories on hand and on order (1972 dollars),
smoothed with a 4-term moving average [with welights 1, 2,2,-1}
series no. 316

10, Change In sensitive prices {percent), smoothed as 1n 9 above;
series no, 92

11. Change in total liquid assets, smoothed as in 9 above; serifes
no. 104

12. Money supply (1972 dollars}; serles mo. 105

* The series numbers refer tp the Department of Commerce 11stings as
found 1n thelr Business Conditions Digest {BCD) publications.

economic indicators which were computed by the Natiomal Bureau for Eco-

ncmic Resexrch [NBER) and published in the Business Conditions Digest.

The composite coincident and leading economic indicators were the eco-
nomic varfables 5alley used to produce his most accurate projections.

Thesa fndices were also found useful in this study, Attempts were alse
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made to use the local unemployment rate. Which of the economic varia-
blas were used and which rejected will be discussed under the section gn
the Development of Forecasting Models.

Variables were first selected or rejected for inclusion in fore-
casting models on the basis of simple correlations and the F ratiq,
Tables !A through IJ, Appendix Il show these correlations and the sig-
nificance level. From these correlations it quickly became evident that
most of the endogencus and several of the exogenous vartables were
strongly related to the dependent variables. Variables not showing
strong relationships with the dependent variables were first-time stu-
dent enroliment, local high scheol graduates, amnd the economic fndica-
tors.

Since many af the variables with high correlations lacked any time
lead with respect to the dependent variables; 1.e., they only became
available at the time as the dependent variables, they could not be used
to predict enrgllments using many of the most common forecasting tech-
nigues such as linear and multiple regression, and nonlinear growth
models, To attempt a farecast using these variables, therefore, re-
quired that they be projected. Thus, attempts were made to forecast re-
turning student enrcliment because it showed the highest correlations
with the dependent variables, These forecasts and the models used for
the forecasts are shown in Table E, Appendix I[II., Since these farecasts
had at least a l-percent error, they were rejected for use at this time
in forecasting the dependent variables. A similar result was noted when
total population in the service area {5.A.), population, age 1B-24 years

in S.A., and natfonal twa year college enrcllments were used to predict



B0

the dependent variables. Far these three variables, projections had
keen made by the agencies reporting the data. When these projections
were ysed in forecasting models (in this case, linear regression and
noni inear growth models), the most accurate forecast had an error of 2
percent when compared to actual enrollments. It appears, therefore,
that projections based on data which must be projected are unrellable.
The errors will be compounded.

When an event occurs, its effects may not be felt inmedfately, but
at some later time. In several cases, 1t made sense to shift the fnde-
pendent varjables forward in time, and investigate the possibility of
past avents affecting present enroTlments, Because part-time students
normal ly attend calleqge for several years, the effects on enrollments
for part-time students may be felt for several years. A recession this
year may affect enrollments next year or even at a Jater date, Since
part-time student enroliment and economic conditions in previous years
might affect present enrollment, these variables were shifted forward in
t ime and correlated with the dependent variables. Tc determine when the
effect betweeen the variables was a maximum, the shift was made for
varioys times, The correlations were then examined to detennine when
the maximum affect occurred. Figure 3.2 shows the correlations betwean
two variables, ocne of which was shifted forward 1n time, three to a&ight
guarters. The maximum correlation coefficient occured when the ecomomic
variable (unemployment rate, in this case) was shifted forward seven
guarters, indicating its maximum effect on enroliments occurrad seven
quarters later. The uremployment rate was, therefore, shifted forward

saven quarters and later used {n & time-sertes decomposition model.
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Figure 3.2: Correlation Coefficient Between Twe Variables,
With One ¥ariable Shifted in Time
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Time Shift in Quarters
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Other variables shifted forward in time and correlated with the
dependent variables were firsi-time student enrollment, and full-time
student enraollment. Tabkles I[A through I1J, Appendix I show the
results of these correlations. The carrelations actually increased for
first-time student enrollment and the national economic indicators when
these independent variables were shifted forward in time. Correlations
for other independent variables such as part-time student errcliment and
full-time student enroliment decreased, when shifted forward in tine,
but were still highly correlated with the dependent variables.

Dependent varjables were alse shifted forward in time and correlat-
ed with themselves to determine {f prior enrol!iments were affecting
present enroilments. Total headcount enrolliment last year, for example,
may heavily influence present enrcliments, When a variable is shifted
in time and correlated with 1tself, the process 1s called autocorrela-
tion analysis. Average annual headcount enrcliment was such a variable
that was highly correlated with ftself when shifted forward in time.
Table IIA, Appendix IT gives the autocorrelations for avarage headcount
enrglIment.

Further selection and rejection of the independent variables will
be discussed as they are used In specific models In the next section on
relevant factors not used in this study. Variables with lowar corrala-
tians used in various forecasting models because of the specifications

of the model will also be discussed in the following two sections.

Relevant Factors Not Used in This Study

Relevant factors used in other studies, amd tisted in chapter 2,
Tables 2.1, 2.2, and 2.3, but rejected in this study are 1isted in
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Table 3.4 to follow alony with the reasons for rejection. Table 3.5
lists the variables selected for study and the reasons they were

rejected.

Developmant of the Forecasténg Models

Introduction

Forecasting models were selected for investigation for varfous rea-
sons; avaflability of data, strength of the sfmple correlation coeffi-
clents, specifications of the models, and trends in the data. Hodels
selected on the strength of the correlations discussed Tn the previous
section were the multiple regression models {including Tingar and non-
11near relatfonships) and the student flow model using Markov transition
matrices. The cohort-survival mode) was rejected because of the weak-
ness cof the cerrelatfon between first-time student enrol!ment and the
local high school graduates. Ar attempt was also made to use the con-
stant mean model to predict first-time student enrollment because yearly
first-time student enrnllment had been fairly constant {within 160 stu-
dents) since 1972, (S5ee Figure III, Appendix I} When quarterly head-
count and FTE enrollment were graphed (See Figure IV, Appendix I}, it
became evident that a seasonal factor was present. The seasonal varfa=-
tian in headcaunt and FTE enrollments suggested the use of the time-
series decomposition model. These models will be thoroughly discussed
in the sections following the section on Statistical Tests for Selecting
Forecasting Models. The statistical tests which appeared to have the
potential for selecting the most accurate forecasts will be discussed

next.
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TABLE 3.4:

THIS STUDY

RELEVANT FACTORS USED I[N QTHER STUDIES, BUT REJECTED IN

17.

0.
21,

22,
23.

24.
2b.
26.
27.

28.
29.

30,
l.

32.
33.
34,

Factor
Age distributfon of students
institution
Type of institution
Graduate enrclliment
First professional enrollment
Non-degree-credit anrol Iment

Pupil to teachar ratios
Miltitary draft

Education characteristics

of AAP

FEducation characteristics of
persons leaving the AAP
College attendance rates
Public school enrollment
Previous college experience
of studenis

Educational background of
parents

Persons from area in other
institutions

Relative educated wage
Persons in area having degree
No. of jobs available

Type of jobs avallable

Jdobs in service occupations
Relavancy and attractiveness
of pregrams

Canveniance of times and
places

Admission requirements
Tuition charges

Terms of financial aid

Release time frem work

Plans of high school students
Degree of influence of certain
persons

New degrees

[mpact of future events
Student aspiration

Faculty size

Adademic standing
Type of community
Area industry

Reason for Rajestion
Data not availabie at

Not quantifiable

Mot relevant to institution
Hot relevant to institution
Not considered by state for
enrol Iment projections

Mot relavant in open admission
Not relevant at this time

Local data not available

Local data not available
Concept not clear
Not deemed relevant for study

Data not available
Data incomplete

Data not available

Qata not available

Data not available

Included as unemployment rate
Service area complex not used
this study

Too restrictive for study

Data not available

Subjective, not quantifizble
Open admissiaons institutions
Was not applicable to models
considered

Data not avallable

Data not available

Data not available

Data not availfable

Dataz incomplete

Subjective, not quantifiable
Subjective, not quantifiable
Not applicable to models
considered

Data not available
Subjective, not guantifiable
Subjective, not quantifiable
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TABLE 3.5: RELEVANT FACTORS EXPLORED, BUT REJECTED
Factar Reason for Rejecticn
1. College going rate Constant, mo correlation
2. Population of servfce area Projections produced had
large errors
3. Sex of student body Prajections produced had
large errars
4. High school graduates Low correlations with
enrol lments
5. Birth rate Md not consider in this
study-constant
6. Racial composition Did not cansider in this
study-constant
7. Part-time enrcllment Projectfons produced were
not within t 1%
8. Local unemployment rate Frojections produced wera
not within t 1%
9. First-tfme student enrollment Prajectians praduced had
greater than 5% error
10. Returning student enrollment Projectiens produced were
not within £ 1%
11. HNo. of graduates Projectians produced were
not within £ 1%
12. HNo. of dropouts Projections produced were
not within & 1%
13. Veteran enrocllment Ko method was found to
accurately project

Statistical Tests for Selecting Forecasting Models

The statistical tests used for optimizing the forecasting models
were the mean square error (MSE}, the average error {e), the mTtiple
carrelation coefficlent (R), the multiple coefficient of determfnation
(RZ), and the simple correlation coefficfent {r}, all of which have been
examined in chapter 2. The mean sguare error 15 a measure cf the varia-
tion between the actual data and those produced by the model. The aver-
age errar is an Tndication of the bias between the forecast and the ac-

tual data. The multiple correlation coefficient indicates the quality
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of the relationship between the dependent variable and the independent
variables. The multiple coefficient of determinaticn measures the
amount of the variation explained by the model. Thus, If 2 model pro-
duces an accurate forecast the mean square error should be low, the av-
erage error should be very close to zero, and the multiple correlation
coefficient should be high {as close to 1 as possible). In the context
of this study the MSE would need to average 1 percent. For the MSE to
average 1 percent, the average difference between the actual earcilIment
and the feorecasted enrclIment must be 11 percent of the actual enroll-
ment. The only truly valid test of a forecast, however, 1% 2 comparison

with actual data as they become available.

Multiple Regression Models

Probably the most powerful and most widely used methods of statis-
tical forecasting today are myltiple correlation and regression tech-
nigues. These technigues were {nvestigated because many variables can
be quickly explored in many different combinations through their MSE and
multiple correlation coefficient. With medern computers, regressor var-
{ables (independent variables) can be added and removed from a mode! and
resulting changes examined. Selections of regressor variables for each
of the dependent varijables was based on the previously discussed simple
correlation coefficients and the F ratio.

Multiple correlatiaon and regression technfques were used to deter-
mine whether a relatfonship (1inear or nanlinear) existed between inde-
pendent and dependent variables. The Independent variables having the
highest correlations with the dependent variables were added and removed

from the regression equation on the basis of four criteria: the
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multiple correlatfon coefficient, the number of regressor variables
indicated, the tolerance level, and the significance level of the F ra-
tio. When the telerance level (the proportion of the variance not ex-
plained by the independent variable already in the regressfon equaticn)
becomes less than 0.1 percent, no additional independent variabhles were
entered into the equation. The mimimum significance level chosen fer
the F ratio was 0.1 {Kie, 197%9). 1In one instance fifteen regressor var-
jables were selected before the tolerance level and the minimum level
for the F ratio were reached. (5ee Table A, Forecast 2, Appendix [I)
The number of regressor variablas should never exceed the number of ob-
servations because the variances in the coefficient become so large that
the model 1s unreliable for forecasting purposes [Gilchrist, 1976}. In
this study the number of observatfons for quarterly enrallment prejec-
tions were limited to 16 or 20 (16 1f 1978-7% data were naot included)
bhecause enrol Iment patterns changed radically in 1974.75 with the large
influx of veterans. When yearly data were used the number of cbserva-
tians were elther 10 or 11 {10 {1F 1978-79 data were not included). In
sach case, the maximum observation available were used because limiting
the nymber of chservations would tend to increase the MSE and reduce the
F ratio below an acceptable significance level,

Forecasts using multiple correlation and regression techniguas are
present in Table A through E in Appendix C. Four of the flve most accu-
rate forecasts for fall headcount enrcliment were produced using multi-
ple regression analysis, In addition, all of the most accurate fore-
casts for annual FTE enroliment were produced using this method. The

most accurate of these forecasts will be thoroughly discussed in chapter
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4, A multiple correlaticn and regression analysis combfned with a time-
series decompasition model also produced the most accurate forecasts for

fall headcount enrcliment.

Nanlinear Growth Meodels

Leslie and Miller {1974) suggest that enrclIimant grow axpanentially
upward 1n a manner simitar to the growth of the economy (see chapter
2}, Certain TNCC enrollments such as headcount, FTE, returning student,
part-time student, male, and female enrcllment appear te grow monline-
arly with time (see Figures II, III, ¥V, ¥I, VII, Appendix III). Instead
of matching the existing data to a linear relationship, nonlinear rela-
tionships such as exponential, logarithmic, or power were fitted to the
data. Imdependent variables used were time, part-time enrcolliment, full-
time enroliment, and fall headcount enrgliment. Forecasts using the
previously Tisted independent vartables are shown {n Appendix C with
reievant statistfcs., One forecast using nonlinear regression analysis
was within the Timits required by the Commonweaith. This forecast will

4150 be discussed in detall in chapter 4.

Markov Transition Matrices Applied to the Student Flow Mode)

Markov transition matrices applied to student flow models are used
by many colleges for projecting enrallments. [n a Markov transition ma-
trix, prababilities are calculated hased on what a student can be ex-
pected to do the following quarter. Twe basic assumptions under]ie
Markay transftion matrices: first, the transition between any two
states must depend cnly on the present state and be independent of the

the past and second, the system must be stationary; i.e. stable over a
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period of time. Both assumptfons underlying Markev transition matrices
are directly viotated by TNCC headcount and FTE enrcllments. The stu-
dents at an urban community college do not necessarily return from the
previous quarter, but may stop for a quarter or more before raturning.
Returning student enrc)iment, therefore, doess not depend an the previous
quarters' enrollment. The second assumption was violated because the
probabilities computed were not stable over time. Table 3.6 on the
follawing page shows the probahilities, the standard deviations, and the
standard errors for each probability, The high standard deviation and
standard errors indicate the instability of the probabilities.

Although enrcllments in general viglate the basic assumpticns un-
deriying the Markev transition matrix, many colleges have found that
good results were obtained using this medel., The student flow mode!
previpusly discussed was used to determine the probabilities needed for
the Markov matrix., Probabilities were computed for first-time student
envpliment, transfer enrpliment, returning student enro}lment, the num-
ber of graduates, and the number cof dropouts.

The probabilities were percentages of the total enrollment in each
category averaged for the 4 years, 1974-75 to 1978-79 (see Table 3.6,
Part A). When a forecast was attempted using these probabilities, the
arrars 1n fall and winter headcount enrollments for 1978-79 are 6.4 per-
cent and 2.8 percent, respectively. A second farecast was attempted
using percentages hased on the previcus years enroliments (see Table
3.6, Part B). The errors for forecasts of summer, fall, and winter en-
roTiments were 1.4 percent, 4.4 percent, and 2.7 percent, respectively.

Because forecasts were not within the limits of accuracy required by the
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TABLE 3.5: AVERAGE PROBABILITIES FOR THE INPUTS AND QUTPUTS OF THE
STUDENT FLOW MODEL USING THE ACARDEMIC YEARS
1974-75 T 1978-79

Quarters
Ingut-nutgut Statistic Sumaer Fall Winter Spring
Fart A: Probablilities computed from the total enrcTliment 1n a glven
quarter
First-time p 0.142 0.3056 0.132 0.127
Student
Enrallment ? 0.023 0.024 0.022 0.022
Std. Er. o.011 6.012 0.011 d.011
Transfer B 0.049 0.068 0.037 0.033
Enrol Tment G 0.024 0.029 0.018 0.020
std, Er. 0.012 0.014 2.009 0.01¢
Returning P 0.808 0.628 0.831 0.835
Student o 0.024 0.009 0.004 0.028
Enrollment Std, Er. 0.012 0.004 Q.002 0.014
Graduates P 0.027 0.008 0.007 0.054
d 2.011 0.030 0.002 G.005%
Std. Er. 0.005 0.016 0.008 0.002
Oropouts p 0.165 0.256 0.149 0.213
F 0.028 0.031 G.013 0.035
std. Er. 0.014 0.016 0.006 0.020
Part B: Probabilities computed from the total enrollment the previous
quarter
Returning p 0.427 0.726 0,734 0.845
Student 3 0,036 0.043 0.028 0.014
Enrol Tment S5td. Er. 0.018 g.019 0.01¢% 0.061

Commonwealth, student flow modals using Markov transition matrices were

rejected as passible forecasting models for TRCC enrollments. The other
inputs shown in the student flow model were not used in a Markov transi-
tion matrix because no method was discovered to determine what these

students would do the following quarter.

The Cohart-Survival Model

Two possihle cohorts for first-time student enrollees are service

area high school graduates and age groups within the service area
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population. Accurate forecasts were not possible using either group of
cohorts. Betwean 1975 and 1978 approximately 30 percent of the First-
time student enrollees came directly from high school [TNCC Statfstical
Abstract, 1978-79). The simple correlation coefficient hetween service
area high school graduates and first-time student enrallees was very low
at 0,32 and was only significant at the 0.3 level (see Table ID, Appen-
dix I1). The only known cohert for the remzining /) percent of the
first-time student enrollees 1s the age distribution data for the ser-
vice area population, but age data for THCC first-time student enrpllees
were jnadequate as previously noted. The cohort-survival model was,
therefore, rejacted as a possible forecasting model for THNCC enrolIments

at this time.

Constant Mean Model

A censtant mean model was the most accurate forecasting model found
for first-time enraliments at TNCC. Since 1972 first-time enroliments
at TNCC has been falrly constant, ranging from 213 to 920 students as
the yearly average {see Flgure III, Appendix [). Using the average over
the 7 years as the forecast, an error of 5.B percent was obtained, All
other forecasts produced larger errors (see Table G, Appendix III).
Since total enrollment 1s the sum of first-time and returning student
enroliment, these iwe categories were considered as a method of obtain-
ing a forecast for total enrolIment. This method was rejacted, however,
when it became evident that first-time enrollment could not be projected
with any dagree of accuracy using this model. Furthermore, the simple
correlations batween first-time student enroliment and the selected in-

dapendent varlables were much lower than between the other selected
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dependent variables and the same independent variables {see Table IO,
Appendix II). The low correlations (Table 1I1) indicate that other de-
pendent variables should produce better forecasts than flrst-time stu-
dent enrollment.

Quarterly first-time enrcliment was alsc examined for forecasting
purposes, Although annual first-time enrcliment was fairly constant,
quarterly first-time enroliment was very erratic {TNCC Statistical Ab-
stract, 1978). No stable pattern was discovered for quarterly first-
time enrollment. When first-time fall enroliment dropped, first-time
enrpl Iment would fncreasa in the winter and/cr spring quarters. When
first-time enrollment was high in the fall, it dropped 1n the winter
andfor spring. Thus, over the year the average was fairly constant, but
not censtant enough to meet the forecasting requirements of the Common-

wealth.

Time-5eries Decomposition Models

A time-series decomposition model was used by Salley (1979} at
Geargia S5tate University for forecast quarterly enrcliments. The model
assumes that scme pattern or combination of patterns are recurring over
time. The mode]l 1s divided into four basic parts: A seasonal factor, a
trend factor, a cyclic factor, and an error factor. Patterns may exist
when one or more of these factors are not present. The ferecast simply
combines the parts by addition or multiplicatton. By using the inverse
operation, therefore, the model 15 decomposed into its parts. The first
step 1s to remove the seasgnal factor §f one exists. Headcount and FTE
enrol1ment per quarter were seasonalized by computing a centered four

quarter moving average. Textbooks such as Wheelwright and Makridalus
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{1977} give step by step procedures for seasonalizing data., The ratio
of actual data to the moving average was then averaged for each quarter
to obtain the seasonal index and then myltiplied by the teasonalized
data, Seasonalized and actual headcount enrollment are shown in Figure
1.3 on the next page. The plot with large variations 15 the unsea-
sonalized data. After the seasonal factor is removed, the variations
are much smaller. The next factor removed 15 the trend factor, 1f one
exists. The trend factor 1s removed by using siimple correlation and re-
gression analysis. Essentfally the assumption 15 made that anrol lments
inerease with time. The residual, which {s the difference between en-
rallments predicted by the linear regression equation amd the seasonal-
fzed enrcliments (the dependent variable in the regression analysis}), is
then corralated with selected cyclic factors. Cyclic factors suggested
by 5alley (1979) were the economic Indicators published by NBER dis-
cussed previously, and the local unemployment index. Table 3.7 shoaws
the correlat{ons between the residuals and the indicators shifted in
time, The economic Tndicators were shifted in time because past econom-
ic canditions were assumed to affect present enroliments. Present eco-
nomlc conditions should then affect later enroliments, Since the corre-
latfons shown in Table 3.7 were very low and the forecast produced (See
Table A and D, Appendix [Il) were not within the accuracy required by
the Commonwealth; thfs part of the mode! was rejected. What this really
implies 1s that TNCC enrclIments do not appear to have a cyclic factor.
By combining this model, without the cyclic factor, with a multéple
regression modal, the most accurate forecast was obtained. A thorough

discussion of the most accurate forecasting mode! will also be found in

chapter 4.
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TABLE 3.7: CORRELATION COEFFICIENTS BETWEEN THREE CYCLIC FACTORS AND
RESIDUALS IN THE TIME-DECOMPOSITION MIDEL

A: Dependent Variables: Total credits seasonally adjusted
Trend Factor: Time

Time Unemployment Rate Colncident Indicator Leading Indicator

Lead Difference Quotient Difference Quotient Difference Quatient

t+3 -0.1572 -0,19%1 -0.0025% -0.0279 0.1672 -0.2021
t+5 -0.3528 -0.3603 0.3872 0.3805 n.1121 0.0842
t+6 -0.4254 -0.4470 0.5924 0.6044 0.4111 0.399]1
t+7 -0.5359 -0.5735 0.5432 0.5863 0.5872 0.6068
t+8 =0.0361 -0.0838 0.3163 0.3704 0.4561 0.5126

B: Dependent Yartable: Headcount enrollment seasonally adjusted
Trend Factor: Time

Time Lead Unemployment Rate Coincident Indicatar Leadfng [ndicator

t+3 70,0172 0.0023 -0.01%1
t+d 8.3149 0.0612 -0.0142
t+& 0.0673 0.0123 -0.0012
t+b 0.1681 0.3285 0.9154
t+? ~-0.4108 0.03667 -0.0180
t+8 ~{.2369 -0.2159 -0.1899

kKote: Only the difference was correlated here because the correlation
coefficiants between the difference and guotients wera so very close.

Summar

From this study three types of models were found to produce forecasts
which were potentfally within the 1tmits of accuracy prescribed: multiple
regression, nonlinear growth, and time-series decomposition in conjunction
with multiple regression. Further discusston of these models wil} be found

in chapter 4.
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The dependent variables were determined by the nature of the study.
Using the student flow model, the independent endogengus variables were
identified. The independent excgenous variables were identified from
past studies or were specified by the model. The independent variables
were then selected for inclusfon in forecasting modals on the bhasis of
the simple corrrelation coefficient and the F ratio. The low correla-
tions between first-time student enrollment and service area high school
graduztes along with the limited TRCC student age data avallable elimi-
nated the cohort-survival model from consideration. Because the basic
assumptions underlying Markov transition matrices were viglated hy TNCC
enrollments and the errar fn the forecests produced by the model were
greater than 1 percent, forecasting models based on Markov transition

matrices applied to the studert flow model were also rejected.



CHAPTER 4: ANALYSIS OF RESULTS

Introduction

In this chapter the aptimum forecasts produced for fall headcount
enraliment and annual FTE enrallment will be discussed along with the
significant statistics and the methodology utilized. A forecast for
summer session headcount that is accurate within 1 percent s also in-
cluded since forecasts of summer headcount enrollment were very recently
added to the requirements of SHEY and 5BQ0. Only the predicted enroll-
ments with #1 percent were jincluded in this chapter. Forecasts from

other models are frcluded 1n Appendix C.

Fall Headcount Enrcliment

A model that utilized a combinaticn time-series decomposition and
multiple regression produced the optimum forecast for TNCL's fall head-
count enrollment. The original forecast predicted the fall 1978 head-
count enroliment within an accuracy of il percent. Two updates for the
model have been made: one for fall 1979 and the second for fall 1980.
The origing} forecast and {its first update have now heen tested against
actual enrollments. For fall headcount forecasts, bhoth the original
forecast and the first update predicted fall headcount enrollment within
the required t1 percent. The second update is yet to be tested since
{ts projections are for fall 1980 headcount enrollment.

In this forecast equation, the deperdent variable was seasonalized
headcount erroliment per quarter. {See Time-Series Decompositicn Model,
Chapter 3, for a description of seascnalizing data.) The independent

variables were time expressed in quarters, NBER's nattfonal composite

97
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coincident ecenomfe indicator shifted forward in time &, 6, 7, and 8

gquarters and NBER's national composite leading economic indicator shift-
ed farward 4 and 8 quarters. The degree of shift by the economic varia-
bles was determined by the muttiple correlation coefficient, the F ra-
tio, and the telerance Tevel. Shifts from 4 to 10 quarters for each
aconomic indicater were included as possible independent variables. The
compasition of the ecomomic fndicators are given in Table 3.3, Chapter
3. The seasonalized quarterly headcount enrcliment along with the fnde-
pendent variables was then used in & multiple regression analysis. Data
used 1n the original! forecast included the years 1974-75 through 1977-
78; 1n the first update data were added for 1978-79 and tn the second
update data for 1979-80 were added. Data for the spring guarter 1980,
however, were not yet avalilable for incTusicn. The optimum forecasting

equations determined in this study are as follows:

Origina?! Forecast:

H= 32.01T + 33,770 - 16.32C; + 104.38C3 - 19.55(4 - 14.304 - 90.82 Ly - 884.30.
First Update:

H= 61,367 + 33,77C] - 12.58C; + 85.87C; + L1504 - .23, - 52.86l; - B51.46.
Second Update:

K = 67.96T + B.430; - B.150, + 51,4403 - 17.7204 - 28.100; - 5.49.5 + 3334.75.
where, K = spasonalized headcount enroflment; T = time fn quarters (T =
1 for summer 1974, T = 2 for fall quarter 1974....t = n for the nth
quarter}; Cy, C2, C3, and €4 are the national composite colncident
econamic fndicator shifter forward in time 5, 6, 7, and 8 quarters,
respectively; and Ly and Ly are the national composite leading economic
indicators shifted forward by 4 and 8 quarters, respectively. Table 4.1

and Figure 4.1 show the results of the three farecasts.
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To place these forecasts in praper perspective, several statistical

aspects of the models must be discussd. An error analysis for these
models 1s given in Table 4.2 which includes: the mean square error
(MSE), the average error, &, the multiple correlation coefficient, R,
and several other statistical parameters for the original forecast and
the two updates. As noted previously, Tn the fdeal case, M5E= Q,

e ~0, and R~ 1. As shown in Table 4.2 for the original forecast,
based on 1974-7% through 1977-73 data, since the MSE was 1463 {which is
¢1 percent) and R = {:.9884, the criginal forecast is, therefore, consid-
ered to be statistically reliable., For the first update, the MSE has
degraded significantly to about 8.8 percent and although the model fore-
casts fall 1979 headcount enrollment within t1 percent, 1t does not have
the statistical reliability associated with the original medel, For the
second update, the MSE was also approximately 9.1 percent--it too must
be regarded with caution.

It should be noted that these eguations can also be used to yleld
predictions not only for fall headcount enrollment, but alse for the
winter, spring, and summer gquarters. The reader 1s cautioned, however,
that these forecast equations did not meet the predictive criterfa for
any but the fall quarter. As a special case, & forecast for the summer
quarter using the same type mode! will be dfiscussed in a2 later section.

In addition to the model just discussed, three other models were
developed which would predict fall enrollment within £l percent. A 1in-
ear regression model utilizing only time as the fndependent variable and
unseasonal $zed fall headcount as the dependent varfable was found to

predict fall headcount enrollment for 1979. This forecast might prove
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TABLE 4.2: ERROR ANALYSIS FOR OPTIMUM FALL HEADCOUNT FORECAST

STATISTICAL (ORIGINAL |FIRST-UPDATE |SECOND-UPDATE
PARAMETER JFORECAST| FORECAST FORECAST
MSE 1463 14940 16294
MSE* * 1522 1697 1793
5td. Dev, 38 122 128
e 4.8 3.9 21.3
R 0.49884 0.9941 0.9930
R2 0.9769 0.9343 0.9861
% Errer in
Fall Ferecast 0.08 0.4

*Average MSE for il-percent accuracy

to be the best long range predictor and should be further tested., The
error analysis for this medel is shown fn Table 4.3 on the follewing
page. The other iwo models that predicted fall headcount enrollment
were multiple regression models. Both of these models used time as one
of the {ndependent varfables. In the first case, the other dependent
variable was the national composite coincident economic {ndicator shift-
ed forward 3 years while the second model used the nationa?! composite
Teading economic Indicator shifted forward 3 years as 1ts second fnde-
pendent variable. The error analysis for the two models 1s alse shown
in Table 4.3. All three of these modals had very high MSE's indicating
low statistical veliability. In both models 1t sheould be noted that the
ecenomic indicators utilized were shifted 3 years. In the model for

sumner session headcounmt enrcliment, to be discussed next, the ecompmic
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indfcator utilized was shifted 2.5 years. The guestion must be asked,

what happened 2 to 3 years ago that would affect enroliment? Further

discussion on this phenomenon will! be foumd in Chapter 5.

Summer Session Headcount Enrollment

The forecast for summer headcount enrollment was produced while ex-
pioring for models to forecast fall headcount enrallment. As previously
noted, summer session headcount enrollment 1s also required by SCHEV.
Essentfally, the same model used for projecting fall headcount enroll-
ment 2l1so produced the forecast for summer headcount enrollment within
the *1-percent accuracy limitation. As for fall headcount enrolliment,
the dependent var{able was seasonalized headcount enrollment. Tha inpde-
pendent variables for the summer headcount forecast, however, were time
and the national coincident economic indicater shifted forward in time
by 10 quarters. As with the optimum forecast for fall headcount enrell-
ment, the model was updated twice since the original forecast. The
original forecast (summer 1978) and 1ts update (summer 1979} have now
been tested agafnst actual enrollments. The original forecast and 1ts
first update have predicted summer headcount enrollment within $1%. Tha
sacond update 1s yet to be tested since tts projections are for summer
1980. Data used in the original forecast included the years 1974-75
through 1977-78; 1n the first update data were added for 1378-79 and fn
the second update data for 1979-B0 were added. As in the fal]l headcount
forecast, data for the spring quarter 1980 were not available for inclu-

sion. The forecasting equations determined in the study are as follows:
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Original Forecast:

H = 49,137 + 26.89C + 123.01.
First Update:

H = &7.91T + 17,080 + 103.38,
Second Update:

H = 51.48T + 24.82(C + 339.68.
where H 1is the seasonalized headcount enrollment, T = time in guar-
ters, and C is the national composite coincident economic indicator
shifted forward in time by 10 quarters., Table 4.4 and Figure 4.2 show
the results of the three forecasts.

The errar analysis for this model 15 given {in Table 4.5. Although
the model accurately predicts summer headcount enrollment accurately for
2 consecutive years, the MSE indfcates that the forecasts should be re-
garded with some caution. For the original forecast, the first update
and the second update, the MSE's shawed an accuracy of 21 percent, 17
percent, and 16 percent, respectively. It ¢ interesting to note that
the forecasts for the other quarters are not within the prescribed accu-
racy. This was also true fer the optfmum fall headcount., Perhaps 1t
suggests that different combinations of variables will be needed to ac-
curately {within t1 percent) forecast the cther quarters, but stnce
SCHEY and SBO only require fall and summer session headcount forecasts,
accurate foerecasts were not investigated in detail for the winter and

spring guarters at this tima.

FTE Enrallment

The optimum farecast for total FTE enrolIment was produced by a

multiple regression model. The independent vartables were full-time
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TABLE 4.5: ERROR ANALYSIS FOR SUMMER HEADCOUNT ENRCLLMENT

STATISTICAL |ORIGINALjFIRST-UPDATE |SECOND-UPRATE
PARAMETER FORECAST | FORECAST FORECAST
MSE 34670 29469 2702%
MSE 1622 1697 1793
Std. Dev. 184 170 164
e 28.5 23.7 0.2
R 0.985 0.97 0,%9
R? 0.97 0.94 0.98
% Error in
Summer Forecast 0.5 0.7

enrollment and the national composite coincident economic fndicator
shifted forward 3 years. The original forecast and the first update
have both been tested against actual FTE enrollments. In both in-
stances, the errors between the forecast and actual enrollments for
1978-79 and 1979-80 were 0.03 percent and 0.05, respectively. The sec-
ond update is yet to he tested since 1ts projections are for 1980-B1 FTE
enrgllments. The forecast equations are as folTows:
Original Forecast (1978-79):

FTE = L.0LF + 37.53C - 2885.95
First Update (1979-80):

FTE = 1,01F + 37.93C - 2338.34
Second Update (1980-81}:

FTE = 1.01F + 37.89C - 2874.59%
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where FTE is tha total FTE enrollment for 1 year, F 1s full-time sty-
dent enrollment shifted forward 3 years, and C 1s the national compos-
ite caincident economic {ndicator shifted forward 3 years., Table 4.6
shows the forecasts and actual enrollments, and the percentage of error.

When the statistical tests are applied to the optimum FTE forecast,
the basis for caution emerges. As may be seen in Table 4.7, the MSE's
are extremely high (over 100 percent} indicating the possibility of a
large variability existing between the forecasts and actual FTE enrcll-
ment, The multiple correlation coefficients are lower than might ke de-
strable, and the multiple coefficients of determination indicate that at
least 20 percent of the variation 15 urexplained by the variablas
utilized in the forecast. The average errors indicate that there is no
bias 1n the forecasting model. In conclusion, this model produced the
optimum forecast on the basis of the errors produced between the fore-
cast and actyal enroliments. When the statistfcal tests are applied,
howevar, the model must be viewed with cautien.

Only one other model {Foracast 31, Table C, Appendix [II}, a nonlin-
ear growth model produced forecasts with less than l-percent error. In
this case, the fndependent variable was average yearly headcount enrcll-
ment shifted forward 1 year. In the original forecast, the error be-
tween the forecast and actual enrollmepts was 0.8 percent. 1In the first

update, the error had increased to 3.3 percent.
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TABLE 4.6: OPTIMUM TOTAL FTE FORECAST
First Second
Year Actual |Original|Percent| Update Percent| Update
ErrclIment |Forecast | Error |Forecast! Evvor |Forecast
197879 3229 3210 0.03
1579-80 3470 3437 0.04 3437 a.4
1980-81 720
Figure 4.3: Graphical Representation of FTE Forecast and
Actual Enrallment
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TABLE 4.7: ERROR AMALYSLS FOR OPTIMUM TOTAL FTE ENROLLMENT FORECASTS

STATISTICAL [ORIGINAL{FIRST-UPDATE|SECOND-UPDATE
PARAMETER IFORECAST| FORECAST FORECAST
MSE 103,598 90,589 80,613
M5E* 573 519 775
Std, Dev. 322 301 284
3 -0.1 0 0.8
R 0.5847 0.8723 0.8336
RZ 0.7827 0.7609 0. 7986
% Error in
Fall Forecast 0.03 0.4

The MS5E for thts forecast was lower at 35 percent than for the optimum
FTE forecast. The multiple correlation cecefficient for this forecast

was 0.98, again much higher than for the optimum forecast. The statis-
tical tests for this medel indicate a much more reliable forecast than
the statistical tests for the optimum forecast. Forecasts were consfd-
ered opt imum when the errors between the forecast and actual enraliment

were a mindmumn.

Discussion

The fall and summer headcount forecast models can be classified as
both an extrapolation and causal model. The tima-series portion of
these models 15 censidered an extrapolaticn because It assumes some pat-
tern or combination of patterns are recurring over time. Two patterns
are present in the optimum forecasts for fall headcount enrolliment and

summer s$essfon headcount enrollment, the seasonal pattern and the trend
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pattern. The trend was time-series. The seasonal pattern was evident
from examining the repetitive nmature of headcount enrollment over the
four quarters of successive sessions {see Figure 1,3, Chapter 3). Once
the seascnal factor is removed, the trend factor becomes evident, espe-
cially from 1976 to present. Time and seascnal factors by themselves,
however, did pot produce sufficlently accurate forecasts (see Table A,
Forecast 6, Appendix III). Since no perlodic swings appeared when the
seasonal factor was removed, & cyclic factor did not appear to exist.
rurthermore, when the residuals from the time-serfes portion of the mod-
el were correlated with economic factors, the correlation coefficients
were very law, This alse Indicated the absence of the cyclic factor
{see Table 3.7, Chapter 3). When the time-series pertion of the model
15 combined with multiple regression, a foracast was produced within *l
percent. The multiple regression portien of the model 1% causal. The
cause-effect relationshfp between quarterly headcount enrollment and ec-
onomic factors 1s somewhat obscure, however, because the economic indi-
cators which produced the most accurate forecasts were shifted forward
in time from 4 to 10 quarters. The simpla correlations between these
economic indicators and enrcliment were much lower than for cther {nde-
pendent variables., When these economic indicators were shifted in time,
however, the simple correlations did improve. An explanatfon for the
shift tn time might involve the different age groups enrolled at THCC.
Since the students range in age from 17 to 70, various age groups may be
affected differently by economic condfiticns. When economic conditions
worsen, for example, it may be that the younger people go back to

school, whereas the older students “stop out®. This cause-effect
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relatiaonship could not be tested at this time becayse age data have not
been available,

The optimun forecasts of total FTE enrollment were praduced by a
multiple regression mode!, The independent variables were the national
composite colncident economic indicator shifted forward 3 years and
full-time student enrollment was shifted forward 3 years. As with the
modeals for fall and summer session headcount enrcliment, the cause-
effect retationship 1s obscure because the variables are shifted forward
in time. No explanaticn could be found for this particular time shift.
It is noteworthy, however, that three of the cther forecasts that met
the t1 percent accuracy criterta alsc had variables shifted forward 2.5
or 3 years.

Although many of the independent variables selected for study did
net enter into the actual forecasting equations, apparent cause-effect
relationships exist between several independent and dependent vartables
and are indicated by the high simple correlations produced. Veteran en-
rellment, for example, strongly fmpacted enroliments between 1974 and
1978, It correlated highly with average annual headcount enrollment,
fall headcount enrolliment, total FTE enrollment, and returning student
enrol Iment. When 1978-79 data were included, the correlations were much
lower indicating that veteran enrollment 15 nat having the same effect
on enrgllments now that it did prior to 1978.

Other {ndependent variables having high correlatfons with the dep-
endent varfables were returning student enrplliment, part-time student
enroliment, full-time student enrollment, male enrollment, female en-

rolIment, population in the service area {age 1B-24 years), and total
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populatian in the saervice area. Dbviously these independent var{ables
affect enrollments. No accurate method was developed that allowed util-
ization af these varfables, however.

The realiability of projections is determined by the stability of
the factors used in the forecast. Statistically based forecasting mod-
els can only project within the Timits of the stabiliiy. Those respon-
sible for forecasting enrollments, therefore, must continually examine
the data for changes that will destroy this stabt1fty, Examples of
changes at TNCC may in the future--or have in the past--destroyed this
stabi1ity are:

1. The large fnflux of veterans in 1974 and 1975

2. 0Opening new campuses 1in 1978 and 1979

3. Discontinuing scheduled classes at an earlier date because of

insufficlent enrogllment, & matter of adninistrative policy

4. Discontinuance of federally financed programs within the insti-

tution
Factors such as those 1{sted above make both a positive and negative im-
pact on enroliments, Identifying these factors and the direction and
gxtent of the impact by the decision makers may well determine the ac-

curacy of any final forecast.

Test of Hypotheses

Hypothesis.- Yariables can be identified that will produce accurate
forecasting models within tha 1imits of accuracy designated by the

Yirginia State Legislature.
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Independent (predictor) variables utilized in the enrollment fore-

casting models were {dentified through the 1{terature review and the

student flow model. The optimum forecasts (which will he discyssed un-

der hypothesis 2) were within the 1imits of accuracy. The variables

utflized fn these models were seiected on the following basts:

1.
2.

3.

Simple correlations and the F ratio

Repeated examinations of the correlation between the fitted re-
gression equatfon and the dependent variable; f.e., by examin-
ing the multiple correlation coefficient

By examining the changes produced when variables are added and
removed from the model; 1.e., by examining the MSE, &, the F
ratic for R, and the talerance Teval (the percentage of unex-

plained variance)

The following independent varfzbles were ytilized tn the optimum

forecast models of the three major dependent varfables:

For the optimum fall headcount forecast:

1.
2.
3.

1.

Seasonal factor

Time trends

The national composite coincident economic indicator shifted
forward 5, 6, 7, and 8 quarters

The national composite heading economic indicator shifted for-

ward 4 and B quarters

For the summer session headeount forecast:

1.
2.
3.

The seasonal factor
Time trend

The natianal composite coinclident economic indicator shifted

farward 10 quarters
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For the optimum total FTE forecast:

1., Full-time head count enrollment shifted forward 3 years
2. The national composite coincident economic indicator shifted
forward 3 years

For fall headcount enrollment, forecasts were accurately produced
for 1 year and for summer session headcount and total FTE enrollment,
forecasts were accurately produced for 2 years within 1 percent. On the
basis of very short range forecasts {<2 years), hypothesis 1 1s accepted
because independent variables were identified and utilized in forecasts
within the prescribed accuracy. Although independent variables were
identified and utilized 1n longer range forecasts (2 years), the fore-
casts were not within the required accuracy. Thus, on the basis of

forecasts for >2 years, hypothesis 1 is rejected.

Hypothesis 2.- Using the variables 1dentifted in hypothesis 1, forecast-

ing models can be developed for projecting the fallowing categaries of
enroliment:

l. Fall and sunmer session headcount within £l percent

2. Total FTE within 11 percent

The basis for acceptance or rejection of hypothesis 2 was made 1n
context with the fiscal system adopted by the Comnmonwealth of ¥irginfa
fer the disteibution of public funds to the state colleges and universi-
tfes. [In the Commonwealth of ¥irginia, enrollment projections for the
state colleges and unfversities are required baefore funds are appropri-
ated. Projections for fall headcount, summer session headcount, and to-

tal FTE enrol1ments must be submitted during the year preceding the even
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year sessfon of the ¥irginfa General Assembly for the 2 years of the
coming biennium. Updates of these projections may be made or even re-
quired annually. Thus, forecasts for the 1982-84 biennium are based on
19379-80 enrcliment data. Since projections must be made using data 3
years prior to the forecasts, forecasting models must project enroll-
ments for 3 years within t1 percent.

Although the Yirginia state colleges amd universities are permitted
to update the 3-year forecasts, the original distribution of funds for
the blennfum {5 based on those farecasts. Basically, the updates are
ysed to adjust the distribution of funds when actual enrcliments are
more than 1 percent over or under projections for that session.

Farecasting models for fall and summer session headcount and total
FTE enroliment were developed that projected enrollments for 1 or 2
years within 11 percent accuracy. The optimum fall headcount forecast,
a conbinatton time-series decomposition and multiple regrassion model,
has been updated twice. The orfginal forecast and the first update have
bean tested against actual enrolIments and foumd to accurately project
fall headcount enrollment for 1 year within %1 percent. The secaond up-
date has not been tested against actual enrollments since 1ts projec-
tfons are for fajl 1980, The statistical tests (MSE and @) for the
original forecast were excellent but deterjorated somewhat for the two
updates although the projectfons from the updates st{ll ware within the
1imits of accuracy required.

The summer session headcount forecast, also a combination time-
ser{as decomposition and multiple regression model, has been updated

twice. The ortginal forecast and the first update have been tested
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against actua! enroliments and found to accurately project summer head-
count enrollment for 2 years to within 1! percent. The second update 1s
yet to be tested, Sone caution must be exercised with the summer ses-
sfon headcount forecast because the statistical tests (MSE and £) {ndi-
cated passible variability,

The optimun forecast for total FTE enroliment, & multiple regres-
sion model, has also been updated twice, The original forecast and
first update have been tested against actuzl enrollments and found to
accurately project total FTE enrollment for 2 years to within i1 per-
tent. The second update cannct be tested until spring 1981. Caution
must also be exercised in the vtilization of this model because the sta-
tistical tests indicated possible varfability between the forecasts and
actual enrcliments.

The forecasting model produced for fall headcount enroliment can be
utT1i1zed for the yearly updates which may be required by the State Coun-
cil of Higher tducatfon of ¥irginia or needed for adjustment in project-
ing enroliments. The sumwmer sessfon headcount and FTE enrollment fare-
casting models can be utilized for the yearly updates and projections
far the first year of the blapnium. On the basis of the yeariy updates,
hypathesis 2 15 acgepted for fall and summer session headcount envoll-
ment projections. On the basis of projections for the first year of the
biennium, hypothesis 2 1s accepted for summer session headcount and
total FTE enrollment projections.

Hypothesis 2 is rejected for forecasts beyond 2 years for fall and

summer session headcount and total FTE enrollment prejections.
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Forecasting models which projected for more than 2 years were not within

the prescribed accuracy {see Appendix ().

Summary
farecasting models for fazll headcount enrollment projections for 1

year were produced to within tl percent; forecasting models for summer
session headcount and total FTE enroliment were produced for 2 years to
within t1 percent. Thus, both hypatheses 1 and 2 were accepted for
short range forecasts (<2 years). Both of the hypotheses were rejected
far longer range forecasts {>2 years}.

Forecasts for yearly projections up to 10 years are also required
by SCHEV. G5ince these forecasts may be updated periodically, the accu-
racy 15 nat as critical as for the yearly updates and the forecasts for
the btennium. Forecasting models which project fall and summer session
headcount and total FTE ermroliments for 10 years were produced for this

study but none were within the prescribed Timits of accuracy.



CKAPTER 5: SUMMARY AND IMPLICATIONS FOR FUTURE RESEARCH

Summary
The State Legislature of Virginia gave to SCHEY the responsibitity

for distributing the public funds for the Institutions of higher educa-
tion of ¥Yirginfa falrly and equitably. To pravide a bhas!s for such a
distribution, the institutions af higher education were required to pro-
ject their enrollments to within £1 percent 1imfts of accuracy.
The purpose of this study was to identify the factors relevant for
projecting enroliments and to develop such factors Into a model that
will project enrollments to within I percent acguracy for a public com-
minity college using expo facto data from TNCC and utilizing the data
format of the State Council of Higher Educatien for Virginia,
Te achieve these purposes, the following hypotheses were tested:
1. V¥ariables can be identified that wil! produce accurate fore-
casting madels within the 1imits of accuracy designated by the
Virginia 5tate Legislature

2, Using the variables identi{fied above, forecasting models can be
developed for projecting the following categorfes of enroll-
ment :
a. Fall headcount and summer session headcount to within 11

percent

b. Total FTE to within 1 percent

Two general types of statistical forecasting medels axist--causal
and axtrapolation, Development of both types of models require, 25 the
first step, the selection of independent [predictor} and dependent wvari-

ables. The dependent variables were determined by the nature of the

120
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forecast, in this case, by the structure required of the state colleges
and universities by SCHEY amd the Virginia 5B0. They were:
l. Fall headcount enrollment
2. Summer session headcount enroliment
3. Total FTE enrcllment
Independent variables utflized in the enrollment forecasting models were
jdenti1fied through the Yiterature review and from the student flow model
far the institution. Optimum forecasts for the previously listed depen-
dent variables were produced by time-series decompesition and multipile
regression models. The indapendent variables utilized in these models
were selected on the following basfs:
1. Simple correlations and the F ratio
2. Repeated examinations of the correlation between the fitted re-
gression equation and the dependent variable; i.e., by examin-
1ng the multiple correlaticon coefficlfent
3. By examining the changes produced when variables are added amd
removed from the model; i.e., by examining the MSE, e, the F
ratio for R, and the tolerance level (the percentage of unex-
plained varfance)
The following independent variables were utilized in the optimum
forecasting models:
For the optimum fall headcount forecast:
1. The seasonal factor
2. Time trend
3. The national composite coincident economic indicator shifted

forward 5, 6, 7, and B quarters
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4. The national! composite leading economic indicator shifted for-
ward 4 and 8 quarters
For the summer session headcount forecast:

1. The seasonal factor

2. Time trend

3. The national composite coincident ecanomic indicator shifted

forward 10 quarters
For the optimum total) FTE forecast:

1. Full-time enrallment shifted forward 3 years

2. The nationa! composite coincident economic indicator shifted

forward 3 years

Independent variables which were rejected on the basfs of the sim-
ple correlation coefficients and the T ratio were service area high
schop] graduates and first-time student enrollment. Other independent
var{ables such as returning student enrollment and veteran enroliment
were rejected because no method was found to project them within the
prascribed accuracy. 3Since age range data for TNCC students only became
available in 1977, the age data avaflable were considered Insufffcient
to serve as a basis for a relfable forecast at this time.

Forecasting models {within t1 percent accuracy) were produced for 1
year ¥for fall headcount enroglliment and for 2 years for summer session
headcount and total FTE enrollment. For fall apd summer session head-
count enrcliment, & model combining time-serfes and multfple regrassion
oroduced the optimum ferecasts. For total FTE enrcliment, the optimum
foracast model was 2 multiple regressfion model. Each medel has been up-

dated twice; for the first update, the projections produced for each
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mode! were within the prescribed accuracy, The second update has not
bean tested because actual enrcliment data are not yet avallable.
D scussion of the hypotheses will be given in the next sectfon.

The basts for acceptance or rejectfon of the hypotheses was made in
context with the fiscal system of the Comnonwealth of Virginfa for the
distribution of public funds to the state colleges aml universities.

The fiscal system was established primarily to provide a basis for fi-
nancial planning cver 3 years. The state colleges and universfties must
submft fall and summer session headcuunt azod total FTE enrglliment pro-
jectians to the Yirginfa SBO during the year preceding the even year
sassion of the Virginia General Assembly for the 2 years of the coming
bienpium. In addition, the state colleges and universitfes must submit
10-year enrolliment projectigns for the same categories of enrcel!ment to
SCHEY. A1l projections may be updated periodicaily.

Forecasting models were produced for 1 year for fall headcount &n-
roliment and for 2 years for summer session headcount and total FTE en-
rollment to within 11 percent. The forecasting medel produced for the
fall headcount enrollment can be utilized for the yearly updates which
may be required by SCHEV or needed for adjusting the enrollment projec-
tigns for the upcoming biennfum. The summer sessfon headeount and FTE
enrol Iment forecasting models can be utilized for the yearly updates and
projectians for the first year of the biennium. On the basis of the
yearly updates, both hypotheses were accepted for projections of fall
and sumner session headcount enrpliment. On the basis of projections
for the first year of the hiennfum, both hypotheses are accepted for

summer session headcount and total FTE enrgliment projectfons. Both
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hypotheses are rejected on the basis of forecasts beyond 2 years for
fail and summer session headcount and total FTE enrollment projections.
Forecasts for yearly projections up to 10 years which are required by
SCHEV were produced, but not within the prescribed accuracy. Since the
10~year forecasts may be updated periodically, the accuracy 15 not as
critical as for the yearly updates and the forecasts for the biennium.

In conclysion, very short range forecasts {{Z years) can be pro-
duced within the prescribed accuracy for fall and summer session head-
count and total FTE enrollments. Longer range forecasts (>Z years) were

not produced within the prescribed accuracy.

Conciusions

Batsed on a review of past enrcliment projection studies at the na-
tfonal, state, and institutional levels, certain basic conclusions were
reached which should be applicable to postsecendary enrollment projec-
tions in general:

1. The large variations between varicus enrollment projections at
the national level have occurred because the forecasts have
been based on different assumptions. Sfnce forecasters are gs-
sentially examining the same data base (the U.S. Bureau of Cen-
sus), the assumptions on which the forecasts are based are pri-
marily rasponsible for differences among the various foracasts.

2. Enrollment projections have been made for institutions of high-
er education with diverse goals and missions. Separating in-
stituticns of higher education Into categories of Institutions
with similar goals and missions may facilitate the isolatfon of

relevant factors. Factors relevant for one type inst{tution of
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higher education are not always relevant to all institutions of
higher educatign.

3. Present data hases are inadequate to produce accurate enroll-
ment projections for the fellowing reasons:

a. Patterns of student enrollment vary among gecgraphfcal
areas and among types of institutions.

b. There are inadequate data related to patterns of enrollment
for various age groups, especlally beyond 24 years of age

c. Data related to the minority segment of the student cohort
are inadequate.

4, Most enrgilment projections are not sufficiently reliable for
planning purposes. Because key statistics, such as the mean
square error, the average error, and multfple cocefficlient of
determinaticon, have not been reported for individual studies,
the overall potential accuracy of projections cannot be evalu-
ated statistically prior to the time that “"hard data" become
available.

Since there 1s 2 need for accurate enroliment projecttons at all
levels of postsecondary education, an in-depth study for cne component
of the higher education system (a multidimensional urban community col-
lege) was conducted to determine what probiems existed in producing en-
roliment forecasting models within the accuracy limitations prescribed
by one state {¥irginia). Based on this study, the following sat of
general conclusions were reached:

1. It appears that accurate projections of enrollment for communi-

ty colleges will require use of data in projectians not
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3.

4,

T.

i26

currently ¢lassifled as census data by the varipus state
coardinating boards,

When the impact of the seasonal variations in enrcliment among
quarters 1s statistically remaved, the fdentification of rele-
vant facters becomes less difficult.

Traditional projection models, utilizing cohort survival and
Markov transition matrices, are not applicable in community
colleges with open admissions and 2 nantraditional student pop-
ulation.

Accurate statfstical forecasting models, using techniques such
a4s multiple regression or time-series decompositfon, can be de-
velaped which will he accurate for perfods of nearly 2 years,
hut accuracy becomes guestionahle for longer perlods of time.
Since ¥irginfa fnstitutions are required to make enrollment
projections which are consfiderably longer than 2 years for
hiennial budgets, ft appears that the current Timits of accur-
acy of 11 parcent for such prejectfons are unrealfstic. How-
ever, annual updates of blemnial projectians should be possible
within these 1fmits.

Results of this study suppart the concept that application of
statistical techniques for verificatfon of the accuracy of pre-
diction models {s valuable in evaluating the petential accuracy
of new mgdels,

In tnstttutions with relatively unstable enrollments, such as
community colleges, the factors impacting the total enrclliment

are constantly 1n flux; thus, the models for projecting
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anrclImants in such institutfons must be constantly evaluated
and/or reformulated to identify and Tncorporate changing trends
as they occur.

This study suggests that maTe enrollment has reached its zenith
{see Figure ¥II, Appendix A), Female enrofiment is continuing
to {ncrease but at a s1ightly lower rate, This may {ndicate
that female enrollment is alsp approaching its zenith. Female
enrclIment passed male enrcliment 1n 1978. Glenny (1980) atso

pbserved the same pattern in national enrallment trends,

In Chapter 2 the relevant factors {dentified {n preyious research

involving enrollment projections were grouped into three majar catego-

ries:

demographic factors, economic factors, and institutfonal factors.

Each of these categories 15 briefly discussed in terms of the findings

of this study:

1.

2s

The traditional demographic factors {nvolved in the research of
Cartter (1973), NCES (1978), and Carnegie [1978) have not
proved to provide an adequate base for accurate projectices of
enrollment. More recent research, such as the work of Glenny
{1980), indicates a need for redefinition of these factors,
The results of this study seem to support this concept in such
areas as student age distrfbution, enraliment of mimorities,
and the changing proportion of men and women in the student
body.

The resaarch of Drasch {1975), Froomkin {1974}, and Leslie and
Miller [1974) utilized economic factors in enroliment largely

based upon employment and employment opportunities. Salley
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(1978) added the use of the NBER economic indicators as predic-

tors of enrcliment change. The models developed for this study

ut1V1ze these economic indicateors, thereby, supporting Salley's

research and broadening 1ts applicability to include community
colleges with apen admissions.

3. Twp findings related to the use of instituticnal factors were
reflected in the findings of this study:

d, The traditional student flow models of Wastk (1971},
Lightfield {1975), and others are not appropriate for in-
stitutfons with open admissions and & large proportion of
part-timne students.

bh. This study provided strong support for the research of
Norris (1976) and ethers that each institution must con-
stantly study and reevaluate the relativa impact of all
relevant factors cn the enrgliment of the instituticn,

Implications for Futura Research

Wew enrpltment projection studies at all levels of higher education
are an essential part of institutfconal planning. As the jmportance of
effective {nstitutional planning 1s recognized, the necessity of contin-
uous processes 0f updating, revising, and exploring new techniques of
projecting enrcliments also becone evident. Forecasting models which
give raliable results now may not be effective for fnstitutfonal! plan-
ning in the future hecause enrallment patterns are changing. HNew and
different types of students are attending college, especially community
colleges and multidimensional universities with open admissions poli-

cles. Factors now relavant to enroliments are likely to change in the
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future. For these reasons, new studies are needed, Specifically, more
studies are ind{cated at this comprehensive urban community college to
continualTy update the exfsting models and to increase the reliability
nf the models.

Enrollment projection studies far institutions of higher wducation
should be categorized to determine the factors relevant to specific
types of instituticns. [t 15 suggested that categories considered com
parable include Institutions with similar goals and missions,

Because key statfistics, such as the mean sgquare errgr, the average
error, and multiple coefficient of determinatfon have not been reported
in pravious enrollment projections, the overall accuracy of these stud-
{es cannot be evaluated for accuracy and reliability by higher education
planners. It 1s suggested that in the future these key statistics be
derived and reported for all enrollment projection studies.

Mot only have enroliment forecasters given little attention to the
statistical accuracy and reliability of thefr profections, but higher
aducational planners have not develaped a clear picture of their accura-
¢y requirements for enrollment projections. A possible area of future
research fs clearly a study of the accuracy of enrcliment predictions
required by higher educational planners at all lsvels.

New studies should alsa include an investigation of age data, Pos-
sible relationships miqht exist between age groups and economic factors,
The younger students, for example, might go to college when poor
ecanomic conditions exist, such as a poor job market; older students
might drop out under these same conditicns because they could not afford

to attend college., In a peoor Job market, both work sftuations have been
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observed; j.e,, both increasing and decreasing enrollments, Age data
first became available as census data for Yirginia institutions in 1977-
78. At the time of this study, therafore, insufficient age data were
avallable ta investigate existing relationshfps between it and the
independent variables selected for study,

A numher of cther specific studies to Improve the accuracy of en-
raliment predictions for open muttidimensional urban community colleges
have been syggested by this work. Among these are: improved forecasts
for graduates of high schools In the seryice ares (cohort-survival
techniques have traditionally been very successful at the high school
level}, in-depth examination of attendance patterns and personal
characteristics of "stop-outs” [students who leave college for a term or
more but return) as opposed to "drop-outs" {students who never return),
and improved understanding of the motivation and attendance patterns of
nontraditional students who enroll for one or mere terms primarily to
improve their academic or vocational skills. Veteran enrollment
constitutes sti1] another relevant factor which has significantly
influenced higher educational enroliment in three instances over the
last 35 years--and may still--as a large source of errgr in projecting
enrolIments. Finally, this work strongly suggests that researchers
closely exanmine ecanomic factors related to higher education enroliment
to estahlish specific cause and effect relatianships 1n order to glive
credibility to thelr use in forecasting.

In conctusion, accurately projecting higher educational enroliments
is 1ikely to hecome 2 difffcult process in the future, Economic factors

coild assume more importance than they have in the past and trends in
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enrallment patterns may not remain stable for long perfods of time,
Nontraditional students, minorities, and women with nentraditional moti-
vational patterns are 1ikely to become more important elements of an In-
stitution's enrallment, particularly 1in multidimensional 1nstitutions
with open admissions policfes such as community colleges, Thase trands
will place Increased emphasis on more precise planning at all levels in
higher education and, thereby, place Increased emphasis on accurate pre-

diction of enrollments.
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APPENDIX T1
SIMPLE CORRELATIONS
BETWEEN
THE DEPENDENT AND POSSIBLE INDEPENDENT VARIABLES

The tables in Appendix II are the simple correlations between the
dapendent and 1independent variables selected for study, and were used to
estabTish 1f relatfonships existed between the variables. In some cases
the independent and dependent variables were shifted forward in time to
determing 1f past events affected present enrollments. The time shifts
ware in guarters or years, The significance level for the correlations
is given at the bottom of each table. Detalled discussion of the fol-

lowing tables 1s found in chapter 3.
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TABLE JA: FACTORS AFFECTINSG AVERAGE ANNUAL HEADCOUNT ENROLLMENT

Independent Yartables Correlation Coefficients*
Not Including Including
1978-79 Data 1978-79 Data

7132 0.459¢
.997% 0.9975
L9977 0.9977

First-time student enroliment 0
Returning student enrollment 0
Part-time student enrollment 0
Full-time student enrcollment 0.9850 0.9836
Male enrollment 0.9838 ——————
Female enrcliment 3.9835 ------

4]

G

-0

a

L] * []

Yeteran enrollment .9556 0.8191
High school graduates in 5.A. .B0132 0.8359
Total population 1n S5.A. 9142 0.9310
10, Pepulation, age 18-24 yrs, in 5,A. . 3567 -0.8B78
11. HNational two year college enrollment 0,.9%16 0.9931
12. Composite coincident economic

D D~ O N Ll PO e

{ndicator 0.8110 D.8406
13. Composite leading economic

{ndicator 0.7243 0.7829
14. Local unemployment index 0.7533 0.7847
15, Time 0.9799 G.9B13

*Significance level for all variables reported is less than or equal to 0.05
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TABLE ITA: FACTORS AFFECTING AVERAGE HEADCOUNT ENROLLMENT SHIFTED
_FORWARD 1. 2, 3. and 4 YEARS

Factors Correlation Coefficients®

1. Average annyal headcount enrollment

a. 1 year 0.9785

b. 2 years 0.9298

c. J years d.8762

d. 4 years 0.8019
2. First-time student enrcllment

a. 1 year 0.9168

b. 2 years 0.8998

C. J years 0.7763

d. 4 years 0.4873
. Part-time student enrollment

a. 1 year 0.9874

b. 2 years 0.9437

¢. 3 years 0.8757

d. 4 years 0.8308
4. Full-time student enrollment

a, 1 year 0.9392

b. 2 years 0.8714

C. 3 years 0,8490

d. 4 years 0.9072
. Composite national coincident economic

Indicator

a, 2 years {t.9209

k. 3 years 0.8875

c. 4 years 0.9262
6. Composite national leading economic

indicator

a. 2 years 0,9109

b. 3 years 0.8684

. 4§ years 0.8980

#*Significance level for all variables 1s less than ar equal to 0,05
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TABLE I8: FACTORS AFFECTING FALL HEADCOUNT ENROLLMENT

Independent Yariables Correlatfon Coefficients*
Hot including Including

o 1978-79 Data 1578-79 Data
1. First-time student eprollment 0.85h29 0.8389
2. Returning student enrolliment 0.9920 0.9934
3. Part-time student enrolliment 0.9894 0.99%09
4. Fuli-time student enrollment 0. 9880 0.9866
5. Hale enroliment 0.9263 00 eeme--
6. Female enrallment 0.983 = ——--as
7. Veteran enrollment 0.9153 0.8641
8. High schop] graduates in 5.A, 0.7884 0.8250
9. Total population in 5.A, 0.9236 0.9385
10. Populatton, 18-24 yrs., in S.A. -0.9379 -0.8728
11. National 2 year college enrollment 0.9945 0.9953
12. CEI 0.7920 0.8260
13, LEI 0.7107 0.715
14, Local upemployment index 0.78% 0.81564
15. Time 0.9814 0.9820

*S1gnificance level for all variables 1s less than or equal to 0.05
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TABLE IIB: FACTGRS AFFECTING FALL HEADCOUNT ENROLLMENT SHIFTED
FORWARD 1, 2, 3, and 4 YEARS
Factors Carrelation Coefficient*
1. Average Annual Headcount EnrelTment

3.

a2, 1 year

b. 2 years

c. 3 years

d. 4 years

First-time student enrolliment
a. 1 year

b. 2 years

. J years

d. 4 years

Fart-time student enrolliment
a. 1 year

b. 2 years

€. 3 years

d. 4 years

Full-time student enrollment
a. 1 year

b. 2 years

C. 3 years

d. 4 years

Composite natienal coincident economic
indfcators

a. ¢ years
b. 3 years
¢. 4 years

Composite national leading ecenomic
indicators

a. 2 years
b. 3 years
¢, 4 years

0.9813
{.9462
0.8916
0.8660

0.8928
0.9113
0.8174
0,5877

0,9867
0.9606
0.8925
0.B476

0.8913
0.8862
¢.8607
0.8739

0.9136
0.8964
0.9317

0.8956
{,8698
(.9143

*51gnificance level for ail variables 1s less than or equal to .05
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TABLE IC: FACTORS AFFECTING RETURNIKG STUDENT ENROLLMENT

Independent Yarijables Loerrelation Coefficients®
1. Part-time student enrollment 0.9853
2. Full-time student enroliment .9919
3. Maie enrollment (.9647
4. Female enrollment (.9679
. Veteran enrollment 0.9775
6. Total population in S.A g.9112
7. Population, age 18-24 years, in 5.A. -(,9822
8. CEl 0.6203
9. L&l 0.4970
10. Local unemployment index 0.8094
11. Time 0.9517
12. Natlonal two year college anvollment 0,5826

*Significance level for all variables reported is less than or egual to 0.05
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TABLE IIC: FACTORS AFFECTING RETURNING STUDENT ENRDLLMENT
SHIFTED FORWARD 1, 2, 3, AND 4 YEARS

Facters

Correlation Coefficients*

2,

1.

4.

B.

Average annual headcount enrglliment

4. 1 year

b. 2 years
C. J years
d. 4 years

First-time student enrollment

a. 1 year
b. 2 years
C. 3 years
d. 4 years

Part-time student enrollment

a. 1 year
b. 2 years
c, 3 years
d. 4 years

Full-t{me student enrallment

a. 1 year
b. 2 years
C. 3 years
d, 4 years

Compostte natfonal coincident
econpmic 1ndicator

a, 2 years
b. 3 years
c. 4 years

Composite natfonal leadfng
econgmic indicator

a, 2 years
b. 3 years
£. 4 years

0.9640
0.8734
0,8133
.8236

0.8413
0.9130
0.8337
0.5430

0.9774
0.9080
0.8310
0.7996

0.8994
0.7511
0.7347
0.8674

.9402
0.8915
0.9150

0.9240
Q,8808
0.8909

*Significance level for all variables reported Y5 <0.05.
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TABLE [D: FACTORS AFFECTING FIRST-TIME STUDENT ENROLLMENT

Factors

Correlation {oefficients*

1-
E-
3!
4.
5.
Eo
?l
‘Ei
9,
10.
11.
12.
13.

*Significance level <0.3.

Population, age 18-24 years inm S. A,
Total pepulation in S, A,
Full-time student enrollment
Part-time student enrollmant

Male enrollment

Female enrollment

National Z-year college enrollment
High school graduates 1n 5. A.

CEI

LEI

Local unemployment 1ndex

Time

Yateran enrollment

Mast were 2t 0.7,

-0.8045
0.7493
0.799%4
0.8599
0.84601
0.8442
0.3176
0.7660
0.7695
0.4362
0.8236
0.6002

TABLE I1ID: ECONOMIC FACTORS AFFECTING FIRST-TIME STUDENT EMROLLMENT
SHIFTED FORWARD 2, 3, AND 4 YEARS
Fagtors Correlation Coefficients*
1. Composite national coincident
economc indicators
a. 2 years 0.7311
k. 3 years 0.,7949
c. & years 0.8001
2. Composite national leading economic
indicators
2. 2 years 0.7144
b, 3 years 0.7535
c. 4 years g.7903
*Significance level = 0.3,
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TABLE IE: FACTDRS AFFECTING TOTAL CREDITS OR FTE ENROLLMENT®

Factors Correlation Coefficientsh#

1. First-time student enrollment 0.8295

2., Returning student enrcllment D.9%946

3. Average annual headcount enrollment 0.9938

4. Fall headcount enrcoliment 0.9913

5. Veteran enrollment 0,9779

6. Total population in 5. A. 0.8989

7. Full-ttme student enro?lment 0.9942

A, Part-time student enrglIment 0.9816

9, Female enrcllment 0.9716
10. Male enrolliment D.9724
11. High school graduates 0.8610
12, CE! (0,782]1%%*
13. LEI 0,732h%k*
i4. Local unemployment index Q.8344 *wkn
15. Populatien, age 1B-24 years, in 5§, A, -1.9968

16. Time 0.9445

*FTE enro}Iment = total credits/45

**Significance level for all variables except #** <0.05
*u*Significance Tevel for ecoromic factors = 0.3
*ak*S{gnificance level = 0.02
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TABLE IIE: FACTORS AFFECTING TOTAL CREDITS SHIFTED FORWARD
1, 2, 3, AND 4 YEARS

Factors Correlaticn Coefficients®

1. Average annual headcount enrallment

a. 1 year 0.9553
b, 2 years 0.8721
c. J years 0.53198
d. 4 years 0.9226

Z. First-time student enrcllment

a, 1 year 0.7668
b, 2 Years 0.9238
c. 3 years 0.7853
d. 4 years 0.2474

3. Part-time student enrgllment

a, 1 year 0.9656
b, 2 years 0.914B8
c. 3 years 0.8075
d. 4 years J.88487

. Full-time student enrollment

d. 1 year D.AYTS4
be 2 years 0.6762
€. 3 years 0.8432
d. 4 years 3.9201

. LComposite natienal cofncident
economic {ndicator

i, Z years 0.9817
b. 3 wvears G.7007
c. 4 years 0.5740

€. Composite national leading
ecgnomic fndicator

a. 2 years 0.9400Q
b 3 years 0.8573
¢. 4 years 0,.6014

*Significance Jevel fs <0.1.
S ik ke e il - LK ) A TS sl A S S S S wre SOOI S — sl
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TABLE IF: FACTORS AFFECTING PART-TIME STUDENT ENROLLMENT

Factors Correlation Coefficients®
1. Veteran enrollment 0.96656
2. Total population in 5. A. 1.9224
3. High school graduates in S. A. 0.9362
4, (EI 0,7580
5. LEI 0.6394
6. Local unemployment fndex 0.7129

*Significance level is <0.05.

TABLE IIF: ECONOMIC FACTORS AFFECTING PART-TIME STUDENRT CNROLLMENT
SHIFTED FORWARD 1 AND 2 YEARS

Factors Correlation Coefficients*

1. Composite national coinctfdent
economic indicator

a. 1 year 0.8255

b. 2 years 0.8066
2. Composite naticnal leading economic

indicator

4, 1 year Q.7585

b. 2 years 0.7863

*Significance level is <0.05
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TABLE IG: FACTORS AFFECTING FULL-TIME STUDERT EMROLLMENT

Factors Lorrelation Coefficients*
1. Veteran enrallment 0.9730
2. Tetal population 1n S. A, 0.8618
3. High schoo! graduates in S. A. 0.9571
4, CEI 0.5647
5. LEY 0.4252
6. Local unemployment 1ndex 0.,8345
*3fgnificance level is <0.01 except for factors 4 and & which were not
sfgnificant

TABLE TIG: ECONOMIC FACTORS AFFECTING FULL-TIME STUDENT ENROLLMENT
SHIFTED FORWARD 1 AND 2 YEARS

Factors Correlation Coefficients®

l. Composite natfonal ceincident
economic indfcator

d. 1 year 0.8205

b, Z years 0,8883
2. Composite national leading economic

indicator

a. 1 year 0.6504

b. 2 years 0.8505

*Significance level s <0.05
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TABLE IM: FACTORS AFFECTING MALE ENROLLMENT

Factors Correlation Coefficients*
1. Veteran enroliment 0.5954
2. Tetal populaticon in 5. A. 0.8063
3. High scheol graduates in S, A, 0.9891
4, CEI 0.68170
5. LEl 0.4595
A. Local unemployment {ndex 0.6978

*3ignificance level 15 <0.01 except for factor 5 which 1s not significan

TABLE ITH: ECOMOMIC FACTORS AFFECTING MALE ENROLLMENT
SHIFTED FORWARD 1 AND 2 YEARS

Factors Correlation Coefficients*

1. Composite national coincident
economic indicator

d. 1 year 0.8728

b, 2 years 0.5833
2. Composite national leading economic

indicator

2. 1 year 0.7391

Pp. 2 years 0.90567

*Sfgnificance level 15 <0.05

. NI Al S S gy s I - bl ey B S S R, s e essloslionion R
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TABLE I [: FACTORS AFFECTING FEMALE ENROLLMENT

Factors Carrelation Coefficients*
1. Total populatien in 5. A. N.8603
2. High school graduates in 5. A. D.8754
3. (CEI 0.6170
4, LE] 0.4595
5. Local unemployment index 0.6978

*Significance level is <0.01 except for factor 4 which 15 not sigrifican

TABLE {I I: ECONOMIC FACTORS AFFECTING FEMALE ENROLLMENT
SHIFTED FGRNARD 1 AND 2 YEARS

Factors Correlation Coefficients*

1. Composite mational coincident
ecanomic indic¢ator

a, 1 year 0.7605

b. 2 years ¢.7610
2., Composite national leading ecanomic

indicator

a. 1 year 0.7008

h, 2 years 0.6936

*Significance level 1s <0.1
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TABLE IJ: FACTORS AFFECTING VETERAN ENROLLMENT

Factors Corvelation Coefficients*
1. Total population 1n 5. A, 0.8086
2. Population, age 18-24 years in §, A, 0.9639
3. Natianal 2-year college enrollment 0.9598
4, T{me 0.9062
5. CEI 0.5951
6. LEI 0.4339
5. Local unemplayment 1ndex 0.7436

*Significance Tevel 1s <0.05

TASLE [1J: ECOMOMIC FAUTORS AFFECTING VETERAN ENROLLMENT
LAGGED 1, 2, 3, AND 4 YEARS

Factors Correlation Coefficlants®

1. Composite naticnal coincident
economic indicator

a, 1 year 0.8566
b. 2 yaars 0.8979
c. 3 years 0.5770
d, 4 years 0.5357
2. Composite natienal leading economic

1ndfcator

a. 1 year 0.7036
h. 2 years 0.9131
c. 3 years 0.7511
d. 4 years 0.,4952

*Stgnificance level fs €0.5 except for both factors lagged 3 and 4 years
which are insignificant




APPENDIX ITI
ENROLLMENT FORECASTS

The tables in Appendix [II are the forecasts produced for the de-
pendent variables selected for study. The independent var{ables used in
the forecasting model are listed along with the relevant statistics.
Unless specified in the tables, the forecasting model was multfple re-
gression. 1In several fnstances, the Independent variables were shifted
forward for several time shifts {in quarters or years) in the same equa-
tions. When a variable is shifted forward for mere than one time shift
in the same equation, the variable is listed once with the various time
shifts in parentheses. CEI's [t+6, 7, 8, 9}, therefore, indicates that
the coineident econgmic {ndicator was used four times in the same equa-
tfon with ferward time shifts of 6, 7, 8, and 9 quarters. The tables in

Appendix III are thoroughly discussed in chapters 3 and &,
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TABLE AI: FORECASTS AND ACTUAL ENROLLMENT BY QUARTER

Quarter Actual la lh 2 3 4 5

Summer 1978 2374 2316 2348 2401 2395 2357 2391
Falj 1978 5312 5316 5331 5446 5441 5387 5377
Winter 1979 4728 4895 5004 4927 4968 4996 4839
Spring 1979 4918 4815 4894 4723 4887 4927 4807
Summer 1979 2579 2113 2807 2617 2751 2802 2600
Fall 1979 5045 5831 6069 6548 5914 6133 5860
Winter 1980 6517 5945 5693 §329 5817 5963 5287

Spring 1940 5286 h374 5991 5279
Summer 1980 3152 2821
Fall 1980 6868 6386
Winter 19681 5768
Spring 1981 5766
Summer 1931 : Joas
Fall 1981 6826
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TABLE BI: FALL HEADCOUNT ENROLLMENT FORECASTS
ENROLLMENT - ANNUAL DATA USED

AND ACTUAL

FORECASTS
YEAR ACTUAL
4 & b

1958-69 1236 1257 1 1255 | 1270
1969- 10 1832 1687 | 1702 | 1703
1970-71 2220 2104 | 21356 | 2135
1971-12 2305 2596 | 25675 | 2567
1972-73 2676 3022 | ao14 | 3000
1973-74 3399 33728 | 3429 | 3432
1974-75 4034 3B59 | 3852 | 3864
1975-76 4959 4471 | 4303 | 4296
1976-77 4610 4914 | 4756 | 4729
1977-78 5161 5146 | S170 | 5161
1978-19 h312 5416 | 5558 | 5533
1979-80 5045 5022 | aD05 | 5025
1980-81 - 6526 | 64556 | 5458
19581-82 ~—-- 6996 | 6905 | 6890
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ABSTRACT

Most institutions of higher educaticn are interested in enrol lment
projections hecause they are closely related to instfitutional goals and
missions and, are, therefore, essential to financial and program plan-
ning at every laval. This study was undertaken to determine 1f relevant
factors could be identified and used In a statistical forecasting model
to project enrollments in a multidimensional urban community college
within the accuracy limitatfons impesed by a state such as Virginia
{whe requires State fastitutions of higher educatfon) to project their
enrclIment within £ 1 percent.

Two general types af statistical forecasting models, causal and ex-
trapolation models were expiored for use in forecasting fall and sunmer
headcount, and total FTE enrollments within the prescribed accuracy
1imits. The relevant factors for possible inclusion 1n the models were
identified from previous studies and a student flow model for the insti-
tution. The relevant Factors used in the ffna! models were selected on
the basis of simple correlation coefficlents, the mean square error, and
average error as varlables were added and removed from the models.

The pptimum fall and summer headcount forecasts were produced by a
combination time-series and multiple regression model, The independent
variables used in fall and summer headcount forecasts were a seasonal
factor, a time-trend factor, and naticoeral economic Indicators. In the
aptimum total FTE forecast, produced by a multiple regression medel, the
relevant factors were full-time enroliment shifted forward three years
and national economic indicator shifted forward three years. The basis
fer acceptance or rejection of the models was made 1n context with the
fiscal system of the Commonwealth of Virginia for the distribution of
public funds to the state colleges and universities. The fiscal system
was established primarily to provide a basis for financial planning.
Forecasting models were produced for 1 year for fall headcount enroll-
ment and for 2 years for summer headcount and total FTE enrallment with-

fn £ 1 percent.

On the basis of this study certain general conclusfons were reach-
ed: the large vartations between national enrollment projections result-
ed from different assumptions; enroliment projections have been too gen-
eral {zed for institutions with divarse goals and aobjectives; present
data bases are inadeguate to produce accurate enrollment projections;
and most projections are not sufficiently relfahle for planning pur-
poses. More specific conclusions reached were: state data bases are in-
adequate for muttidimensional institutions; removing quarterly seascnal
variations permits the ident{fication of relevant factors; traditional
projection models such as the comhort suryvival and Markov are not applic-
able in multidimensional institutions such as community colleges; models
such as time-series and multiple regression can be developed to accur-
ately project enrollments for lYess than two years; the current 1{mits of
accuracy for Virginia multidimensional fnstitutions are unrealistic;
verification of the accuracy of prediction models js valuable for evalu-
ating forecasting models; and models for multidimensional institutions
must be revised periodicatly because nelevant factors are constantly in

flux.
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