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Notation

Banach spaces

X a Banach space
0 zero vector of a Banach space or the scalar zero
‖·‖X norm of the Banach space X
|·|p p-norm of the Banach space Rn

x · y Euclidean inner product of two vectors x, y ∈ Rn

X ⋆ topological dual of the Banach space X∏n
i=1 Xi product space induced by the Banach spaces X1, . . . ,Xn equipped with the sum

norm
〈·, ·〉X dual pairing of the Banach space X
UX open unit ball of the Banach space X
UεX (x̄) open ball with radius ε around x̄ ∈ X
Uεn,p(x̄) open ball with radius ε around x̄ ∈ Rn w.r.t. the p-norm
BX closed unit ball of the Banach space X
BεX (x̄) closed ball with radius ε around x̄ ∈ X
Bεn,p(x̄) closed ball with radius ε around x̄ ∈ Rn w.r.t. the p-norm
X →֒ Y the Banach space X is continuously embedded into the Banach space Y
{xk} ⊆ X a sequence of vectors from the Banach space X
xk → x̄ a sequence {xk} ⊆ X converging (strongly) to x̄ ∈ X
xk ⇀ x̄ a sequence {xk} ⊆ X converging weakly to x̄ ∈ X
x∗k

⋆→ x∗ a sequence {x∗k} ⊆ X ⋆ converging weakly⋆ to x∗ ∈ X ⋆
tk ց 0 a sequence {tk} ⊆ R+ converging to 0
tk ↓ 0 a sequence {tk} ⊆ R+

0 converging to 0

Operators

L[X ,Y] Banach space of all bounded, linear operators mapping from a Banach space X
to a Banach space Y

F an element of L[X ,Y]
F⋆ adjoint operator of F ∈ L[X ,Y]
F[A] image of A ⊆ X under F ∈ L[X ,Y]
IX identical operator of the Banach space X
O appropriate zero operator

Sets and set operations

N natural numbers (without zero)
N0 natural numbers with zero
Q+ positive rational numbers
R real numbers

R extended real line
R+ positive real numbers
R+

0 nonnegative real numbers
Rn set of all real vectors with n components
Rn,+ set of all vectors from Rn with positive components
Rn,+0 set of all vectors from Rn with nonnegative components
Ξn unit simplex in Rn
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[a, b] a closed interval in R
(a, b] a half-open interval in R
(a, b) an open interval in R
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A \A′ set of all elements from A which do not belong to A′ where A,A′ ⊆ X
X × Y Cartesian product of sets X and Y
2X power set of X
sA s-fold of a set A ⊆ X
clA closure of a set A ⊆ X
clw A weak closure of a set A ⊆ X
clwseqA weak sequential closure of a set A ⊆ X
cl⋆B weak⋆ closure of a set B ⊆ X ⋆
intA interior of a set A ⊆ X
rintA relative interior of a set A ⊆ X
bdA boundary of a set A ⊆ X
linA linear hull of a set A ⊆ X , i.e. the smallest linear subspace of X comprising A
convA convex hull of a set A ⊆ X , i.e. the smallest convex set in X comprising A
convA closed, convex hull of a set A ⊆ X , i.e. the smallest closed, convex set in X

comprising A
coneA conic hull of a set A ⊆ X , i.e. the smallest convex cone in X comprising A
coneA closed, conic hull of a set A ⊆ X , i.e. the smallest closed, convex cone in X

comprising A
projA(x) projection of x ∈ X onto the nonempty, closed, convex set A ⊆ X
A◦ polar cone of A ⊆ X
A⊥ annihilator of A ⊆ X
B◦ reverse polar cone of B ⊆ X ⋆
B⊥ reverse annihilator of B ⊆ X ⋆
lim sup
k→∞

wAk weak sequential upper limit of a sequence of sets {Ak} ⊆ 2X

lim inf
k→∞

Ak (strong) sequential lower limit of a sequence of sets {Ak} ⊆ 2X

Partially ordered sets

(S, ̺) a partially ordered set, i.e. a set S equipped with a partial order ̺ ⊆ S × S
≤K partial order induced by the closed, convex, pointed cone K ⊆ X
≤ partial order induced by the cone Rn,+0 , i.e. the common componentwise less-or-

equal relation in Rn

maxK{x; y} supremum of x, y ∈ X w.r.t. the partial order ≤K
minK{x; y} infimum of x, y ∈ X w.r.t. the partial order ≤K

Measurability

M = (Ω,Σ,m) measure space induced by the σ-algebra Σ on Ω with measure m

N(M) sets of measure zero in the measure space M

L0(M,Rn) set of all measurable functions mapping from Ω to Rn

L0(M,Rn) set of all equivalence classes of measurable functions mapping from Ω to Rn

Σ1 ⊗ Σ2 smallest σ-algebra comprising the Cartesian product Σ1×Σ2 of the σ-algebras Σ1

and Σ2

B(X) Borelean σ-algebra induced by the metric space X
Bm Borelean σ-algebra induced by the Banach space Rm

l the Lebesgue measure
δx Dirac measure of the singleton {x}
|m| total variation of the measure m
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χA characteristic function of the set A
Z(A) system of all finite and disjoint partitions of A ∈ B(X) w.r.t. the σ-algebra B(X)
M(X) Banach space of all signed, regular measures w.r.t. the measurable space

(X,B(X))
E, K decomposable sets
rK auxiliary function characterizing the convex hull of K ⊆ Rm

Matrices

Sm×n set of all matrices with m rows and n columns whose entries come from S ⊆ R
Sm set of all symmetric matrices from Rm×m

Om set of all orthogonal matrices from Rm×m

A a matrix from Rm×n

A⊤ transposed of a matrix A ∈ Rm×n

A† pseudo inverse matrix of A ∈ Rm×n

AI,J submatrix of A ∈ Rm×n whose rows are indexed by I ⊆ {1, . . . ,m} and whose
columns are indexed by J ⊆ {1, . . . , n}

A •A′ Hadamard product of two matrices A,A′ ∈ Rm×n

B−1 inverse of a regular matrix B ∈ Rm×m

trB trace of a matrix B ∈ Rm×m

BQ the matrix product Q⊤BQ for B ∈ Rm×m and Q ∈ Om
B

Q
IJ the submatrix (BQ)IJ for B ∈ Rm×m, Q ∈ Om, and I, J ⊆ {1, . . . ,m}

α, β, γ index sets corresponding to the positive, zero, and negative eigenvalues associated
with an ordered eigenvalue decomposition of a matrix B ∈ Sm

Im identity matrix from Rm×m

O zero matrix of appropriate dimensions
E all-ones matrix of appropriate dimensions
e1, . . . , en the n unit vectors in Rn

Function spaces

Ω domain in Rd

Ω closure of Ω ⊆ Rd

Dα the differential operator Dα1
1 . . . Dαd

d with a multiindex α ∈ Nd0 and Di := ∂
∂ωi

,

i = 1, . . . , d, defined for functions mapping from Ω ⊆ Rd to R
∆ the Laplacian operator
∇ the gradient operator
∇2 the Hessian operator
∇ωI

the partial gradient operator w.r.t. the variables ωi with i ∈ I ⊆ {1, . . . , d}
∇2
ωIωJ

the partial Hessian w.r.t. the variables ωj with j ∈ J ⊆ {1, . . . , d} and the partial
gradient ∇ωI

Lp(M,Rn) Lebesgue space of all p-integrable functions from L0(M,Rn) with 1 ≤ p ≤ ∞
Lp(M) Lebesgue space Lp(M,R)
Lp(Ω,Rn) Lebesgue space of all p-integrable functions from L0(M,Rn) with measure space

M = (Ω,B(Ω), l)
Lp(Ω) Lebesgue space Lp(M,R) with measure space M = (Ω,B(Ω), l)
p′ conjugate coefficient of p, i.e. the real number from the interval (1,∞] which satis-

fies 1/p+ 1/p′ = 1 where 1 ≤ p <∞
Ck(X) vector space of all k-times continuously differentiable functions mapping from the

metric space X ⊆ Rd to R
Ck0 (X) vector space of all functions from Ck(X) with support in X which is compact in Rd

C(X) vector space of all continuous functions from X to R, i.e. C0(X)
C0(X) vector space C0

0 (X)
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L1
loc(Ω) vector space of all locally Lebesgue integrable functions mapping from Ω to R

W k,p(Ω) Sobolev space of all order k weakly differentiable functions mapping from Ω to R
whose weak derivatives belong to Lp(Ω)

W k,p
0 (Ω) closure of C∞

0 (Ω) w.r.t. the Sobolev norm in W k,p(Ω)
Hk(Ω) Sobolev space W k,2(Ω)

Hk
0 (Ω) Sobolev space W k,2

0 (Ω)
H−1(Ω) the dual of H1

0 (Ω)
AC(Ω) vector space of all absolutely continuous functions mapping from Ω to R where

Ω := (0, T ) ⊆ R holds
AC1,2(Ω,Rn) Banach space of all functions with n components coming from AC(Ω) and pos-

sessing weak first-order derivatives in L2(Ω)

Cones

RA(x̄) radial cone to a set A ⊆ X at x̄ ∈ A
TA(x̄) tangent cone to a set A ⊆ X at x̄ ∈ A
T ♭A(x̄) inner tangent cone to a set A ⊆ X at x̄ ∈ A
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(
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AC1,2(Ω)+0 cone of all almost everywhere nonnegative functions from AC1,2(Ω,R)
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F
(2)
xixj (x̄) second-order partial Fréchet derivative of F at x̄ w.r.t. xi and xj , i.e. the operator

(F ′
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epiψ epigraph of a functional ψ
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1. Introduction

The aim of this thesis is the derivation of necessary optimality conditions for bilevel programming problems
in the rather general setting of Banach spaces. Therefore, we consider the model program

F (x, y) → min
x,y

G(x) ∈ C

y ∈ Ψ(x)

(1.1)

where Ψ: X ⇒ Y is a set-valued mapping between Banach spaces X and Y which assigns to every x ∈ X
the (possibly empty) set of global optimal solutions of the parametric optimization problem

f(x, y) → min
y

g(x, y) ∈ K.
(1.2)

Therein, F, f : X × Y → R, G : X → W, and g : X × Y → Z are sufficiently smooth mappings,W as well
as Z are Banach spaces, and C ⊆ W as well as K ⊆ Z are nonempty, closed, convex sets.
The original idea of bilevel programming dates back to Stackelberg who described a game between two
players whose cost functions and sets of admissible strategies depend on the respective other player’s
decision in 1934, see [115]. In this thesis, we think of the following special decision order in (1.1): First,
the upper level player or so-called leader, i.e. the decision maker in (1.1), chooses an instance of x which
satisfies the constraint G(x) ∈ C. Next, the lower level player or so-called follower, i.e. the decision maker
in (1.2), is capable of computing the set Ψ(x) which is passed back to the upper level decision maker. This
way the leader can determine the overall feasible set of (1.1) which allows him to solve the bilevel pro-
gramming problem since he can evaluate his objective functional for every admissible point. Note that this
procedure is related to the so-called optimistic approach to bilevel programming where the follower only
passes back such y ∈ Ψ(x) which minimize the leader’s objective for fixed x over the set Ψ(x), see [140,
Proposition 5.3.1]. This reflects a cooperative behavior between the two players. The situation where the
leader does not know how the follower will react on his choice of x is far more delicate. In order to mini-
mize the damage caused by the follower’s decision, the leader has to assume that (in the worst case) the
follower passes back only those y ∈ Ψ(x) which maximize his objective for fixed x over the set Ψ(x). This
idea on how to interpret a bilevel programming problem is called pessimistic approach and can be used
as well in order to model a competitive behavior of leader and follower. It is also possible to interpret the
classical bilevel optimization model where the leader minimizes his objective functional only w.r.t. x as an
instance of set optimization where the objective F(x) := ⋃y∈Ψ(x){F (x, y)} has to be minimized, see [101].

During the last decades, standard bilevel programming problems, i.e. problems of type (1.1) where all
appearing Banach spaces are instances of Rn, were studied extensively from a theoretical and numerical
point of view, see the monographs [8, 26, 36, 113] and the references therein. Hierarchical decision
structures appear in numerous applications from economics, logistics, engineering, or natural sciences.
Many models naturally comprise (ordinary or partial) differential equations (ODEs and PDEs for short)
in at least one decision level, see [3, 4, 18, 58, 59, 74, 76, 77, 89]. A special instance of the bilevel
programming problem in function spaces is the obstacle problem studied in [57, 64, 66, 67, 68, 73,
88, 96, 123, 125] and other papers by these authors where the solution of a variational inequality of the
first kind has to be controlled. More precisely, for a bounded domain Ω ⊆ Rd with sufficiently smooth
boundary, a nonempty, closed, convex set Xad ⊆ L2(Ω), a desired state yd ∈ L2(Ω), and a regularization
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parameter σ > 0, the obstacle problem in hierarchical form is given by

1
2 ‖y − yd‖

2
L2(Ω) +

σ
2 ‖x‖

2
L2(Ω) → min

x,y

x ∈ Xad

y ∈ Ψ(x)

(1.3)

where Ψ: L2(Ω) ⇒ H1
0 (Ω) denotes the solution mapping of the parametric optimization problem

1
2

∫

Ω

|∇y(ω)|22 dω −
∫

Ω

x(ω)y(ω)dω → min
y

y(ω) ≥ 0 a.e. on Ω.

(1.4)

Therein, x ∈ L2(Ω) is the so-called control variable while y ∈ H1
0 (Ω) is referred to as state variable. Of

course, using an appropriate discretization, one can easily transfer a so-called bilevel optimal control
problem into a standard bilevel optimization problem which can be discussed with the aid of results from
finite-dimensional programming (first-discretize-then-optimize approach), but from the current point of
view it is unclear in many situations how the solutions of the discretized problem and the original bilevel
optimal control problem are related. Thus, it seems reasonable to study (1.1) in the setting of Banach
spaces which covers the situation where function spaces are under consideration. In this thesis, we aim
for the derivation of necessary optimality conditions for (1.1) in the generalized setting. In terms of bilevel
optimal control, this can be seen as the starting point of a first-optimize-then-discretize scheme for the
numerical treatment of (1.1): First, the optimal solutions are characterized in the function space setting.
Afterwards, the feasibility and optimality conditions can be discretized and the arising finite-dimensional
and possibly nonlinear system can be treated numerically. For a detailed discussion of the first-discretize-
then-optimize and the first-optimize-then-discretize approaches for single-level optimal control problems
of PDEs, we refer the interested reader to [55] and [103].
Suppose that a standard bilevel programming problem is under consideration which comprises an un-
known parameter p. Using the concept of fuzziness, this situation is discussed in [109]. Another pos-
sible way to handle the uncertainty is provided by the robust optimization approach, see e.g. [11, 12].
Given a so-called uncertainty set P , the appearing objective functions are replaced by their correspon-
ding suprema over P w.r.t. the parameter p, whereas the constraints have to hold for all instances of
p ∈ P . Depending on the structure of P , the robustification of the bilevel programming problem (1.1) is
a hierarchical optimization problem comprising e.g. semidefinite cone constraints or second-order cone
constraints, see [12]. Thus, it is reasonable to study bilevel programming problems in the vector space
of symmetric matrices. Noting that the symmetric matrices form a Banach space and that the set of all
positive semidefinite matrices is a closed, convex cone in this space, the general formulation (1.1) covers
this situation as well.

In order to derive necessary optimality conditions for (1.1), we need to transfer the hierarchical model into
a single-level surrogate problem. Let us briefly discuss the three approaches we use in this thesis for that
purpose, see [98] as well.
First, we assume that the lower level solution set Ψ(x) equals the singleton {ψ(x)} for all x ∈ X . Then it
is possible to plug the function ψ into the upper level objective F , directly. Now, the resulting surrogate
problem only has to be minimized w.r.t. the upper level variable x. For that purpose, it is necessary
to study the (generalized) differentiability properties of the function ψ. In [25], the author investigates
standard bilevel programming problems with a unique lower level solution. Under appropriate constraint
qualifications the resulting lower level solution function is directionally differentiable, see e.g. [27, 104],
and its directional derivative is continuous w.r.t. the direction which allows the formulation of necessary and
sufficient optimality conditions. Reformulating the obstacle problem as the bilevel programming problem
(1.3), it is well-known that its lower level problem (1.4) possesses a unique solution which is directionally
differentiable and Lipschitz continuous w.r.t. the upper level variable, see [57, 75, 88]. This property
is used in several papers to derive necessary optimality conditions for the underlying optimal control
problem with and without control constraints, see [66, 67, 68, 123, 125]. In [84], we study a bilevel
programming problem whose lower level is given by a formal parametric optimal control problem. We
show that the lower level solution is unique and directionally differentiable under appropriate assumptions.
Furthermore, it is shown that this directional derivative equals the solution of a variational inequality of
the first kind.
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Next, let us suppose that the lower level problem (1.2) is convex w.r.t. the follower’s decision variable
and sufficiently regular, whereas K is a closed, convex cone. Then the condition y ∈ Ψ(x) in (1.1) can
be equivalently replaced by some Karush-Kuhn-Tucker-type optimality condition (forthwith, we will use the
abbreviation KKT for Karush-Kuhn-Tucker for brevity). This gives rise to the consideration of the surrogate
problem

F (x, y) → min
x,y,λ

G(x) ∈ C

f ′y(x, y) + g′y(x, y)
⋆[λ] = 0

g(x, y) ∈ K

λ ∈ K◦

〈λ, g(x, y)〉Z = 0

(1.5)

where λ is the lower level Lagrange multiplier, K◦ ⊆ Z⋆ denotes the polar cone of K, and the mapping
〈·, ·〉Z : Z⋆×Z → R represents the dual pairing in the Banach space Z. The final three constraints in (1.5)
form a so-called complementarity condition. In [28], it is shown that the surrogate problem (1.5) is not
necessarily equivalent to (1.1) w.r.t. local optimal solutions anymore. Using this KKT approach, the authors
derive necessary optimality conditions for standard bilevel optimization problems in [32, 33, 34, 140].
In [87], some of these results are generalized to the Banach space setting and applied to state necessary
optimality conditions of Pontryagin-type for a bilevel optimal control problem with control constraints
in the lower level problem. Note that under the postulated convexity assumptions it is also possible to
replace the lower level problem (1.2) equivalently by a generalized equation or variational inequality.
Necessary optimality conditions for mathematical problems with variational inequality constraints are
widely studied in the finite-dimensional setting, see [23, 97, 116, 128, 133] and the references therein.
Generalizations to the setting of Banach spaces can be found in [90] and several other publications of
this author. We already mentioned a number of papers where optimal control problems comprising
variational inequalities are under consideration.
Introducing the lower level optimal value by ϕ(x) := infy{f(x, y) | g(x, y) ∈ K} for all parameters x ∈ X ,
we can exploit the so-called optimal value function ϕ : X → R of (1.2) in order to equivalently reformulate
(1.1) by

F (x, y) → min
x,y

G(x) ∈ C

f(x, y)− ϕ(x) ≤ 0

g(x, y) ∈ K

(1.6)

without any additional assumption. On the other hand, the function ϕ is likely to be nonsmooth or even
discontinuous, see [7]. Anyway, under appropriate assumptions one can guarantee that ϕ is locally Lip-
schitz continuous or convex, and it is possible to compute its generalized derivative or subdifferential (in
an appropriate sense) in terms of initial data, see [31, 84, 91, 93]. Thus, using some nonsmooth calcu-
lus, necessary optimality conditions of KKT-type for (1.1) via (1.6) seem to be within reach. However, it
is shown for standard bilevel programming problems in [35] that constraint qualifications of reasonable
strength fail to hold at all feasible points of (1.6) and similar difficulties are likely to appear in the genera-
lized setting. In [14, 84], the authors show in different situations that Fritz-John-type necessary optimality
conditions directly derived from (1.6) are degenerated in the sense that they hold at all feasible points of
the bilevel programming problem (1.1). In order to overcome this difficulty, the authors propose a partial
penalization approach w.r.t. the crucial constraint f(x, y)−ϕ(x) ≤ 0 in [138]. Namely, they introduce the
famous concept of partial calmness which is used to derive necessary optimality conditions for standard
bilevel optimization problems in [29, 34, 92, 138], for bilevel programming problems with semidefinite
lower level in [30], for bilevel optimal control problems of ODEs with finite-dimensional lower level in
[13, 14, 74], for bilevel optimal control problems where leader and follower share a common dynamical
system of ODEs at the lower level in [130, 131], and for bilevel optimal control problems of ODEs with
control constrained optimal control problems at both decision levels in [84].
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Thinking of a standard bilevel programming problem where K equals the nonpositive orthant, problem
(1.5) is a special instance of a so-called mathematical program with complementarity constraints, MPCC
for short. It is well-known from the literature, see e.g. [139, Proposition 1.1], that standard constraint
qualifications like the Mangasarian Fromovitz constraint qualification, MFCQ for short, fail to hold at
all feasible points of such an MPCC. Consequently, the KKT conditions turn out to be a too selective
necessary optimality criterion for this problem class. Thus, the formulation of weaker stationarity notions
and appropriate constraint qualifications became a hot topic during the last two decades, see [42, 43,
44, 45, 80, 111, 129, 132] and the references therein. Furthermore, the numerical approach to standard
MPCCs is well-developed, see [4, 46, 70].
We mentioned earlier that the setting where K equals the positive semidefinite or second-order cone is
reasonable as well. This justifies the study of a more general class of complementarity problems. In this
thesis, we will consider the situation where the complementarity condition is given by

G̃(x) ∈ K

H̃(x) ∈ K◦
〈
H̃(x), G̃(x)

〉
Z = 0

(1.7)

where G̃ : X → Z and H̃ : X → Z⋆ are sufficiently smooth maps between Banach spaces and K is a
closed, convex cone. In order to ensure the symmetry of the complementarity condition, we will assume
that Z is reflexive. In [37, 119, 124, 127], the authors investigate the situation where K equals the
positive semidefinite cone. Assuming that K is given by the second-order cone, such complementarity
problems are discussed in [48, 79, 124, 135]. One may also think of optimal control problems with mixed
control-state complementarity constraints which can be used to model switching effects, see [56]. Then
the complementarity is induced by the cone of almost everywhere nonnegative functions in a Lebesgue
space, see [86] where we discuss this setting. Finally, optimal control problems of ODEs with terminal
complementarity constraints are the subject of discussion in [15]. A far more general consideration of
optimization problems in Banach spaces which comprise constraints of the form (1.7) can be found in
[87, 121, 124].

In Chapter 2 of this thesis, we present all the necessary fundamentals of mathematical programming in
Banach spaces we need for our subsequent considerations. First, we briefly recall the basic terminology of
functional analysis. Afterwards, we introduce all the Banach spaces which are considered here. Especially,
we deal with certain function spaces in the sense of Lebesgue and Sobolev and list the required embedding
theorems from [1]. Section 2.3.1 is dedicated to the study of different concepts of tangents and normals to
a set. Here we also recall the famous notion of polyhedricity which dates back to [57, 88]. Furthermore,
we study the property of sets in function spaces to be sequentially normally compact, see [90], which plays
an important role for the variational calculus of Mordukhovich. In order to compare certain stationarity
notions for general MPCCs, the algebraic concept of vector lattices is introduced in Section 2.3.2. In the
subsequent section, we study some tools of generalized differentiation which are used in Section 2.3.4
to formulate necessary optimality conditions for different classes of single-level optimization problems in
Banach spaces. Many optimal control problems are equipped with pointwise control constraints which
are induced by a (in a certain sense) measurable set-valued mapping with not necessarily convex images.
In order to state necessary optimality conditions for such problems, one needs to know more about the
variational geometry of pointwise defined sets in Lebesgue spaces. Section 2.3.5 deals with this issue.
We derive explicit formulae for several tangent and normal cones to these sets and obtain reasonable
lower and upper bounds for the corresponding limiting normal cone. Here the argumentation parallels
our considerations in [86].
Chapter 3 is dedicated to the investigation of general complementarity problems in Banach spaces. In
Section 3.1, we derive the concepts of weak and Mordukhovich stationarity for abstract MPCCs and study
corresponding constraint qualifications which ensure that a local minimizer of the problem of interest
satisfies these stationarity conditions. Here we mainly follow our considerations in [47, 87]. Furthermore,
we recall the concept of strong stationarity known from [121]. Finally, we study the relationship between
weak, Mordukhovich, and strong stationarity. As we will see, the polyhedricity of the underlying comple-
mentarity cone is essential for our results which can be used to discuss MPCCs in Lebesgue spaces and
Sobolev spaces. Afterwards, we apply our findings to the situations where the cone which induces the
complementarity equals the set of all almost everywhere nonnegative functions in a Lebesgue space or is
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polyhedral. Using our results on the variational geometry of pointwise defined sets in Lebesgue spaces,
we will be able to show the surprising fact that weak and Mordukhovich stationarity coincide for MPCCs
in Lebesgue spaces, see [86].
Necessary optimality conditions for the bilevel programming problem (1.1) are derived in Chapter 4.
We start with the consideration of a bilevel model whose lower level problem represents a rather general
parametric optimal control problem with a unique solution for all instances of the parameter. For the theo-
retical background, we investigate a special type of nonsmooth parametric equation in Section 4.1.1. We
show that it possesses a unique solution for any choice of the parameter, and it is proven that the corres-
ponding solution mapping is directionally differentiable under appropriate assumptions. We characterize
the directional derivative as the solution of another nonsmooth equation which can be equivalently stated
as a complementarity system. In Section 4.1.2, we apply these general results and our knowledge on ab-
stract MPCCs from Chapter 3 to the bilevel programming problem of interest. In the case where the lower
level control constraints are induced by a cone, it is possible to apply our findings from Chapter 3 directly
to the bilevel programming problem. We state the resulting optimality conditions and compare them to
the ones derived via the directional differentiability of the lower level solution mapping. An example from
optimal control illustrates the theory. In Section 4.2, we focus our attention on the KKT reformulation
(1.5) of the bilevel programming problem (1.1). First, the relationship of these two problems is discussed
in detail. An example shows that the argumentation in [28] for local optimal solutions cannot be ge-
neralized to the abstract setting if Z is infinite-dimensional. Nevertheless, we present some conditions
under which both problems are equivalent w.r.t. local optimal solutions. Partially following [87], we derive
necessary optimality conditions for the bilevel programming problem (1.1) via the MPCC reformulation
(1.5) in Section 4.2.2. Therefore, we exploit our results for general MPCCs from Chapter 3 again. We
close the section on abstract bilevel programming in Banach spaces with the investigation of the optimal
value transformation (1.6) in Section 4.3. First, we show that reasonable constraint qualifications from the
theory of programming in Banach spaces fail to hold at all feasible points of this program. Afterwards,
we restate the well-known concept of partial calmness, see [138], in the abstract setting in order to derive
necessary optimality conditions for the bilevel programming problem (1.1). Therefore, we exploit some of
our results on the Lipschitz continuity of the optimal value function in parametric optimization, see [31].
Using materials from Chapters 3 and 4, we derive necessary optimality conditions for three different
classes of bilevel programming problems in Chapter 5. We start with the consideration of the problem
class we already dealt with in Section 4.1 where the lower level control constraint is realized by demanding
the control to come from the cone of positive semidefinite matrices in Section 5.1. After gathering some
necessary results from variational analysis in the Banach space of symmetric matrices in Section 5.1.1, we
apply our findings from Section 4.1 to the model problem in Section 5.1.2. Furthermore, we compare our
results to the already existing ones on semidefinite complementarity programming [37, 124, 127] w.r.t.
the presented optimality conditions and constraint qualifications. Our considerations deepen the results
presented in [84]. In the subsequent Section 5.2, we consider a bilevel optimal control problem of ODEs
with optimal control problems at both decision levels and lower level control constraints. After stating
all the assumptions we need in order to apply our findings from Sections 3.2 and 4.2, we formulate the
lower level necessary and sufficient optimality conditions of Pontryagin-type, see [102], and derive the
KKT reformulation of the given bilevel programming problem in Section 5.2.1. As we will see in Section
3.2, Mordukhovich’s stationarity concept is not suitable to deal with the situation at hand which is why we
restrict ourselves to the derivation of the weak and strong stationarity conditions of the surrogate optimiza-
tion problem in Section 5.2.2. Finally, in Section 5.2.3, we construct an applicable constraint qualification
which ensures that all local optimal solutions of the bilevel optimal control problem are strongly station-
ary. Therefore, we use the concept of controllability of linear dynamical systems, see [9]. The content
of this section is partially taken from our manuscript [87]. Section 5.3 is dedicated to the study of an
abstract optimal control problem with control constraints and an implicitly given pointwise state constraint
which is induced by a finite-dimensional lower level. More precisely, the lower level parameter equals
the realization of the state function at a certain point of the underlying domain. The natural gas cash-out
problem, see [74], represents a typical situation where such optimal control problems arise in practice.
We start the section by providing an existence result for global optimal solutions of such a bilevel optimal
control problem. The remaining part of the section is dedicated to the derivation of necessary optimality
conditions. First, we state an abstract optimality criterion in Section 5.3.1. We finish our considerations
applying our findings to the situation where the underlying optimal control problem is governed by a
linear ODE or Poisson’s equation which is a PDE in Sections 5.3.2 and 5.3.3, respectively. Thereby, we
continue our research on this problem class we initiated in [13, 14, 15, 74].
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2. Fundamentals of mathematical
programming in Banach spaces

2.1. Preliminaries from functional analysis

Let X be a (real) Banach space with norm ‖·‖X and zero vector 0. A second norm ‖ · ‖∗X of X is said to
be equivalent to ‖·‖X if there exist positive real constants c1 and c2 satisfying c1 ‖x‖X ≤ ‖x‖∗X ≤ c2 ‖x‖X
for any x ∈ X . It is well-known that in a finite-dimensional Banach space, all norms are equivalent.
Let us denote by UX and BX the open and closed unit ball of X , respectively. Furthermore, for any
x ∈ X and any positive scalar ε, we set UεX (x) := {x} + εUX and BεX (x) := {x} + εBX . Therein, for
arbitrary sets A,B ⊆ X and a scalar s, A+ B denotes the sum in Minkowski’s sense, whereas we define
sA := {sa ∈ X | a ∈ A}. Additionally, we set A−B := A+ (−B). A set C ⊆ X is called a cone if for any
α ≥ 0, αC ⊆ C holds true. Furthermore, we exploit clA, intA, rintA, bdA, linA, convA, convA, coneA,
and coneA in order to denote the closure of A, the interior of A, the relative interior of A, the boundary
of A, the smallest linear subspace of X comprising A, the convex hull of A, the closed convex hull of A,
the smallest convex cone comprising A, and the smallest closed, convex cone comprising A, respectively.
The set A is said to be locally closed (locally convex) at x̄ ∈ A if there exists ε > 0 such that A ∩ BεX (x̄) is
closed (convex). The set A is said to be dense in B ⊆ X if clA = B holds. The Banach space X is called
separable if there exists a countable set A which is dense in X .

Lemma 2.1. Let X be a Banach space, and let A,B ⊆ X be nonempty. Then

cl(A+B) = cl(clA+B) = cl(clA+ clB)

is valid.

Proof. The respective inclusions ⊆ are obvious. Thus, we only need to show cl(clA + clB) ⊆ cl(A + B).
Therefore, observe that clA+ clB ⊆ cl(A+B) holds. That is why we obtain

cl(clA+ clB) ⊆ cl
(
cl(A+B)

)
= cl(A+B)

from the monotonicity of the operator cl. This completes the proof.

Lemma 2.2. For a Banach space X and a nonempty set S ⊆ X , linS = conv
⋃
α∈R αS holds true.

Proof. We start with the proof of the inclusion ⊆. Observe that due to S ⊆ conv
⋃
α∈R αS, it is sufficient

to show that L := conv
⋃
α∈R αS is a linear space. Therefore, take x, y ∈ L and cx, cy ∈ R. Then

there are integers n,m ∈ N, vectors sx1 , . . . , s
x
n, s

y
1, . . . , s

y
m ∈ S, scalars αx1 , . . . , αxn, αy1 , . . . , αym ∈ R, and

nonnegative scalars λ1, . . . , λn, µ1, . . . , µm ∈ R such that

x =
n∑

j=1

λjα
x
j s
x
j , y =

m∑

i=1

µiα
y
i s
y
i ,

n∑

j=1

λj = 1,
m∑

i=1

µi = 1.

That is why we obtain

cxx+ cyy =
n∑

j=1

λjc
xαxj s

x
j +

m∑

i=1

µic
yαyi s

y
i =

n∑

j=1

λj

2 2cxαxj s
x
j +

m∑

i=1

µi

2 2cyαyi s
y
i ∈ L
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since λ1

2 , . . . ,
λn

2 ,
µ1

2 , . . . ,
µm

2 ∈ R are nonnegative scalars which satisfy

n∑

j=1

λj

2 +
m∑

i=1

µi

2 = 1.

This shows linS ⊆ L. The inclusion L ⊆ linS follows from αS ⊆ linS for any α ∈ R and the convexity of
linS.

Now, let Y be another Banach space. Then the Cartesian product X × Y is a Banach space as well
if equipped, e.g., with the sum norm induced by ‖·‖X and ‖·‖Y which will be done throughout the
thesis if not stated otherwise. Thus, for n ∈ N Banach spaces X1, . . . ,Xn, we can define the product
space

∏n
j=1 Xj := X1 × · · · × Xn in a similar way by recursion. Its elements are addressed by n-tupels

x = (x1, . . . , xn) with xj ∈ Xj , j = 1, . . . , n, or column vectors denoted by

x =



x1
...
xn




depending on which representation is more suitable in the corresponding situation. Especially, when
dealing with linear operators between product spaces, the use of column vectors is more convenient.
Similarly, for sets Xj ⊆ Xj , j = 1, . . . , n, we exploit



X1

...
Xn


 ,



X1

...
Xn




in order to represent X1 × · · · ×Xn and X1 × · · · × Xn, respectively. If X = X1 = · · · = Xn holds, we use
the notation Xn :=

∏n
j=1 X . Similarly, for A ⊆ X , we denote by An its Cartesian product of order n.

A mapping Φ: X → Y is called an isometry between X and Y if ‖Φ(x)‖Y = ‖x‖X holds for all x ∈ X .
If an isomorphism between X and Y exists which is an isometry, these spaces are called isometrically
isomorphic, X ∼= Y for short.
The real vector space L[X ,Y] of all continuous (or bounded, see [126, Satz II.1.2]) linear operators
mapping from X to Y equipped with the norm

∀F ∈ L[X ,Y] : ‖F‖L[X ,Y] := sup
x∈BX

‖F[x]‖Y ,

forms another Banach space, see [126, Satz II.1.4]. From this definition ‖F[x]‖Y ≤ ‖F‖L[X ,Y] ‖x‖X for all

F ∈ L[X ,Y] and all x ∈ X is easily seen. We can introduce X ⋆ := L[X ,R], the (topological) dual space of
X . Let us define the so-called dual pairing 〈·, ·〉X : X ⋆×X → R of X by 〈x∗, x〉X := x∗[x] for all x∗ ∈ X ⋆
and x ∈ X . Obviously, this mapping is bilinear and satisfies

∀x∗ ∈ X ⋆ ∀x ∈ X : |〈x∗, x〉X | ≤ ‖x∗‖X⋆ ‖x‖X .

The above relation is called Cauchy-Schwarz inequality. Note that the dual pairing is continuous w.r.t.
both of its components.

Lemma 2.3. For any Banach spaces X1, . . . ,Xn, there is an isomorphism Φ:
(∏n

j=1 Xj
)⋆
→ ∏n

j=1 X ⋆j
with the property

∀x∗ ∈
(∏n

j=1
Xj
)⋆

: ‖x∗‖(∏n
j=1 Xj)

⋆ ≤ ‖Φ(x∗)‖∏n
j=1 X⋆

j
≤ n ‖x∗‖(∏n

j=1 Xj)
⋆ . (2.1)

Proof. In order to shorten the notation, we introduce the spaces X :=
∏n
j=1 Xj , P :=

(∏n
j=1 Xj

)⋆
, and

Q :=
∏n
j=1 X ⋆j . For any x∗ ∈ P, we define

Φ(x∗) :=
(
x∗1, . . . , x

∗
n

)
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where x∗i ∈ X ⋆i , i = 1, . . . , n is defined by

∀xi ∈ Xi : x∗i [xi] := x∗[0, . . . , 0, xi, 0, . . . , 0].

It is easy to see that this mapping is a linear bijection, i.e. an isomorphism between P and Q. In order
to show the validity of the presented inequalities, recall that X is equipped with the sum norm induced by
‖·‖X1

, . . . , ‖·‖Xn
. That is why we obtain

‖x∗‖P = sup
(x1,...,xn)∈BX

x∗[x1, . . . , xn] = sup
(x1,...,xn)∈BX

n∑

i=1

x∗i [xi] ≤
n∑

i=1

sup
xi∈BXi

x∗i [xi] = ‖Φ(x∗)‖Q

which yields the first inequality. The second one follows from

‖Φ(x∗)‖Q =
n∑

i=1

sup
xi∈BXi

x∗i [xi] ≤ sup
(x1,...,xn)∈nBX

n∑

i=1

x∗i [xi] = sup
(x1,...,xn)∈BX

nx∗[x1, . . . , xn] = n ‖x∗‖P .

This completes the proof.

We may interpret Lemma 2.3 as follows: the Banach spaces
(∏n

j=1 Xj
)⋆

and
∏n
j=1 X ⋆j are isomorphic

and (via an isomorphism) equipped with equivalent norms. Thus, it is reasonable to identify
(∏n

j=1 Xj
)⋆

and
∏n
j=1 X ⋆j with each other. This will be done throughout this thesis without mentioning it again.

The continuous linear mapping X ∋ x→ 〈·, x〉X ∈ X ⋆⋆, called canonical embedding of X , is an injective
isometry between X and X ⋆⋆ by the theorem of Hahn-Banach, see [126, Korollar III.1.6]. We call X
reflexive if the corresponding canonical embedding is surjective. Thus, for any reflexive Banach space X ,
we obtain X ∼= X ⋆⋆, and, hence, we may identify any reflexive Banach space X and its bidual space X ⋆⋆
with each other. Note that any finite-dimensional Banach space is reflexive. We say that X is continuously
embedded in the Banach space Y, X →֒ Y for short, if X ⊆ Y holds and if a positive real constant C
exists, such that

∀x ∈ X : ‖x‖Y ≤ C ‖x‖X
holds, i.e. if the identical mapping X ∋ x → x ∈ Y is an element of L[X ,Y]. An operator F ∈ L[X ,Y]
is called compact if the closure of {F[x] |x ∈ BX } w.r.t. the norm in Y is compact. We say that X is
compactly embedded in Y if we have X →֒ Y and if the identical mapping X ∋ x 7→ x ∈ Y is a compact
operator. Let H be a Hilbert space with inner product (·, ·)H. Then by means of Riesz’s representation
theorem the mapping H ∋ x → (·, x)H ∈ H⋆ is an isometric isomorphism between H and H⋆. That is
why it is possible to identify the inner product of H and its dual pairing with each other. This will be done
throughout this thesis. On the other hand, it is also possible (but not always recommendable, e.g. when
discussing certain function spaces, see [118, Section 2.13.2]) to identify H and H⋆ with each other. We
will point out whenever this property of Hilbert spaces is exploited.

For any F ∈ L[X ,Y], F⋆ ∈ L[Y⋆,X ⋆] defined by the relation 〈F⋆[y∗], x〉X = 〈y∗, F[x]〉Y for any x ∈ X and
y∗ ∈ Y⋆ is called the adjoint operator of F. From [126, Satz III.4.2] we know that the linear mapping
L[X ,Y] ∋ F → F⋆ ∈ L[Y⋆,X ⋆] is an isometry. For a reflexive Banach space X , an operator G ∈ L[X ,X ⋆]
is called self-adjoint if G = G⋆ holds, and G is called monotone or positive, if

∀x ∈ X : 〈G[x], x〉X ≥ 0

is satisfied. We call G elliptic if there is a constant γ > 0, such that

∀x ∈ X : 〈G[x], x〉X ≥ γ ‖x‖
2
X

is valid. By O ∈ L[X ,Y] and IX ∈ L[X ,X ], we denote the zero operator defined by O[x] = 0 for all
x ∈ X and the identical operator of X , respectively. For Banach spaces Y1, . . . ,Ym and linear operators
Fi,j ∈ L[Xj ,Yi], i = 1, . . . ,m and j = 1, . . . , n, we introduce the product operator

∀



x1
...
xn


 ∈



X1

...
Xn


 :



F1,1 . . . F1,n
...

. . .
...

Fm,1 . . . Fm,n






x1
...
xn


 :=




∑n
j=1 F1,j [xj ]

...∑n
j=1 Fm,j [xj ]


 ∈



Y1
...
Ym


 ,
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and a similar notation is used to represent images of sets under product operators. Note that for brevity,
we leave the brackets [·] around the argument away whenever n ≥ 2 holds. Clearly, the product operator
is an element of L[

∏n
j=1 Xj ,

∏m
i=1 Yi,], and we obtain the relation


F1,1 . . . F1,n
...

. . .
...

Fm,1 . . . Fm,n




⋆

=



F⋆1,1 . . . F⋆m,1
...

. . .
...

F⋆1,n . . . F⋆m,n


 (2.2)

from the above definitions.

A sequence {xk} ⊆ X converges (strongly) to some point x̄ ∈ X , xk → x̄ for short, if the real sequence
{‖xk − x̄‖X } converges to zero. On the other hand, {xk} converges weakly to x̄, expressed by xk ⇀ x̄, if
for any x∗ ∈ X ⋆, the real sequence {〈x∗, xk〉X } converges to 〈x∗, x̄〉X . In case of existence, the weak limit
point x̄ is uniquely determined and satisfies x̄ ∈ conv{xk | k ∈ N}, see [126, Satz III.3.8]. Now, choose a
sequence {x∗k} ⊆ X ⋆. We call it weakly⋆ convergent to x̄∗ ∈ X ⋆, x∗k

⋆→ x̄∗ for short, if for any x ∈ X , the
real sequence {〈x∗k, x〉X } converges to 〈x̄∗, x〉X . Again, if a weak⋆ limit point exists, it is unique. Using the
theorem of Banach and Steinhaus, see [126, Satz IV.2.1], we obtain that weakly and weakly⋆ convergent
sequences are bounded. It is clear from the definition that

x∗k → x̄∗ =⇒ x∗k ⇀ x̄∗ =⇒ x∗k
⋆→ x̄∗

holds, and whenever X is reflexive, weak and weak⋆ convergence in X ⋆ are equivalent. Moreover, any
bounded sequence of a reflexive Banach space contains at least a weakly convergent subsequence, see
[126, Satz III.3.7]. In any finite-dimensional Banach space, the notions of strong, weak, and weak⋆

convergence coincide.

Lemma 2.4. Let X be a Banach space. Choose sequences {xk} ⊆ X and {x∗k} ⊆ X ⋆ such that xk → x

and x∗k
⋆→ x∗ (xk ⇀ x and x∗k → x∗) hold. Then we have 〈x∗k, xk〉X → 〈x∗, x〉X .

Proof. Since {x∗k} is weakly⋆ convergent, it is bounded. Thus, we have

lim
k→∞

| 〈x∗k, xk − x〉X | ≤ lim
k→∞

‖x∗k‖X⋆ ‖xk − x‖X = 0.

This yields

lim
k→∞

〈x∗k, xk〉X = lim
k→∞

(
〈x∗k, xk − x〉X + 〈x∗k, x〉X

)
= lim
k→∞

〈x∗k, x〉X = 〈x∗, x〉X .

The proof is similar for the situation where xk ⇀ x and x∗k → x∗ hold.

For sets U ⊆ X and V ⊆ X ⋆, clw U and cl⋆ V denote the corresponding closure w.r.t. weak and weak⋆

topology (in X and X ⋆, respectively), whereas clwseq U is used to express the weak sequential closure of
U , i.e. the set of all weak accumulation points of sequences in U . Note that we have clwseq U ⊆ clw U in
general, see [83, Section 2.5]. We call U weakly sequentially closed (weakly closed) whenever U = clwseq U
(U = clw U ) holds. Any closed, convex set is weakly sequentially closed and, by means of the famous
Hahn-Banach theorem, see [126, Satz VIII.2.12], weakly closed as well. Furthermore, U is said to be
weakly sequentially compact if any sequence in U contains a weakly convergent subsequence whose
weak limit belongs to U . Any compact set is weakly sequentially compact but not vice versa. Additionally,
it is clear that any bounded, closed, convex subset of a reflexive Banach space is weakly sequentially
compact. Finally, V is called weakly⋆ closed if V = cl⋆ V is satisfied.

A mapping F : X → Y between Banach spaces X and Y is called continuous at x̄ ∈ X if the condition

∀{xk} ⊆ X : xk → x̄ =⇒ F (xk)→ F (x̄)

is satisfied. Similarly, we call F weakly-weakly continuous at x̄ if

∀{xk} ⊆ X : xk ⇀ x̄ =⇒ F (xk)⇀ F (x̄)
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holds. The mapping F is said to be continuous (weakly-weakly continuous) if it is continuous (weakly-
weakly continuous) at any point in X . Let ϕ : X → R be a functional of X where R := R ∪ {−∞,∞}
denotes the extended real line. Then ϕ is called weakly lower semicontinuous at some point x̄ ∈ X with
|ϕ(x̄)| <∞ if the condition

∀{xk} ⊆ X : xk ⇀ x̄ =⇒ ϕ(x̄) ≤ lim inf
k→∞

ϕ(xk)

is satisfied. Furthermore, we call ϕ weakly lower semicontinuous if it possesses this property at any
point from X where it is finite. Clearly, if a functional is weakly-weakly continuous, it is weakly lower
semicontinuous. Obviously, any weakly lower semicontinuous functional is lower semicontinuous. On the
other hand, there exist continuous functionals which are not weakly lower semicontinuous. Note that for
any continuous convex functional ϕ, the level sets {x ∈ X |ϕ(x) ≤ α} are closed and convex and, thus,
weakly closed for all α ∈ R. Particularly, it easily follows that ϕ is weakly lower semicontinuous in this
case, see [71, Theorem 2.5]. The following result presents a version of the famous Weierstraß theorem
applicable in infinite-dimensional Banach spaces.

Lemma 2.5. Let X be a real Banach space, let ϕ : X → R be a weakly lower semicontinuous functional,
and let M ⊆ X be nonempty. Then ϕ attains a global minimum on M provided that one of the following
assumptions holds:

1. M is weakly sequentially compact,

2. X is reflexive, ϕ is coercive, i.e. it satisfies

∀{xk} ⊆ X : ‖xk‖X →∞ =⇒ ϕ(xk)→∞,

and M is weakly sequentially closed.

Proof. The statement of the first assertion equals [71, Theorem 2.3]. For the proof of the second claim,
choose x̃ ∈ M arbitrarily and consider M̃ := {x ∈ M |ϕ(x) ≤ ϕ(x̃)}. Since ϕ is weakly lower semicon-
tinuous while M is weakly sequentially closed, it is easy to check that M̃ is weakly sequentially closed as
well. Moreover, M̃ is bounded due to the coercivity of ϕ and contains x̃. We exploit the reflexivity of X
to see that M̃ is weakly sequentially compact. Clearly, Argmin{ϕ(x) |x ∈ M} = Argmin{ϕ(x) |x ∈ M̃}
holds by definition of M̃ . Finally, Argmin{ϕ(x) |x ∈ M̃} is nonempty due to the first statement of this
lemma. This completes the proof.

Let us compare the above result with the classical Weierstraß theorem.

Remark 2.6. In the classical Weierstraß theorem, lower semicontinuity of the functional ϕ and compactness
of the setM are demanded. However, compactness is a rather restrictive property in infinite-dimensional
spaces (boundedness and closedness is not sufficient for compactness anymore). Thus, this assumption
has to be weakened in order to obtain an acceptable version of the Weierstraß theorem. Here weak
sequential compactness pays off. However, weakening the assumptions on M , stronger properties have
to be postulated on the functional ϕ. In the above lemma, the weak lower semicontinuity of ϕ is used
for that purpose. Thus, we may interpret the first statement of Lemma 2.5 as a generalized version of
the Weierstraß theorem. In any finite-dimensional Banach space X , this abstract result coincides with the
classical version, obviously.

2.2. Examples of Banach spaces

In this section, we are going to give a brief overview of Banach spaces which will be used in this thesis.
We start with some finite-dimensional spaces. Afterwards, certain function spaces together with some
well-known embedding relations will be introduced.
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2.2.1. Finite-dimensional Banach spaces

Let n ∈ N be arbitrarily chosen. By Rn we denote the set of all real column vectors with n components.
Furthermore, Rn,+0 and Rn,+ represent the set of all componentwise nonnegative real vectors with n com-
ponents and the set of all componentwise positive real vectors with n components, respectively. Especially,
we set R+

0 := R1,+
0 and R+ := R1,+. For 1 ≤ p <∞, the norm |·|p is defined by

∀x ∈ Rn : |x|p :=
(∑n

i=1
|xi|p

) 1
p

where |s| represents the absolute value of a scalar s ∈ R. Furthermore, |·|∞ is introduced by

∀x ∈ Rn : |x|∞ := max{|x1|; . . . ; |xn|}.

As mentioned earlier, all the norms |·|p, 1 ≤ p ≤ ∞, are equivalent. For any such p, Un,p and Bn,p
represent the open and closed unit ball of Rn w.r.t. the norm |·|p. Choosing x ∈ Rn and a positive real

scalar ε arbitrarily, we set Uεn,p(x) := {x} + εUn,p and Bεn,p(x) := {x} + εBn,p. For arbitrary vectors
x, y ∈ Rn, x · y denotes their Euclidean inner product. Clearly, this inner product induces the norm |·|2.
We write x ≤ y (x < y) if y − x ∈ Rn,+0 (y − x ∈ Rn,+) holds. For a sequence {tk} ⊆ R, tk ց 0 is used
to express that {tk} ⊆ R+ and tk → 0 are valid. On the other hand, we write tk ↓ 0 in order to express
{tk} ⊆ R+

0 and tk → 0.

Remark 2.7. Let X1, . . . ,Xn be Banach spaces. As introduced before, for the norm of their corresponding
product space, we have

∀x = (x1, . . . , xn) ∈
∏n

j=1
Xj : ‖x‖∏n

j=1 Xj
=
∣∣(‖x1‖X1

, . . . , ‖xn‖Xn
)
∣∣
1
.

However, since all the norms |·|p for p ∈ [1,∞] are equivalent, for any such p, an equivalent norm of the

product space
∏n
j=1 Xj is given by

∀x = (x1, . . . , xn) ∈
∏n

j=1
Xj : ‖x‖p,∏n

j=1 Xj
:=
∣∣(‖x1‖X1

, . . . , ‖xn‖Xn
)
∣∣
p
.

The choice of such a norm in the product space does not change the statement of Lemma 2.3, one only
needs to choose different constants in (2.1).

For m ∈ N, let Rm×n contain all real matrices with m rows and n columns. Especially, Rm×1 = Rm

is obtained. We use O ∈ Rm×n and E ∈ Rm×n to represent the zero matrix and the all-ones matrix
of appropriate dimensions, respectively. The symbol In is used to represent the identity matrix in Rn×n.
Furthermore, for any matrix A ∈ Rm×n, A⊤ denotes its transpose. Interpreting A as a linear operator
between the product spaces Rn and Rm, we obtain A⋆ = A⊤ by means of formula (2.2). Let arbitrary
index sets I ⊆ {1, . . . ,m} and J ⊆ {1, . . . , n} be given. Then AIJ ∈ R|I|×|J| denotes the submatrix of A
which possesses the rows indexed by the elements of I and the columns indexed by the elements of J .
For any quadratic and regular matrix B ∈ Rm×m, B−1 expresses the inverse matrix of B. In general, A†

denotes the pseudo inverse matrix of A. If A possesses full row rank m, A† = A⊤(AA⊤)−1 is valid. We
will exploit the Hadamard product in Rm×n defined by

∀A,B ∈ Rm×n : A •B :=




a1,1b1,1 a1,2b1,2 . . . a1,nb1,n
a2,1b2,1 a2,2b2,2 . . . a2,nb2,n

...
...

. . .
...

am,1bm,1 am,2bm,2 . . . am,nbm,n


 ∈ Rm×n.

The set Sn shall comprise all symmetric matrices from Rn×n. We will make use of the Frobenius inner
product on Sn defined as stated below for matrices A = (ai,j)i,j=1,...,n,B = (bi,j)i,j=1,...,n ∈ Sn:

〈A,B〉Sn
:=

n∑

i=1

n∑

j=1

ai,jbi,j .
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Forthwith, trA denotes the trace, i.e. the sum of the diagonal elements or eigenvalues, of A. It is easily
seen that 〈A,B〉Sn

= tr(AB) is satisfied. Thus,

‖A‖Sn
:=
√

tr(AA)

induces a norm in Sn. Consequently, Sn is a Banach space of dimension 1
2n(n+ 1).

2.2.2. Function spaces

Let M = (Ω,Σ,m) be a complete and σ-finite measure space (see [16] for a detailed introduction to the
theory of measurable spaces and measure spaces), let N(M) be the system of all sets of measure zero in
Σ, and fix some n ∈ N. We assume m(Ω) > 0 in order to exclude trivial situations. Let L0(M,Rn) be the
set of measurable functions mapping from Ω to Rn. We can define an equivalence relation on L0(M,Rn)
as stated below:

∀u, v ∈ L0(M,Rn) : u ∼ v ⇐⇒ ∃N ∈ N(M) ∀ω ∈ Ω \N : u(ω) = v(ω).

The corresponding factor set L0(M,Rn)/ ∼ is denoted by L0(M,Rn) and its elements (equivalence
classes) are expressed via u : Ω → Rn again, i.e. we identify an equivalence class with its representa-
tives. For any p ∈ [1,∞], we denote by Lp(M,Rn) the Banach space of (equivalence classes of) functions
from L0(M,Rn) satisfying

∫
Ω
|u(ω)|p2 dm < ∞ for p ∈ [1,∞) or which are componentwise essentially

bounded in the case p =∞, whose norm is given as stated below:

∀p ∈ [1,∞) ∀u ∈ Lp(M,Rn) : ‖u‖Lp(M,Rn) :=

(∫

Ω

|u(ω)|p2 dm
) 1
p
,

∀u ∈ L∞(M,Rn) : ‖u‖L∞(M,Rn) := inf
N∈N(M)

(
sup

ω∈Ω\N
|u(ω)|2

)
.

In the case where Ω ⊆ Rd is a domain (i.e. a nonempty, connected, open set) equipped with the Borelean
σ-algebra induced by Ω and the corresponding Lebesgue measure l, we write Lp(Ω,Rn) for any p ∈ [1,∞]
and dω instead of dm. On the other hand, in the case n = 1, we use Lp(M) := Lp(M,R) for any
p ∈ [1,∞]. It is easily seen from Remark 2.7 that the spaces L2(M,Rn) and L2(M)n are isomorphic
and equipped with equivalent norms. Note that for any p ∈ [1,∞), the space Lp

′

(M,Rn) is isometrically
isomorphic to Lp(M,Rn)⋆ where the conjugate coefficient p′ ∈ (1,∞] is characterized via 1/p+ 1/p′ = 1
(for p = 1, we set p′ =∞). The corresponding dual pairing reads as

∀p ∈ [1,∞) ∀u ∈ Lp(M,Rn) ∀v ∈ Lp′(M,Rn) : 〈v, u〉Lp(M,Rn) :=

∫

Ω

u(ω) · v(ω)dm.

For any p ∈ (1,∞), Lp(M,Rn) is reflexive. The case p = 2 is of special interest because L2(M,Rn) is a
Hilbert space. For any set A ∈ Σ, χA : Ω→ R defined by

∀ω ∈ Ω: χA(ω) :=

{
1 if ω ∈ A
0 if ω /∈ A

is called characteristic function of A. Obviously, we have χA ∈ L∞(M) and ‖χA‖Lp(M) = m(A)
1
p for any

p ∈ [1,∞), i.e. χA ∈ Lp(M) for all p ∈ [1,∞) if and only if m(A) <∞.

Let Ω ⊆ Rd be a domain. Any α ∈ Nd0 is called a multiindex of order |α| := |α|1. We write ωα in order to
express the monomial ωα1

1 . . . ωαd

d . Let us introduce the differential operator Dα := Dα1
1 . . . Dαd

d of order
|α| where Di := ∂

∂ωi
, i = 1, . . . , d, holds. We interpret D(0,...,0) to be the identity and list some other

popular differential operators below:

∆ :=
d∑

i=1

D2
i , ∇ :=



D1

...
Dd


 , ∇2 :=



| |
∇D1 . . . ∇Dd

| |




⊤

.



2. Fundamentals of mathematical programming in Banach spaces 13

Furthermore, we set

∇ωI
:=




...
Di

...




i∈I

, ∇2
ωIωJ

:=




|
. . . ∇ωJ

Di . . .
|




⊤

i∈I

.

Therein, I, J ⊆ {1, . . . d} are nonempty and ωI := (ωi)i∈I holds true. If u : Ω→ Rn is a function such that
all components u1, . . . , un : Ω→ R are differentiable, we define

∇u :=



| |
∇u1 . . . ∇un
| |




⊤

, ∇ωI
u :=




| |
∇ωI

u1 . . . ∇ωI
un

| |




⊤

.

Let us assume that the domain Ω is bounded. We exploit the notation Ω := clΩ in order to stay close to
standard literature. For any function u : Ω→ R, the set suppu := cl{ω ∈ Ω |u(ω) 6= 0} is called support of
u. For any k ∈ N0 ∪ {∞}, we introduce Ck(Ω), the vector space of all k-times continuously differentiable
real-valued functions on Ω and set C(Ω) := C0(Ω) to be the vector space of all continuous functions on Ω.
Clearly, since Ω is not necessarily closed, the functions in Ck(Ω) do not need to be bounded. Additionally,
we introduce Ck0 (Ω), the subspace of C

k(Ω) comprising all functions whose support is a subset of Ω and
compact in Rd. Clearly, any function from Ck0 (Ω) vanishes on bdΩ. Again, we stipulate C0(Ω) := C0

0 (Ω).
Let us consider Ck

(
Ω
)
, the vector space of all k-times continuously differentiable functions on Ω, which

becomes a Banach space when equipped with the norm

∀u ∈ Ck
(
Ω
)
: ‖u‖Ck(Ω) := max

α∈Nd
0 , |α|≤k

(
max
ω∈Ω
|Dαu(ω)|

)
.

We define C
(
Ω
)
:= C0

(
Ω
)
, the Banach space of all functions continuous on Ω. Furthermore, we will

exploit the vector space of all locally Lebesgue-integrable functions L1
loc(Ω) defined by

L1
loc(Ω) :=

{
u ∈ L0(Ω)

∣∣∣∣ ∀φ ∈ C∞
0 (Ω):

∫

Ω

u(ω)φ(ω)dω <∞
}
.

Note that for any functions u, φ ∈ C∞
0 (Ω) and any multiindex α ∈ Nd0, we obtain

∫

Ω

u(ω)Dαφ(ω)dω = (−1)|α|
∫

Ω

Dαu(ω)φ(ω)dω

from integration by parts and the fact that the functions from C∞
0 (Ω) vanish on bdΩ. This motivates the

following definition of weak derivatives (also referred to as Sobolev derivatives), see [118].

Definition 2.1. Let u ∈ L1
loc(Ω) and a multiindex α ∈ Nd0 be given. A function v ∈ L1

loc(Ω) which satisfies

∀φ ∈ C∞
0 (Ω):

∫

Ω

u(ω)Dαφ(ω)dω = (−1)|α|
∫

Ω

v(ω)φ(ω)dω

is called weak derivative of order α of u and is denoted by Dαu.

The concept of weak derivatives will become important when considering solutions of PDEs. It is well-
known that several PDEs possess no classical (i.e. strong) solution but weak solutions in the Sobolev
sense. From the definition of weak derivatives it is natural to call functions from C∞

0 (Ω) test functions.
Note that we will use the differential operators defined above in this weak sense as well.

Now, it is possible to introduce the so-called Sobolev spaces, see [1]. For any p ∈ [1,∞] and k ∈ N0,
W k,p(Ω) denotes the set of all functions u ∈ Lp(Ω) possessing weak derivatives Dαu ∈ Lp(Ω) for any
α ∈ Nd0 such that |α| ≤ k. Defining the norm

∀p ∈ [1,∞) ∀u ∈W k,p(Ω): ‖u‖Wk,p(Ω) :=


 ∑

α∈Nd
0 , |α|≤k

‖Dαu‖pLp(Ω)




1
p

,

∀u ∈W k,∞(Ω): ‖u‖Wk,∞(Ω) := max
α∈Nd

0 , |α|≤k
‖Dαu‖L∞(Ω) ,
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W k,p(Ω) becomes a Banach space. If p ∈ (1,∞) holds, then W k,p(Ω) is reflexive. Note that from [1,
Theorem 3.17] W k,p(Ω) is the completion of the set {u ∈ Ck(Ω) | ‖u‖Wk,p(Ω) < ∞} w.r.t. the Sobolev

norm ‖·‖Wk,p(Ω). Furthermore, we will deal with the space W
k,p
0 (Ω) which is the closure of C∞

0 (Ω) w.r.t.

the Sobolev norm ‖·‖Wk,p(Ω). We obtain the trivial embeddings

W k,p
0 (Ω) →֒W k,p(Ω) →֒ Lp(Ω).

For p = 2, we set Hk(Ω) := W k,2(Ω) and observe that for any k ∈ N0, this is a Hilbert space with inner
product

∀u, v ∈ Hk(Ω): (v, u)Hk(Ω) :=
∑

α∈Nd
0 , |α|≤k

〈Dαv,Dαu〉L2(Ω) .

Note that we do not identify Hk(Ω) with its dual (see [118] for some reasons) and, thus, did not use the

notion of the dual pairing above. We introduce the Hilbert space Hk
0 (Ω) :=W k,2

0 (Ω) for any k ∈ N0. The
dual space of H1

0 (Ω) will be denoted by H−1(Ω), and again, we abstain from identifying it with H1
0 (Ω).

Using the definition of duality, we easily obtain the embeddings

H1
0 (Ω) →֒ L2(Ω) →֒ H−1(Ω),

i.e. the spaces (H1
0 (Ω), L

2(Ω), H−1(Ω)) form a so-called Gelfand triple, see [118].

In the following two theorems, we subsume the embeddings needed in this thesis. The results are parts of
Sobolev’s embedding theorem, see [1, Theorem 4.12], and the Rellich-Kondrachov embedding theorem,
see [1, Theorem 6.3], respectively.

Theorem 2.8. Let Ω ⊆ Rd be a bounded domain with Lipschitz continuous boundary for d ≥ 2 and a
bounded, open interval for d = 1. For any integer k ∈ N and any real numbers p, q ∈ [1,∞), the following
assertions hold:

1. If kp > d, then
W k,p(Ω) →֒ C

(
Ω
)
.

2. If kp = d and p ≤ q <∞, then
W k,p(Ω) →֒ Lq(Ω).

3. If kp < d and p ≤ q < dp
d−kp , then

W k,p(Ω) →֒ Lq(Ω).

Theorem 2.9. Let Ω ⊆ Rd be a bounded domain with Lipschitz continuous boundary for d ≥ 2 and a
bounded, open interval for d = 1. Then the embeddings from Theorem 2.8 are compact.

When dealing with ODEs defined on a real time interval Ω := (0, T ), we will deal with the vector space
AC(Ω) of absolutely continuous functions on Ω. Note that any function from AC(Ω) is differentiable
almost everywhere and the corresponding derivative equals the (existing) weak derivative which is an
element of L1(Ω). For short, for any absolutely continuous function u ∈ AC(Ω), there is v ∈ L1(Ω) such

that u(t) = u(0) +
∫ t
0
v(τ)dτ holds for almost every t ∈ Ω and vice versa; and v is its weak derivative, see

[49, Theorem 2.1.20]. Thus, any function u ∈ AC(Ω) may be identified with (u(0), D1u) ∈ R× L1(Ω). In
this thesis, we will work with the space AC1,2(Ω,Rn) which contains all functions mapping from Ω to Rn

whose components are absolutely continuous with weak derivatives in L2(Ω). This way, AC1,2(Ω,Rn) can
be identified with Rn × L2(Ω,Rn) by means of the bijection

AC1,2(Ω,Rn) ∋ u 7→ (u(0),∇u) ∈ Rn × L2(Ω,Rn)

and this will be done throughout the thesis at several instances. Note that ∇u denotes the column vector
of the weak derivatives corresponding to the components of u. A suitable norm in AC1,2(Ω,Rn) is given
by

∀u ∈ AC1,2(Ω,Rn) : ‖u‖AC1,2(Ω,Rn) := |u(0)|2 + ‖∇u‖L2(Ω,Rn) .
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Note that AC1,2(Ω,Rn) is a Hilbert space whose dual will be identified with AC1,2(Ω,Rn) throughout the
thesis. The dual pairing in AC1,2(Ω,Rn) is defined as stated below:

∀u, v ∈ AC1,2(Ω,Rn) : 〈v, u〉AC1,2(Ω,Rn) := u(0) · v(0) +
∫ T

0

∇u(t) · ∇v(t)dt.

Observe that it is possible to interpret the above dual pairing as an inner product in AC1,2(Ω,Rn).
However, this inner product induces a norm in AC1,2(Ω,Rn) which is different from ‖·‖AC1,2(Ω,Rn).

The following embedding theorem will be important for our subsequent analysis.

Theorem 2.10. For any T > 0, Ω := (0, T ), and n ∈ N, we have

AC1,2(Ω,Rn) →֒ C
(
Ω
)n

and this embedding is compact.

Proof. It is clear from the definition that AC1,2(Ω,Rn) ⊆ H1(Ω)n is satisfied. Applying Theorem 2.8 with
d = 1, m = 1, and p = 2, we find c > 0 such that

∀v ∈ H1(Ω): ‖v‖C(Ω) ≤ c ‖v‖H1(Ω)

holds along with H1(Ω) ⊆ C
(
Ω
)
. Thus, we have AC1,2(Ω,Rn) ⊆ C

(
Ω
)n

and for any u ∈ AC1,2(Ω,Rn),
we obtain

‖u‖C(Ω)n =
n∑

i=1

‖ui‖C(Ω) ≤ c
n∑

i=1

‖ui‖H1(Ω) = c
n∑

i=1

√
‖ui‖2L2(Ω) + ‖D1ui‖2L2(Ω)

≤ c
n∑

i=1

(
‖ui‖L2(Ω) +

∥∥D1ui
∥∥
L2(Ω)

)

= c

n∑

i=1

(∥∥∥∥ui(0) +
∫ ·

0

D1ui(τ)dτ

∥∥∥∥
L2(Ω)

+
∥∥D1ui

∥∥
L2(Ω)

)

≤ c
n∑

i=1



√
T |ui(0)|+

(∫ T

0

(∫ t

0

D1ui(τ)dτ

)2

dt

) 1
2

+
∥∥D1ui

∥∥
L2(Ω)




≤ c
n∑

i=1



√
T |ui(0)|+

(∫ T

0

t

(∫ t

0

D1ui(τ)
2dτ

)
dt

) 1
2

+
∥∥D1ui

∥∥
L2(Ω)




≤ c
n∑

i=1



√
T |ui(0)|+

(
T

∫ T

0

∫ T

0

D1ui(τ)
2dτdt

) 1
2

+
∥∥D1ui

∥∥
L2(Ω)




≤ c
n∑

i=1

(√
T |ui(0)|+ T

∥∥D1ui
∥∥
L2(Ω)

+
∥∥D1ui

∥∥
L2(Ω)

)

= c
√
T |u(0)|1 + c(1 + T ) ‖∇u‖L2(Ω)n

≤ C1c
√
T |u(0)|2 + C2c(1 + T ) ‖∇u‖L2(Ω,Rn)

≤ max{C1c
√
T ;C2c(1 + T )} ‖u‖AC1,2(Ω,Rn)

where C1, C2 > 0 are real constants characterizing the equivalent norms |·|1 and |·|2 as well as ‖·‖L2(Ω)n

and ‖·‖L2(Ω,Rn), respectively. This shows AC
1,2(Ω,Rn) →֒ C

(
Ω
)n
. On the other hand, the above argu-

mentation may be reprised to see

∀u ∈ H1(Ω)n : ‖u‖H1(Ω)n ≤ max{C1

√
T ;C2(1 + T )} ‖u‖AC1,2(Ω,Rn) .
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Thus, we have AC1,2(Ω,Rn) →֒ H1(Ω)n. Theorem 2.9 yields that H1(Ω)n →֒ C
(
Ω
)n

is a compact

embedding. Applying [1, Remark 6.4.2], we obtain that AC1,2(Ω,Rn) →֒ C
(
Ω
)n

is a compact embedding
as well. This completes the proof.

Now, let Ω ⊆ Rd be an arbitrary bounded domain again. Then (Ω,B(Ω)) is a measurable space where
B(Ω) denotes the Borelean σ-algebra induced by Ω. On the other hand, Ω becomes a metric space
when equipped with the Euclidean distance. A mapping µ : B(Ω) → R which is σ-additive and satisfies
µ(∅) = 0 is called a signed measure of (Ω,B(Ω)). For any signed measure µ, we define its variation
|µ| : B(Ω)→ R+

0 by

∀A ∈ B(Ω): |µ|(A) := sup
S∈Z(A)

∑

E∈S

|µ(E)|

where Z(A) denotes the system of all finite and disjoint partitions of A in B(Ω). We call µ regular if its
variation |µ| possesses only finite values on the compact subsets of Ω and satisfies

∀A ∈ B(Ω): |µ|(A) = sup{|µ|(C) |C ⊆ A, C compact}.

LetM(Ω) be the vector space of all signed and regular measures of (Ω,B(Ω)). Introducing

∀µ ∈M(Ω): ‖µ‖M(Ω) := |µ|(Ω),

M(Ω) becomes a nonreflexive Banach space. It is well-known that it is the dual space of C(Ω), see [126,
Satz II.2.5].

2.3. Principles of variational analysis and optimization in Banach

spaces

Set approximation and generalized differentiation are essential concepts for the consideration of opti-
mization problems in Banach spaces. In this section, we are going to introduce the variational concepts
needed in this thesis.

2.3.1. Polar, tangent, and normal cones

Let X be a Banach space and let A ⊆ X be a nonempty set. The polar cone and the annihilator of A are
defined by

A◦ := {x∗ ∈ X ⋆ | ∀x ∈ A : 〈x∗, x〉X ≤ 0} and A⊥ := {x∗ ∈ X ⋆ | ∀x ∈ A : 〈x∗, x〉X = 0},

respectively. Clearly, A◦ is a weakly⋆ closed, convex cone, whereas A⊥ is a weakly⋆ closed subspace of
X ⋆. It is easy to see that A◦ = (clA)◦, A◦ = (convA)◦, and A◦ = (coneA)◦ hold true. Furthermore,
A⊥ = A◦ ∩ (−A)◦ is satisfied and, thus, S⊥ = S◦ holds true for any subspace S ⊆ X . For any nonempty
set B ⊆ X ⋆, we introduce the corresponding backward operations by

B◦ := {x ∈ X | ∀x∗ ∈ B : 〈x∗, x〉X ≤ 0}, B⊥ = {x ∈ X | ∀x∗ ∈ B : 〈x∗, x〉X = 0}.

These operations possess similar properties as the polarization and annihilation presented above. If X
is reflexive, X ⋆⋆ ∼= X holds true and, thus, it is consistent to identify B◦ = B◦ as well as B⊥ = B⊥. The
following lemma is often called bipolar theorem, see [17, Proposition 2.40].

Lemma 2.11. Let X be a Banach space, and let C ⊆ X be a cone. Then (C◦)◦ = convC holds.

For any subspace S ⊆ X , Lemma 2.11 leads to (S⊥)⊥ = clS. Especially, for a single point x̄ ∈ X ,
lin{x̄} = ({x̄}⊥)⊥ = ({x̄}⊥)◦ is obtained. In the lemma below, we list some calculus rules for convex
cones using the above operations.
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Lemma 2.12. Let X be a Banach space, and let C1, C2, C ⊆ X as well as K1,K2 ⊆ X ⋆ be nonempty,
closed, convex cones. Then we have

(C1 + C2)
◦ = C◦

1 ∩ C◦
2 , (2.3a)

(C1 ∩ C2)
◦ = cl⋆(C◦

1 + C◦
2 ), (2.3b)

(K1 ∩K2)◦ = cl
(
(K1)◦ + (K2)◦

)
, (2.3c)

(C◦)⊥ = C ∩ (−C), (2.3d)

(C⊥)◦ = cl linC. (2.3e)

Proof. For the proof of the statements (2.3a), (2.3b), and (2.3c), we refer to [17, formulae (2.31) and
(2.32)]. Applying Lemma 2.11,

(C◦)⊥ = (C◦)◦ ∩ (−C◦)◦ = (C◦)◦ ∩ ((−C)◦)◦ = C ∩ (−C)

is obtained which yields (2.3d). Finally, we exploit Lemma 2.11, (2.3c), and linC = C − C to show

(C⊥)◦ =
(
C◦ ∩ (−C)◦

)
◦ = cl

(
(C◦)◦ − (C◦)◦

)
= cl(C − C) = cl linC

which yields (2.3e).

Let Y be another Banach space and choose an operator F ∈ L[X ,Y]. For any set A ⊆ X , we define the
image of A under F by F[A] := {F[x] ∈ Y |x ∈ A}. The set F[X ] is just called image of F. Obviously, F[X ]
is a linear subspace of Y . Note that F[X ] does not need to be closed.
The following result is called generalized Farkas lemma and can be found in a more abstract form in [51,
Theorem 1, Lemma 3]. In [47, Remark 2.1], its relation to the well-known Farkas lemma is illustrated.
The third assertion is taken from [17, Proposition 2.201].

Lemma 2.13. Let X and Y be Banach spaces, let C ⊆ X and K ⊆ Y be nonempty, closed, convex cones,
and let A ∈ L[X ,Y] be an arbitrary linear operator. Then we obtain

{x ∈ C | A[x] ∈ K}◦ = cl⋆(C◦ + A⋆[K◦]).

If the condition A[C]−K = Y holds, then cl⋆ can be dropped in the above line.
On the other hand, if there are functionals x∗1, . . . , x

∗
n ∈ X ⋆ such that C possesses the form

C = {x ∈ X | ∀j ∈ {1, . . . , n} :
〈
x∗j , x

〉
X ≤ 0}

and A[X ] is closed, then

{x ∈ C | A[x] = 0}◦ = cone{x∗1, . . . , x∗n}+ A⋆[Y⋆]

is satisfied.

Note that the first statement of the above lemma generalizes the calculus rule (2.3b).
The following example introduces the concept of ellipticity and is included since it presents a typical
application of the above calculus rules for annihilators and polars. Note that the concept of elliptic
operators is closely related to the concept of elliptic PDEs. The theoretical and numerical handling of
optimal control problems which are governed by linear elliptic PDEs is well-developed, see [103, 118]
and the references therein.

Example 2.14. Let X be a reflexive Banach space and let A ∈ L[X ,X ⋆] be elliptic. Thus, there is some
α > 0 such that

∀x ∈ X : 〈A[x], x〉X ≥ α ‖x‖
2
X

holds. Using the inequality of Cauchy and Schwarz, this yields

∀x ∈ X : α ‖x‖X ≤ ‖A[x]‖X⋆ ≤ ‖A‖L[X ,X⋆] ‖x‖X . (2.4)
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It is easily seen from (2.4) that A is injective. On the other hand, A[X ] is closed. In order to show this, we
choose a sequence {xk} ⊆ X such that {A[xk]} ⊆ X ⋆ converges to some x∗ ∈ X ⋆. Particularly, {A[xk]} is
bounded and due to (2.4), the same holds true for {xk}. We exploit the reflexivity of X in order to extract
a subsequence {xkl} of {xk} converging weakly to x̄ ∈ X . Then for any x ∈ X ,

〈A[x̄], x〉X = 〈A⋆[x], x̄〉X = lim
l→∞

〈A⋆[x], xkl〉X = lim
l→∞

〈A[xkl ], x〉X = 〈x∗, x〉X

is obtained and consequently, x∗ = A[x̄] ∈ A[X ] is valid. This yields the closedness of A[X ]. Now,
using the definition of ellipticity, A[X ]⊥ = {0} is obtained. Thus, we finally apply Lemma 2.11 to see
X ⋆ = {0}⊥ = A[X ]⊥⊥ = cl A[X ] = A[X ] which shows the surjectivity of A. Hence, any elliptic operator is
an isomorphism. �

In this thesis, we will deal with several different concepts of tangent and normal cones which will be
defined and discussed below. Therefore, choose a nonempty set A ⊆ X such that x̄ ∈ clA is satisfied.
The cone

RA(x̄) := {d ∈ X | ∃t0 > 0 ∀s ∈ (0, t0] : x̄+ sd ∈ A}
is called radial cone to A at x̄. Furthermore, we introduce the tangent (or Bouligand) cone, the weak
tangent cone, the inner (or adjacent) tangent cone, and the Clarke tangent cone to A at x̄ as stated
below, see [6, Section 4.1] and [90, Definition 1.8]:

TA(x̄) := {d ∈ X | ∃{dk} ⊆ X ∃{tk} ⊆ R : dk → d, tk ց 0, x̄+ tkdk ∈ A ∀k ∈ N},
T wA (x̄) := {d ∈ X | ∃{dk} ⊆ X ∃{tk} ⊆ R : dk ⇀ d, tk ց 0, x̄+ tkdk ∈ A ∀k ∈ N},
T ♭A(x̄) := {d ∈ X | ∀{tk} ⊆ R (tk ց 0 =⇒ ∃{dk} ⊆ X : dk → d, x̄+ tkdk ∈ A ∀k ∈ N)},

T cA(x̄) :=
{
d ∈ X

∣∣∣∣∣
∀{xk} ⊆ A ∀{tk} ⊆ R

(xk → x̄, tk ց 0 =⇒ ∃{dk} ⊆ X : dk → d, xk + tkdk ∈ A ∀k ∈ N)

}
.

Clearly, the cones TA(x̄), T ♭A(x̄), and T cA(x̄) are closed by definition, see [6, Section 4] as well. Moreover,
T cA(x̄) is convex, see [6, Proposition 4.1.6]. From the definitions, we obviously have the inclusions

T cA(x̄) ⊆ T ♭A(x̄) ⊆ TA(x̄) ⊆ T wA (x̄)

and
RA(x̄) ⊆ T ♭A(x̄).

The set A is said to be derivable at x̄ if T ♭A(x̄) = TA(x̄) is satisfied. We call A derivable if it is derivable at
all of its points. For convex sets A, we easily see T wA (x̄) ⊆ clwseq cone(A− {x̄}) = cone(A− {x̄}). Thus, [6,
Proposition 4.2.1] yields

cone(A− {x̄}) = clRA(x̄) = T cA(x̄) = T ♭A(x̄) = TA(x̄) = T wA (x̄)

in the convex case. Hence, any convex set is derivable. If C ⊆ X is a closed, convex cone containing c̄,
the formulae

RC(c̄) = C + lin{c̄}, TC(c̄) = cl(C + lin{c̄})
are easily obtained; TC(c̄)◦ = C◦ ∩ {c̄}⊥ follows from (2.3a).

Lemma 2.15. Let X be a Banach space, letD1, . . . , Dk ⊆ X be closed sets, and choose x̄ ∈ D :=
⋃k
i=1Di

arbitrarily. Define I(x̄) = {i ∈ {1, . . . , k} | x̄ ∈ Di} and assume that for any i ∈ I(x̄), Di is derivable at x̄.
Then D is derivable at x̄.

Proof. Applying some calculus rules for tangent and inner tangent cones, see [6, Tables 4.1 and 4.2], we
obtain

TD(x̄) =
⋃

i∈I(x̄)
TDi

(x̄) =
⋃

i∈I(x̄)
T ♭Di

(x̄) ⊆ T ♭D(x̄) ⊆ TD(x̄).

Thus, TD(x̄) = T ♭D(x̄) is obtained and, hence, D is derivable at x̄.
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From the above lemma the union of finitely many convex sets is derivable. Especially, the finite union of
polyhedral sets is derivable. Recall that a set A ⊆ X is polyhedral if there exist functionals x∗1, . . . , x

∗
n ∈ X ⋆

and scalars α1, . . . , αn ∈ R, such that A possesses the representation

A = {x ∈ X | ∀i ∈ {1, . . . , n} : 〈x∗i , x〉X ≤ αi}.
On the other hand, a closed, convex set A is said to be polyhedric w.r.t. (x̄, x∗) ∈ A× TA(x̄)◦ if

TA(x̄) ∩ {x∗}⊥ = cl (RA(x̄) ∩ {x∗}⊥)
is satisfied, and we call A polyhedric if it is polyhedric w.r.t. all points (x, η) ∈ A × TA(x)◦. The closed
cone

KA(x̄, x∗) := TA(x̄) ∩ {x∗}⊥
is called critical cone to A w.r.t. (x̄, x∗). Roughly speaking, a set is polyhedric if its boundary possesses no
curvature. It is easy to see that the radial cone to a polyhedral set is always closed and, thus, equals the
corresponding tangent cone. This shows that any polyhedral set is polyhedric. The notion of polyhedricity
dates back to the seminal works [57] and [88] where it was used to characterize the directional differentia-
bility of the projection operator onto closed, convex sets. Later on, polyhedricity turned out to be a useful
property in infinite-dimensional programming, see [17, 68, 120, 121]. Generalizations of polyhedricity
can be found in [17, Section 3.2.3] and [120]. The latter article presents an overview of polyhedric sets,
calculus rules addressing set intersections involving polyhedric sets, and applications of polyhedricity in
mathematical programming.
Let X be a reflexive Banach space, let C ⊆ X be a nonempty, closed, convex cone, and choose c̄ ∈ C as
well as c∗ ∈ C◦ such that 〈c∗, c̄〉X = 0 holds (i.e. (c̄, c∗) ∈ C × TC(c̄)◦). Then

C polyhedric w.r.t. (c̄, c∗) ⇐⇒ C◦ polyhedric w.r.t. (c∗, c̄)

⇐⇒ KC(c̄, c∗)◦ = KC◦(c∗, c̄)

⇐⇒ KC◦(c∗, c̄)◦ = KC(c̄, c∗)
(2.5)

is obtained by straightforward calculations and Lemma 2.11, see [121, Lemma 5.2] as well. Clearly, C is
always polyhedric w.r.t. (0, 0).

Let us introduce some appropriate concepts of generalized normals which date back to Mordukhovich,
see [90] for the historical details. Again, let A ⊆ X be a set with x̄ ∈ clA. Furthermore, we choose a
scalar σ ≥ 0 in order to define the set of σ-normals to A at x̄ as stated below:

N̂ σ
A(x̄) :=

{
η ∈ X ⋆

∣∣∣∣ lim sup
x→x̄, x∈A

〈η, x− x̄〉X
‖x− x̄‖X

≤ σ
}
.

For σ = 0, N̂A(x̄) := N̂ 0
A(x̄) is called Fréchet (or regular) normal cone to A at x̄. Furthermore, the cone

NA(x̄) :=
{
η ∈ X ⋆

∣∣∣ ∃{σk} ⊆ R ∃{xk} ⊆ A ∃{ηk} ⊆ X ⋆ : σk ↓ 0, xk → x̄, ηk
⋆→ η, ηk ∈ N̂ σk

A (xk) ∀k ∈ N
}

is called limiting (or basic, Mordukhovich) normal cone to A at x̄, whereas

N s
A(x̄) :=

{
η ∈ X ⋆

∣∣∣ ∃{σk} ⊆ R ∃{xk} ⊆ A ∃{ηk} ⊆ X ⋆ : σk ↓ 0, xk → x̄, ηk → η, ηk ∈ N̂ σk

A (xk) ∀k ∈ N
}

defines the so-called strong limiting (or norm-limiting) normal cone to A at x̄. From [90, Theorem 2.35]
we can fix σk ≡ 0 in these definitions provided X is reflexive (or, to be more general, a so-called Asplund
space, i.e. a Banach space whose separable subspaces possess separable duals) and A is closed in a
neighborhood of x̄. While the limiting normal cone enjoys full calculus, see [90, Sections 1.1 and 3.1.1],
the strong limiting normal cone suffers from a lack of available calculus rules in infinite-dimensional
spaces; in the finite-dimensional case, these cones obviously coincide. To the best of our knowledge, the
strong limiting normal cone was introduced in [50] first. Finally, we define the Clarke normal cone to A
at x̄ by

N c
A(x̄) := T cA(x̄)◦.

Let us stipulate that all the introduced normal cones to A at some point x̃ /∈ clA are empty. It is clear from
the definitions that N̂A(x̄) and N c

A(x̄) are closed, convex cones. On the other hand, NA(x̄) is neither
convex nor closed in general, see [90, Example 1.7]. Note that N s

A(x̄) is a closed cone which is not
necessarily convex.
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Lemma 2.16. For any set A ⊆ X and x̄ ∈ clA, the cone N s
A(x̄) is closed.

Proof. Let {ηk} ⊆ N s
A(x̄) be a sequence converging to η ∈ X ⋆. By definition, for any k ∈ N, we find

sequences {σk,l} ⊆ R, {xk,l} ⊆ A, and {ηk,l} ⊆ X ⋆ with σk,l ↓ 0, xk,l → x̄, and ηk,l → ηk as l →∞, and

ηk,l ∈ N̂ σk,l

A (xk,l) for all l ∈ N. Thus, for any k ∈ N, we find lk ∈ N such that the relations

σk,lk ≤ 1
k , ‖xk,lk − x̄‖X ≤ 1

k , ‖ηk,lk − ηk‖X⋆ ≤ 1
k

hold. Hence, we have

‖ηk,lk − η‖X⋆ ≤ ‖ηk,lk − ηk‖X⋆ + ‖ηk − η‖X⋆ ≤ 1
k + ‖ηk − η‖X⋆

from the triangle inequality, and, consequently, the sequences {σk,lk}, {xk,lk}, and {ηk,lk} satisfy σk,lk ↓ 0,
xk,lk → x̄, and ηk,lk → η as k →∞, and ηk,lk ∈ N̂

σk,lk

A (xk,lk) for all k ∈ N. Hence, η ∈ N s
A(x̄) is valid.

Applying [90, Proposition 2.45], the inclusions

N̂A(x̄) ⊆ N s
A(x̄) ⊆ NA(x̄) ⊆ N c

A(x̄)

between the introduced normal cones are obtained. For any convex set A, all these normal cones coincide
with the normal cone of convex analysis, see [24, Proposition 2.4.4] and [90, Proposition 1.3], i.e. we
have

N̂A(x̄) = N s
A(x̄) = NA(x̄) = N c

A(x̄) = {η ∈ X ⋆ | ∀x ∈ A : 〈η, x− x̄〉X ≤ 0} = (A− {x̄})◦.

On the other hand, if X is reflexive, we obtain N̂A(x̄) = T wA (x̄)◦ and N c
A(x̄) = convNA(x̄) for sets A

which are locally closed at x̄ from [90, Corollary 1.11 and Theorem 3.57], respectively.
Let X be an arbitrary Banach space again. The set A is called sequentially normally compact, SNC for

short, at x̄ if for any sequences {σk} ⊆ R, {xk} ⊆ A, {ηk} ⊆ X ⋆ satisfying σk ↓ 0, xk → x̄, ηk
⋆→ 0, and

ηk ∈ N̂ σk

A (xk) for all k ∈ N, ηk → 0 is valid. It follows from [90, Theorem 1.21] that a singleton in X is
SNC at its point if and only if X is finite-dimensional. Clearly, any subset of a finite-dimensional Banach
space is SNC at all of its points. In the following lemma, we present a results which characterizes the SNC
property of a closed, convex set in a reflexive Banach space.

Lemma 2.17. For a reflexive Banach space X and a nonempty, closed, convex set A ⊆ X , the following
statements are equivalent:

(i) A is everywhere SNC,

(ii) A is SNC at some point x̄ ∈ A,

(iii) linA is closed, rintA is nonempty, and the dimension of the factor space X/ linA is finite.

Proof. Recall that the set A is CEL (compactly epi-Lipschitzian) at a point x̄ ∈ A if there are neighborhoods
N of x̄ and U of 0, some ε > 0, and a convex, compact set C ⊆ X which satisfy

∀α ∈ (0, ε) : A ∩N + αU ⊆ A+ αC,

see [19, Definition 2.1]. Since A is a closed subset of a reflexive Banach space, we see from [39,
comments after Definition 2.1, Theorem 3.1] that A is SNC at x̄ if and only if it is CEL there.
Exploiting the equivalence of the SNC and CEL property, the equivalence of (i) and (iii) follows from [19,
Theorem 2.5, (i) and (vii)]. Moreover, (i) obviously implies (ii), i.e. we only need to show that (ii) implies (i).
Assume that A is SNC, i.e. CEL, at x̄ ∈ A. Then we find neighborhoods N of x̄ and U of 0, some ε > 0,
and a convex, compact set C ⊆ X which satisfy A ∩N + ε

2U ⊆ A+ ε
2C. This yields {x̄}+ ε

2U ⊆ A+ ε
2C

and, thus, ε2U ⊆ A + ε
2C − {x̄}. Obviously, the set C ′ := ε

2C − {x̄} is convex as well as compact and
satisfies 0 ∈ int(A + C ′). Thus, by means of [19, Theorem 2.5, (i) and (ii)], A is CEL everywhere. The
above arguments imply that A needs to be SNC everywhere.
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Observe that the above result is remarkable since, by definition, SNC seems to be a local property of a
set.
For Banach spaces X1, . . . ,Xn, let Aj ⊆ Xj be chosen such that x̄j ∈ Aj , j = 1, . . . , n, holds. Then from
[90, Proposition 1.2] we obtain the product formulae

N̂A(x̄) =
n∏

j=1

N̂Aj
(x̄j), N s

A(x̄) =
n∏

j=1

N s
Aj

(x̄j), NA(x̄) =
n∏

j=1

NAj
(x̄j) (2.6)

where A :=
∏n
j=1Aj and x̄ := (x̄1, . . . , x̄n). For the Clarke normal cone, we only obtain the inclusion

N c
A(x̄) ⊇

n∏

j=1

N c
Aj

(x̄j)

by straightforward calculations in general.
We will exploit the following calculus rule for the limiting normal cone to the intersection of sets, see [90,
Corollary 3.5].

Lemma 2.18. Let X be a reflexive Banach space and let A,A′ ⊆ X be sets which are locally closed at
x̄ ∈ A ∩A′. Assume that one of the sets A or A′ is SNC at x̄ and that the condition

NA(x̄) ∩
(
−NA′(x̄)

)
= {0}

is satisfied. Then we have
NA∩A′(x̄) ⊆ NA(x̄) +NA′(x̄).

If, additionally, A and A′ are locally convex at x̄, then equality holds.

By means of examples, see [90], it is easily seen that the SNC assumption in the above lemma cannot be
omitted in general. On the other hand, the SNC property is very restrictive in several important function
spaces. This has been already remarked, e.g., in [73] and [86, Lemma 4.8]. Here we state some results
in order to point out the difficulties.

Lemma 2.19. Let Ω ⊆ Rd be a bounded domain and consider the following nonempty, closed, convex
cones:

C
(
Ω
)+
0
:=
{
u ∈ C

(
Ω
) ∣∣u(ω) ≥ 0 for all ω ∈ Ω

}
,

Lp(Ω)+0 := {u ∈ Lp(Ω) |u(ω) ≥ 0 f.a.a. ω ∈ Ω} ,
W 1,p(Ω)+0 :=

{
u ∈W 1,p(Ω)

∣∣u(ω) ≥ 0 f.a.a. ω ∈ Ω
}
.

Then C
(
Ω
)+
0
and L∞(Ω)+0 are SNC at all of their points. On the other hand, for any p ∈ [1,∞), the cone

Lp(Ω)+0 is nowhere SNC.
Let Ω possess a Lipschitz boundary and choose p ∈ (1,∞) arbitrarily. If p ≤ d is satisfied, then the cone
W 1,p(Ω)+0 is nowhere SNC. On the other hand, if p > d holds, then W 1,p(Ω)+0 is SNC everywhere.
For an interval Ω := (0, T ) ⊆ R, the nonempty, closed, convex cone

AC1,2(Ω)+0 := {u ∈ AC1,2(Ω,R) |u(ω) ≥ 0 for all ω ∈ Ω}

is SNC at all of its points.

Proof. Since the cones C
(
Ω
)+
0
and L∞(Ω)+0 possess a nonempty interior and satisfy linC

(
Ω
)+
0
= C

(
Ω
)

and linL∞(Ω)+0 = L∞(Ω), their property to be SNC everywhere follows from [90, Theorem 1.21].
Fix p ∈ [1,∞), an arbitrary function ū ∈ Lp(Ω)+0 , and a sequence {Ωk} ⊆ 2Ω of measurable sets satisfying
l(Ωk) ց 0. We define uk := ū(1 − χΩk

) ∈ Lp(Ω)+0 for any k ∈ N. Then uk → ū in Lp(Ω) follows easily
from Lemma A.1. Now, it is possible to introduce

∀p ∈ (1,∞) ∀ω ∈ Ω: ηk(ω) := −l(Ωk)−
1
p′ χΩk

(ω)
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or ηk := −χΩk
∈ L∞(Ω) in the case p = 1 for any k ∈ N. Here p′ is the conjugate coefficient of p. For all

p ∈ [1,∞) and k ∈ N, we easily obtain

ηk ∈
(
−Lp′(Ω)+0

)
∩ {uk}⊥ = (Lp(Ω)+0 )

◦ ∩ {uk}⊥ = NLp(Ω)+0
(uk) = N̂Lp(Ω)+0

(uk)

from [17, Example 2.64]. Choosing p ∈ (1,∞) and v ∈ Lp(Ω), we obviously have v ∈ Lp(Ωk) for all
k ∈ N and Hölder’s inequality yields

∣∣∣〈ηk, v〉Lp(Ω)

∣∣∣ = l(Ωk)
− 1
p′

∣∣∣∣
∫

Ωk

χΩk
(ω)v(ω)dω

∣∣∣∣ ≤ l(Ωk)
− 1
p′ ‖χΩk

‖Lp′ (Ωk)
‖v‖Lp(Ωk)

=

(∫

Ωk

|v(ω)|pdω
) 1
p
.

Using Lemma A.1 again, the latter integral tends to zero, i.e. ηk
⋆→ 0. On the other hand, ‖ηk‖Lp′ (Ω) = 1

holds true for any k ∈ N. Now, let p = 1 and v ∈ L1(Ω) be given. Similarly as above, the right hand side
of ∣∣∣〈ηk, v〉L1(Ω)

∣∣∣ ≤
∫

Ωk

|v(ω)|dω

converges to zero as k tends to ∞, i.e. ηk ⋆→ 0 follows. By construction ‖ηk‖L∞(Ω) = 1 is satisfied for

all k ∈ N. Summing up all these considerations, we constructed a sequence {ηk} such that ηk ⋆→ 0 and
ηk 9 0 hold in parallel. Thus, Lp(Ω)+0 cannot be SNC at ū.
For p ∈ (1,∞), the Banach space W 1,p(Ω) is reflexive. Choosing u ∈ W 1,p(Ω), the functions max{0;u}
and max{0;−u} belong to W 1,p(Ω) as well, see [75, Theorem A.1.]. From u = max{0;u} −max{0;−u}
we deduce linW 1,p(Ω)+0 =W 1,p(Ω)+0 −W 1,p(Ω)+0 =W 1,p(Ω). We distinguish between two cases.
Case I: Let p ≤ d hold. Following Lemma 2.17, we only need to show that rintW 1,p(Ω)+0 is empty in order
to verify the lack of the SNC property. Clearly, since we have linW 1,p(Ω)+0 = W 1,p(Ω), rintW 1,p(Ω)+0
equals intW 1,p(Ω)+0 . Thus, it is sufficient to show intW 1,p(Ω)+0 = ∅. Therefore, we first verify the
existence of functions in W 1,p(Ω) \ L∞(Ω). We assume on the contrary that W 1,p(Ω) ⊆ L∞(Ω) holds.
Take a sequence {uk} ⊆W 1,p(Ω) converging to û inW 1,p(Ω) and assume that {uk} converges in L∞(Ω)
to ũ at the same time. Then we have

‖û− ũ‖Lp(Ω) ≤ ‖û− uk‖Lp(Ω) + ‖uk − ũ‖Lp(Ω) ≤ ‖û− uk‖W 1,p(Ω) + l(Ω)
1
p ‖uk − ũ‖L∞(Ω) → 0

from the triangle inequality. Thus, û = ũ holds and, hence, we can deduceW 1,p(Ω) →֒ L∞(Ω) from [126,
Satz IV.4.5]. This contradicts Sobolev’s embedding theorem since for p < d, only W 1,p(Ω) →֒ Lq(Ω) for
p ≤ q ≤ dp

d−p holds and the upper bound on q is tight, or for p = d, only W 1,p(Ω) →֒ Lq(Ω) for p ≤ q <∞
is satisfied, see Theorem 2.8. Thus, there exists v̄ ∈ W 1,p(Ω)+0 \ L∞(Ω). Choose an arbitrary function
ū ∈W 1,p(Ω)+0 and define uk for any k ∈ N as stated below:

∀ω ∈ Ω: uk(ω) := min{k; ū(ω)} − 1
k v̄(ω).

From Lemma A.4 we have {uk} ⊆W 1,p(Ω) and uk → ū inW 1,p(Ω). On the other hand, the boundedness
of ω 7→ min{k; ū(ω)} and the unboundedness of v̄ yield uk /∈ W 1,p(Ω)+0 . Thus, the interior of W

1,p(Ω)+0
is empty and, hence, this cone does not possess the SNC property at its elements.
Case II: Suppose that p > d is satisfied. Then we have W 1,p(Ω) →֒ C

(
Ω
)
by Theorem 2.8. Consequently,

intW 1,p(Ω)+0 6= ∅ is obtained from intC
(
Ω
)+
0
6= ∅. From above we have linW 1,p(Ω)+0 = W 1,p(Ω).

Combining these facts with Lemma 2.17, the cone W 1,p(Ω)+0 is SNC at all of its points.
Finally, let Ω := (0, T ) ⊆ R be a real interval. Applying Theorem 2.10, it is not difficult to see the relations
linAC1,2(Ω)+0 = AC1,2(Ω,R) and intAC1,2(Ω)+0 6= ∅. Thus, the cone AC1,2(Ω)+0 is SNC at any of its
points by means of Lemma 2.17.

Adapting the proof of the above lemma, we obtain the following results for sets in function spaces defined
via lower and upper bounds.

Corollary 2.20. Fix some ε > 0. For an arbitrary bounded domain Ω ⊆ Rd, the following sets are SNC
at all of their points:
{
u ∈ C

(
Ω
) ∣∣ a(ω) ≤ u(ω) ≤ b(ω) for all ω ∈ Ω

}
a, b ∈ C

(
Ω
)
, a(ω) < b(ω) for all ω ∈ Ω,

{u ∈ L∞(Ω) | a(ω) ≤ u(ω) ≤ b(ω) f.a.a. ω ∈ Ω} a, b ∈ L∞(Ω), b(ω)− a(ω) ≥ ε f.a.a. ω ∈ Ω.
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On the other hand, for any p ∈ [1,∞), the set

{u ∈ Lp(Ω) | a(ω) ≤ u(ω) ≤ b(ω) f.a.a. ω ∈ Ω} a, b ∈ Lp(Ω), a(ω) ≤ b(ω) f.a.a. ω ∈ Ω

is nowhere SNC.
For an interval Ω := (0, T ) ⊆ R, the set

{u ∈ AC1,2(Ω,R) | a(ω) ≤ u(ω) ≤ b(ω) for all ω ∈ Ω} a, b ∈ AC1,2(Ω,R), a(ω) < b(ω) for all ω ∈ Ω

is SNC at all of its points.
Similar assertions hold true for sets defined via only upper or lower bounds and for the function spaces
C
(
Ω
)n
, Lp(Ω,Rn), p ∈ [1,∞], and AC1,2(Ω,Rn).

Finally, we consider sets with upper and lower bounds in Sobolev spaces.

Lemma 2.21. Let Ω ⊆ Rd be an arbitrary bounded domain with Lipschitz continuous boundary and fix
p ∈ (1,∞). Furthermore, let a, b ∈ W 1,p(Ω) ∩ L∞(Ω) be functions which satisfy b(ω) − a(ω) ≥ ε almost
everywhere on Ω where ε > 0 is a fixed constant. For p ≤ d, the set

S := {u ∈W 1,p(Ω) | a(ω) ≤ u(ω) ≤ b(ω) f.a.a. ω ∈ Ω}

is nowhere SNC. On the other hand, if p > d is satisfied, then S is SNC everywhere.

Proof. We first show linS = W 1,p(Ω) ∩ L∞(Ω). Therefore, we invoke Lemma 2.2 in order to see the
relation linS = conv

⋃
α∈R αS. Since we clearly have αS ⊆W 1,p(Ω)∩L∞(Ω) for any α ∈ R, the inclusion

⊆ is obvious. Now, take any function ū ∈W 1,p(Ω)∩L∞(Ω). Then we find a real constant C > 0 such that
|ū(ω)| ≤ C holds almost everywhere on Ω. On the other hand, with the function w̄ := a + 1

2 (b − a) ∈ S
we obtain

S′ := {u ∈W 1,p(Ω) | − ε
2 ≤ u(ω) ≤ ε

2 f.a.a. ω ∈ Ω} ⊆ S − {w̄} ⊆ linS.

Moreover, ū ∈ 2C
ε S

′ ⊆ linS is satisfied. Hence, we have shown W 1,p(Ω) ∩ L∞(Ω) ⊆ linS.
First, we assume p ≤ d. Similarly as in the proof of Lemma 2.19, we can show the existence of a function
v̄ ∈W 1,p(Ω)+0 \ L∞(Ω). On the other hand, the sequence {vk} ⊆W 1,p(Ω) ∩ L∞(Ω) defined by

∀k ∈ N ∀ω ∈ Ω: vk(ω) := min{k; v̄(ω)}

converges to v̄ w.r.t. the W 1,p(Ω)-norm, see Lemma A.4. Thus, linS = W 1,p(Ω) ∩ L∞(Ω) is not closed.
Applying Lemma 2.17, S is nowhere SNC.
Finally, let us assume p > d. Then we have W 1,p(Ω) →֒ C

(
Ω
)
from Theorem 2.8 and, consequently,

any function from W 1,p(Ω) needs to be bounded. This yields linS = W 1,p(Ω) ∩ L∞(Ω) = W 1,p(Ω). On
the other hand, we obtain w̄ ∈ intS = rintS in this situation. Summing up these arguments, S is SNC
everywhere by means of Lemma 2.17.

2.3.2. Some facts on vector lattices

For some binary relation ̺ ⊆ S × S of a nonempty set S, we exploit the infix notation x̺y in order to
express (x, y) ∈ ̺ for x, y ∈ S. Recall that ̺ is called

reflexive ⇐⇒ ∀x ∈ S : x̺x,
antisymmetric ⇐⇒ ∀x, y ∈ S : x̺y ∧ y̺x =⇒ x = y,

transitive ⇐⇒ ∀x, y, z ∈ S : x̺y ∧ y̺z =⇒ x̺z.

A reflexive, antisymmetric, and transitive binary relation ̺ ⊆ S × S is called a partial order of S, the pair
(S, ̺) is said to be a partially ordered set.
Now, let (S, ̺) be a partially ordered set and fix x, y ∈ S. Then s ∈ S is called the supremum of x and y
if x̺s as well as y̺s hold and the condition

∀z ∈ S : x̺z ∧ y̺z =⇒ s̺z
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is satisfied, i.e. s is the smallest upper bound of {x, y} in S w.r.t. ̺. In case of existence, we denote the
supremum s of x and y by max{x; y}. If for all x, y ∈ S, max{x; y} exists, then (S, ̺) is called an upper
semilattice.
Let X be a Banach space and let K ⊆ X be a closed, convex cone which is pointed, i.e. which satisfies
K ∩ (−K) = {0}. We define a binary relation ≤K⊆ X × X as stated below:

∀x, y ∈ X : x ≤K y ⇐⇒ y − x ∈ K.

It is easily seen, cf. [71, Theorem D.3], that (X ,≤K) is a partially ordered set. Moreover, we obtain the
following calculus rules for ≤K arising from the properties of the Banach space X :

∀x, y, z ∈ X : x ≤K y =⇒ x+ z ≤K y + z,

∀x, y ∈ X ∀α ≥ 0: x ≤K y =⇒ αx ≤K αy.

If (X ,≤K) is an upper semilattice, it is called a vector lattice.
Now, let (X ,≤K) be a vector lattice. Then the above calculus rules imply

∀x, y, z ∈ X : maxK{x; y}+ z = maxK{x+ z; y + z},
∀x, y ∈ X ∀α ≥ 0: maxK{αx;αy} = αmaxK{x; y}.

Here we added the index K to the supremum operator in order to emphasize that it is induced by the
cone K. Later on this notation will avoid confusion. We are going to exploit the natural definition
minK{x; y} := −maxK{−x;−y} for any x, y ∈ X . Note that

x = x+maxK{−x; 0} −maxK{−x; 0} = maxK{0;x} −maxK{−x; 0} = maxK{x; 0}+minK{x; 0}

is satisfied for all x ∈ X . Clearly, we can identify minK{x; y} with the largest lower bound of {x, y} in
X w.r.t. ≤K , i.e. with the infimum of the set {x, y}. Consequently, for arbitrary x, y ∈ X , the infimum
minK{x; y} exists and, thus, (X ,≤K) is a so-called lower semilattice as well. We easily check

∀x, y ∈ X : x ≤K y ⇐⇒ maxK{x; y} = y ⇐⇒ minK{x; y} = x.

Thus, (X ,≤K) is a lattice in classical sense, see [53]. This justifies the name vector lattice.

Example 2.22. In R3, consider the closed, convex, pointed, and polyhedral cones

K1 := {x ∈ R3 | (−1, 0, 0) · x ≤ 0, (0,−1, 0) · x ≤ 0, (0, 0,−1) · x ≤ 0} = R3,+
0 ,

K2 := {x ∈ R3 | (−1, 1, 1) · x ≤ 0, (−1, 1,−1) · x ≤ 0, (−1,−1,−1) · x ≤ 0, (−1,−1, 1) · x ≤ 0}.

Clearly, the cone K1 induces the common less-or-equal binary relation ≤ in R3 and (R3,≤) is obviously
a vector lattice. On the other hand, K2 does not induce a vector lattice in R3 since there does not exist a
supremum of, e.g., the points (0, 0, 0) and (0, 1, 1). The set U of upper bounds of {(0, 0, 0), (0, 1, 1)} takes
the form

U = conv{(1, 1, 0), (1, 0, 1)}+K2

but this set does not possess a smallest element w.r.t. ≤K2
. �

For a detailed introduction to the theory of vector lattices, we refer the interested reader to [110].
Later, we need some more calculus rules for supremum and infimum in connection with tangent cones.

Lemma 2.23. Let (X ,≤K) be a vector lattice induced by the closed, convex, pointed cone K ⊆ X which
satisfies the following condition:

∀{xk} ⊆ X ∀x̄ ∈ X : xk → x̄ =⇒ maxK{xk; 0}⇀ maxK{x̄; 0}. (2.7)

Furthermore, for x ∈ K, choose d ∈ TK(x) and r ∈ −TK(x). Then maxK{d; 0},minK{d; 0} ∈ TK(x) and
maxK{r; 0},minK{r; 0} ∈ −TK(x) hold.

Proof. Under condition (2.7), the statements for d follow from [120, Lemma 4.12]. Now, let us prove the
assertions on r. Observe that maxK{−r; 0} ∈ TK(x) holds. Hence, we have −maxK{−r; 0} ∈ −TK(x),
i.e. minK{r; 0} ∈ −TK(x). Analogously, we can show maxK{r; 0} ∈ −TK(x).
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As it was remarked in [120, Section 4.2], the property (2.7) is weaker than the property of (X ,≤K) to
be a Banach lattice, see also [110] for details. One may check [120, Lemma 4.8] for the proof of the
following result presenting a condition which guarantees that (2.7) is valid.

Lemma 2.24. Assume that X is a reflexive Banach space and let (X ,≤K) be a vector lattice induced by
the closed, convex, pointed cone K ⊆ X . If there is a constant c > 0 which satisfies

∀x ∈ X : ‖maxK{x; 0}‖X ≤ c ‖x‖X ,

then condition (2.7) is valid.

Example 2.25. Let M = (Ω,Σ,m) be a complete and σ-finite measure space. For p ∈ [1,∞], the cone

Lp(M)+0 := {u ∈ Lp(M) |u(ω) ≥ 0 f.a.a. ω ∈ Ω}

induces the vector lattice
(
Lp(M),≤Lp(M)+0

)
. Using the obvious inequality

∀α, β ∈ R : |max{α; 0} −max{β; 0}| ≤ |α− β|,

we easily see that the mapping Lp(M) ∋ u 7→ maxLp(M)+0
{u; 0} ∈ Lp(M) is Lipschitz continuous with

Lipschitz modulus L = 1. Thus, the assumption of Lemma 2.23 holds.
Now, let Ω ⊆ Rd be a bounded domain and consider

H1
0 (Ω)

+
0 := {u ∈ H1

0 (Ω) |u(ω) ≥ 0 f.a.a. ω ∈ Ω}.

The pair
(
H1

0 (Ω),≤H1
0 (Ω)+0

)
is a vector lattice, see [17, Lemma 6.11 and Proposition 6.45], and the

corresponding supremum operator H1
0 (Ω) ∋ u 7→ maxH1

0 (Ω)+0
{u; 0} ∈ H1

0 (Ω) is continuous, i.e. the prop-

erty (2.7) holds. A similar argumentation is possible for H1(Ω) equipped with the cone of all almost
everywhere nonnegative functions which forms a vector lattice satisfying (2.7) as well, see [5, Theo-
rem 5.8.2]. �

2.3.3. Tools of generalized differentiation

Let F : X → Y be a mapping between Banach spaces X as well as Y and choose x̄ ∈ X arbitrarily. Then
F is said to be directionally differentiable at x̄ in direction δ ∈ X if the limit

F ′(x̄; δ) := lim
tց0

F (x̄+ tδ)− F (x̄)
t

exists. In this case, F ′(x̄; δ) is called directional derivative of F at x̄ in direction δ. If F ′(x̄; δ) exists for all
δ, then F is called directionally differentiable at x̄. Suppose that F is directionally differentiable at x̄. If

there is a function o : R+
0 → Y which satisfies limtց0

o(t)
t = 0 and

∀δ ∈ X : F (x̄+ δ)− F (x̄)− F ′(x̄; δ) = o(‖δ‖X ),

then F is called B-differentiable at x̄. Note that whenever F is locally Lipschitz continuous at x̄ while X is
finite-dimensional, then F is directionally differentiable at x̄ if and only if it is B-differentiable at this point,
see [112, Proposition 3.5]. On the other hand, F is said to be Fréchet differentiable at x̄ if there exists an
operator F ′(x̄) ∈ L[X ,Y] which satisfies

0 = lim
‖h‖Xց0

F (x̄+ h)− F (x̄)− F ′(x̄)[h]
‖h‖X

.

In case of existence, F ′(x̄) is called Fréchet derivative of F at x̄. Obviously, if F is Fréchet differentiable at
x̄, it is continuous there. If the mapping x 7→ F ′(x) is well-defined in a neighborhood of x̄ and continuous
at this point, then F is called continuously Fréchet differentiable at x̄. Note that any mapping which
is Fréchet differentiable at x̄ is B-differentiable at x̄ and for any direction δ ∈ X , F ′(x̄; δ) = F ′(x̄)[δ]
holds true. The mapping F is called directionally differentiable (B-differentiable, Fréchet differentiable,
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continuously Fréchet differentiable) if it possesses this property at all points x ∈ X . If the mapping F is
continuously Fréchet differentiable at x̄, it is reasonable to check whether the mapping F ′ : X → L[X ,Y]
is Fréchet differentiable at x̄. If the answer is positive, then we call F twice Fréchet differentiable at x̄ and
exploit the notation F (2)(x̄) := (F ′)′(x̄) ∈ L[X ,L[X ,Y]]. Note that we may interpret the operator F (2)(x̄)
as a continuous, symmetric bilinear mapping from X 2 to Y, see [142, Section 10.5]. Recall that a bilinear
mapping b : X 2 → Y is continuous if and only if there is a constant α > 0 which satisfies

∀x, x′ ∈ X : |b[x, x′]| ≤ α ‖x‖X ‖x′‖X .
For any y∗ ∈ Y⋆, we introduce

〈
y∗, F (2)(x̄)

〉
Y ∈ L[X ,X ⋆] as stated below:

∀x ∈ X :
〈
y∗, F (2)(x̄)

〉
Y
[x] :=

〈
y∗, F (2)(x̄)[x, ·]

〉
Y
= F (2)(x̄)[x, ·]⋆[y∗].

If X = X1 × X2 holds for Banach spaces X1 and X2, then partial Fréchet differentiability can be defined
considering x1 7→ F (x1, x̄2) and x2 7→ F (x̄1, x2) where x̄ = (x̄1, x̄2). We write F ′

xi
(x̄) ∈ L[Xi,Y],

i = 1, 2, in order to address the partial Fréchet derivatives if they exist. It is well-known that any Fréchet
differentiable mapping is partially Fréchet differentiable w.r.t. all of its variables. On the other hand,
if a mapping is continuously partially Fréchet differentiable w.r.t. all of its variables, it is continuously
Fréchet differentiable, see [142, Section 10.4.2]. A similar notion will be used for partial directional
derivatives. Partial second-order Fréchet derivatives can be introduced in an analogous way. The notation

F
(2)
xixj (x̄) := (F ′

xi
)′xj

(x̄) ∈ L[Xj ,L[Xi,Y]] is exploited, and F
(2)
xixj (x̄) will be interpreted as a continuous

bilinear mapping from Xi × Xj to Y. Calculus rules for the computation of directional and Fréchet
derivatives are presented in [17] and [142].

Example 2.26. Let X , Y, and Z be Banach spaces and fix A ∈ L[X ,Y], yd ∈ Y, and a symmetric,
continuous bilinear mapping b : Y2 → Z. Then straightforward calculations show that F : X → Z given
by

∀x ∈ X : F (x) := 1
2b[A[x]− yd, A[x]− yd]

is twice continuously Fréchet differentiable with the Fréchet derivatives

∀h, h′ ∈ X : F ′(x̄)[h] = b[A[h], A[x̄]− yd], F (2)(x̄)[h, h′] := b[A[h], A[h′]]

at any x̄ ∈ X . �

Example 2.27. We consider a similar situation as in Example 2.26. Let X and H be a Banach space and
a Hilbert space, respectively. Here we identify H and H⋆ by means of Riesz’s representation theorem. Fix
A ∈ L[X ,H] and yd ∈ H. Then the mapping J : X → R defined by

∀x ∈ X : J(x) := 1
2 〈A[x]− yd, A[x]− yd〉H = 1

2 ‖A[x]− yd‖
2
H

is twice continuously Fréchet differentiable at any point x̄ ∈ X and the Fréchet derivatives take the form

∀h, h′ ∈ X : J ′(x̄)[h] = 〈A[h], A[x̄]− yd〉H , J (2)(x̄)[h, h′] = 〈A[h], A[h′]〉H .

Using the definition of adjoint operators, we find the reasonable representation

J ′(x̄) = A⋆[A[x̄]− yd].
In optimal control, the so-called tracking-functional J is a typical objective. It is easily seen that J is a
convex functional as well. Moreover, if A is elliptic (in the case X = H), then J is coercive since we have

J(x) = 1
2 ‖A[x]‖

2
H − 〈A[x], yd〉H + 1

2 ‖yd‖
2
H ≥ 1

2 ‖A[x]‖
2
H − ‖A[x]‖H ‖yd‖H

= 1
2 ‖A[x]‖H

(
‖A[x]‖H − 2 ‖yd‖H

)
≥ α2

2 ‖x‖X
(
‖x‖X − 2

α ‖yd‖H
)

for all x ∈ X with ‖x‖X ≥ 2
α ‖yd‖H where α > 0 denotes the constant from the characterization of

ellipticity, see Example 2.14. Thus, for any nonempty, closed, convex set M ⊆ H, the optimization
problem

1
2 ‖y − yd‖

2
H → min

y ∈ M

possesses an optimal solution ȳ by means of Lemma 2.5. Since the objective functional is strictly convex,
this solution is unique. Clearly, ȳ is the projection of yd onto M . We exploit projM (yd) := ȳ. �
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Example 2.28. Finally, let X be a reflexive Banach space and let U be an arbitrary Banach space. For a
self-adjoint operator A ∈ L[X ,X ⋆] and another arbitrary operator B ∈ L[U ,X ⋆], we consider the functional
J : X × U → R given by

∀x ∈ X ∀u ∈ U : J(x, u) := 1
2 〈A[x], x〉X − 〈B[u], x〉X .

At any point (x̄, ū) ∈ X × U , it is twice continuously Fréchet differentiable and satisfies

∀h, h′ ∈ X ∀k ∈ U : J ′
x(x̄, ū)[h] = 〈A[x̄]− B[ū], h〉X , J ′

u(x̄, ū)[k] = −〈B[k], x̄〉X ,
J (2)
xx (x̄, ū)[h, h

′] = 〈A[h′], h〉X , J (2)
xu (x̄, ū)[h, k] = −〈B[k], h〉X .

Exploiting the concept of adjoint operators, we obtain

J ′
x(x̄, ū) = A[x̄]− B[ū], J ′

u(x̄, ū) = −B⋆[x̄].

If A is elliptic, then x 7→ J(x, ū) is coercive and strictly convex. If, additionally, the operator B⋆ is compact,
then J is weakly lower semicontinuous, since for any sequences {xk} ⊆ X and {uk} ⊆ U satisfying
xk ⇀ x̄ and uk ⇀ ū, we have B⋆[xk]→ B⋆[x̄] and, by means of Lemma 2.4,

lim
k→∞

〈B[uk], xk〉X = lim
k→∞

〈B⋆[xk], uk〉U = 〈B⋆[x̄], ū〉U = 〈B[ū], x̄〉X .

Note that the lower level program of the obstacle problem, see (1.4), possesses an objective functional of
the type presented in this example. �

For a functional ψ : X → R, a point x̄ ∈ X where ψ(x̄) is finite, and δ ∈ X , we define the Clarke
generalized directional derivative of ψ at x̄ in direction δ as stated below:

ψ◦(x̄; δ) := lim sup
x→x̄, tց0

ψ(x+ tδ)− ψ(x)
t

.

The set
∂cψ(x̄) := {x∗ ∈ X ⋆ | ∀δ ∈ X : 〈x∗, δ〉X ≤ ψ◦(x̄; δ)}

is referred to as Clarke subdifferential of ψ at x̄. Supposing that ψ is locally Lipschitz continuous in a
neighborhood of x̄, the set ∂cψ(x̄) is nonempty, closed, convex, and bounded, see [24, Proposition 2.1.2].
Let epiψ := {(x, α) ∈ X × R |ψ(x) ≤ α} denote the epigraph of ψ. Then

∂cψ(x̄) =
{
x∗ ∈ X ⋆

∣∣ (x∗,−1) ∈ N c
epiψ(x̄, ψ(x̄))

}
(2.8)

is satisfied if ψ is locally Lipschitz continuous at x̄. In [24], many other different calculus rules for Clarke
subdifferentials are presented. Especially, the mapping ψ 7→ ∂cψ(x̄) is linear on the set of all functions
which are locally Lipschitz at x̄. On the other hand, it is well-known that due to the convexity of the Clarke
subdifferential, this set is comparatively large. Thus, necessary optimality conditions derived via Clarke’s
tools turn out to be rather weak in many situations. Noting the representation in (2.8) and recalling the
relationship of the Clarke normal cone to the limiting normal cone, it is reasonable to define the limiting
(or basic, Mordukhovich) subdifferential of ψ at x̄ via

∂ψ(x̄) := {x∗ ∈ X ⋆ | (x∗,−1) ∈ Nepiψ(x̄, ψ(x̄))}

in order to try to overcome this shortcoming of the Clarke subdifferential. Clearly, for convex functionals,
these subdifferential constructions coincide since the epigraph of a convex functional is a convex set. For
a functional ψ which is continuously Fréchet differentiable at x̄,

∂ψ(x̄) = ∂cψ(x̄) = {ψ′(x̄)}

is obtained. In general, ∂ψ(x̄) is a nonconvex set which is nonempty if ψ is locally Lipschitz at x̄. Moreover,
the mapping ψ 7→ ∂ψ(x̄) is positively homogeneous on the set of functions being locally Lipschitz at x̄.
In reflexive Banach spaces, we especially obtain ∂cψ(x̄) = conv ∂ψ(x̄) if ψ is locally Lipschitz at x̄ which
yields

∂(−ψ)(x̄) ⊆ ∂c(−ψ)(x̄) = −∂cψ(x̄) = − conv ∂ψ(x̄)
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Other calculus rules for the limiting subdifferential can be found in [90].

Let Ψ: X ⇒ Y be a set-valued mapping, i.e. Ψ maps elements of X to subsets of Y. We define its
domain, kernel, and graph by domΨ := {x ∈ X |Ψ(x) 6= ∅}, kerΨ := {x ∈ X | 0 ∈ Ψ(x)}, and
gphΨ := {(x, y) ∈ X ×Y | y ∈ Ψ(x)}, respectively. For any set C ⊆ Y, Ψ−1(C) := {x ∈ X |Ψ(x)∩C 6= ∅}
represents the preimage of C under Ψ. The associated set-valued mapping Ψ−1 : Y ⇒ X is called the
inverse of Ψ.
For any point (x̄, ȳ) ∈ gphΨ, the set-valued mapping D∗

NΨ(x̄, ȳ) : Y⋆ ⇒ X ⋆ defined by

∀y∗ ∈ Y⋆ : D∗
NΨ(x̄, ȳ)(y∗) := {x∗ ∈ X ⋆ | (x∗,−y∗) ∈ NgphΨ(x̄, ȳ)}

is called normal coderivative of Ψ at (x̄, ȳ). If the continuously Fréchet differentiable mapping F : X → Y
is interpreted as a set-valued mapping with singleton images, for any x̄ ∈ X , the formula

∀y∗ ∈ Y⋆ : D∗
NF (x̄, F (x̄))(y

∗) = {F ′(x̄)⋆[y∗]}

is obtained, see [90, Theorem 1.38].
The set-valued mapping Ψ is called closed at x̄ ∈ domΨ if for any sequence {(xk, yk)} ⊆ gphΨ satisfying
xk → x̄ and yk → ȳ ∈ Y, we have (x̄, ȳ) ∈ gphΨ. Furthermore, Ψ is said to be locally bounded at x̄ if
there are δ > 0 and a bounded set B ⊆ Y such that Ψ(x) ⊆ B holds for all x ∈ UδX (x̄). We say that Ψ is
locally upper Lipschitzian at x̄ if there exist constants L > 0 and δ > 0, such that

∀x ∈ UδX (x̄) : Ψ(x) ⊆ Ψ(x̄) + L ‖x− x̄‖X BY

is satisfied. Furthermore, Ψ is called calm at (x̄, ȳ) if there are L > 0, δ > 0, and ε > 0 such that the
condition

∀x ∈ UδX (x̄) : Ψ(x) ∩ UεY(ȳ) ⊆ Ψ(x̄) + L ‖x− x̄‖X BY

holds. Clearly, if Ψ is locally upper Lipschitz at x̄, it is calm at all points (x̄, y) where y ∈ Ψ(x̄) is valid. The
mapping Ψ is said to be inner semicontinuous at (x̄, ȳ) if for any sequence {xk} ⊆ X which converges
to x̄, there exists a sequence {yk} ⊆ Y converging to ȳ which satisfies yk ∈ Ψ(xk) for sufficiently large
k ∈ N. Finally, we call Ψ inner semicompact at x̄ if for any sequence {xk} ⊆ X converging to x̄, there
exists a sequence {yk} ⊆ Y which possesses an accumulation point in Ψ(x̄) and satisfies yk ∈ Ψ(xk) for
sufficiently large k ∈ N.

2.3.4. Programming and constraint qualifications in Banach spaces

In general, a single-level optimization problem in Banach spaces is of the form

ψ(x) → min

x ∈ M
(2.9)

where ψ : X → R is called objective function, ∅ 6= M ⊆ X is referred to as feasible set, and X is a
Banach space. The following lemma comprises three different necessary optimality conditions for (2.9).
The first two are taken from [90, Propositions 5.1 and 5.3], respectively. The proof of the third condition
is standard and, thus, omitted.

Lemma 2.29. Let x̄ ∈ M be a local optimal solution of (2.9) such that ψ is finite around x̄. Then the
following assertions hold:

1. if ψ is Fréchet differentiable at x̄, then −ψ′(x̄) ∈ N̂M (x̄) is satisfied,

2. if ψ is locally Lipschitz continuous at x̄ and X is reflexive, then 0 ∈ ∂ψ(x̄) +NM (x̄) is satisfied,

3. if ψ is directionally differentiable at x̄, then ψ′(x̄; δ) ≥ 0 holds for all δ ∈ RM (x̄).
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Example 2.30. LetM ⊆ H be a nonempty, closed, convex subset of a real Hilbert space H which is identi-
fied with its dual by means of Riesz’s representation theorem. Choose yd ∈ H arbitrarily. Then, combining
Example 2.27 as well as Lemma 2.29 and keeping the convexity of the functional y 7→ 1

2 ‖y − yd‖H in
mind, we obtain the following well-known equivalences:

ȳ = projM (yd) ⇐⇒ yd − ȳ ∈ NM (ȳ) ⇐⇒ ∀y ∈M : 〈y − ȳ, yd − ȳ〉H ≤ 0.

We will exploit these different representations of the projection onto a convex set in Section 4.1. �

Often, the setM equals the preimage F−1(C) of some nonempty, closed set C ⊆ Y where Y is a Banach
space and F : X → Y is a mapping equipped with certain (generalized) differentiability properties. Here
we present some important lemmas which help to compute tangent and normal cones to preimages of
sets under transformations. This will be necessary in order to state optimality conditions for (2.9) in terms
of initial data.

Lemma 2.31. Let F : X → Y be a continuously Fréchet differentiable mapping between Banach spaces
X and Y, let C ⊆ Y be a nonempty, closed, convex set, and choose x̄ ∈ M := F−1(C) such that the
constraint qualification

F ′(x̄)[X ]−RC(F (x̄)) = Y (2.10)

is satisfied. Then

T cM (x̄) = T ♭M (x̄) = TM (x̄) = T wM (x̄) = {d ∈ X |F ′(x̄)[d] ∈ TC(F (x̄))}

is satisfied. If, additionally, X is reflexive, then we obtain

N̂M (x̄) = N s
M (x̄) = NM (x̄) = N c

M (x̄) = F ′(x̄)⋆[NC(F (x̄))].

Proof. We exploit [17, Corollary 2.91] in order to obtain

T cM (x̄) = T ♭M (x̄) = TM (x̄) = {d ∈ X |F ′(x̄)[d] ∈ TC(F (x̄))}

under the postulated constraint qualification. Thus, it is sufficient to show T wM (x̄) ⊆ TM (x̄) to verify the first
statement of the lemma since the inclusion TM (x̄) ⊆ T wM (x̄) holds by definition of these cones. Hence,
choose d ∈ T wM (x̄) \ {0} arbitrarily (for d = 0, the statement is trivial). Then we find sequences {dk} ⊆ X
and {tk} ⊆ R such that dk ⇀ d as well as tk ց 0 are satisfied and F (x̄+ tkdk) ∈ C holds for any k ∈ N.
The convexity of C yields ξk := 1

tk
(F (x̄+ tkdk)− F (x̄)) ∈ RC(F (x̄)) for any k ∈ N. Now, choose y∗ ∈ Y⋆

arbitrarily. Then we have

〈y∗, F ′(x̄)[d]〉Y = lim
k→∞

〈y∗, F ′(x̄)[dk]〉Y

= lim
k→∞

〈
y∗,

F (x̄+ tkdk)− F (x̄)−
(
F (x̄+ tkdk)− F (x̄)− F ′(x̄)[tkdk]

)

tk

〉

Y

= lim
k→∞

(
〈y∗, ξk〉Y −

〈
y∗, ‖dk‖X

F (x̄+ tkdk)− F (x̄)− F ′(x̄)[tkdk]
‖tkdk‖X

〉

Y

)

.

(2.11)

Due to its weak convergence, {dk} is bounded and, thus, {tkdk} converges to zero. The definition of
Fréchet differentiability yields

0 ≤
∣∣∣∣∣ limk→∞

〈
y∗, ‖dk‖X

F (x̄+ tkdk)− F (x̄)− F ′(x̄)[tkdk]
‖tkdk‖X

〉

Y

∣∣∣∣∣

≤ lim
k→∞

‖y∗‖Y⋆ ‖dk‖X
‖F (x̄+ tkdk)− F (x̄)− F ′(x̄)[tkdk]‖Y

‖tkdk‖X
= 0.

Combining this with (2.11),
lim
k→∞

〈y∗, ξk〉Y = 〈y∗, F ′(x̄)[d]〉Y
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is obtained for all y∗ ∈ Y⋆, i.e. ξk ⇀ F ′(x̄)[d]. Now, we can deduce

F ′(x̄)[d] ∈ conv{ξk | k ∈ N} ⊆ convRC(F (x̄)) = clRC(F (x̄)) = TC(F (x̄))

which shows the first statement of the lemma.
Due to the reflexivity of X and the first part of the proof, we find

N̂M (x̄) ⊆ N s
M (x̄) ⊆ NM (x̄) ⊆ N c

M (x̄) = T cM (x̄)◦ = T wM (x̄)◦ = N̂M (x̄),

i.e. all these cones coincide. The fact that these cones equal F ′(x̄)⋆[NC(F (x̄))] follows from the sec-
ond statement of Lemma 2.13 and the above representation of the tangent cones, observing that the
postulated constraint qualification (2.10) implies

F ′(x̄)[X ]− TC(F (x̄)) = Y. (2.12)

This completes the proof.

Lemma 2.32. Let all assumptions apart from the reflexivity of X stated in Lemma 2.31 be satisfied.
Additionally, suppose that x̄ ∈ M is a local optimal solution of (2.9) such that ψ is Fréchet differentiable
at this point. Then there is a so-called (regular) Lagrange multiplier λ ∈ NC(F (x̄)) which satisfies the
relation 0 = ψ′(x̄) + F ′(x̄)⋆[λ].

Proof. From Lemma 2.29 −ψ′(x̄) ∈ N̂M (x̄) is satisfied, and this yields −ψ′(x̄) ∈ N c
M (x̄). Due to the

validity of the constraint qualification (2.10), we obtain

N c
M (x̄) = T cM (x̄)◦ = {d ∈ X |F ′(x̄)[d] ∈ TC(F (x̄))}◦ = F ′(x̄)⋆[TC(F (x̄))◦]

from Lemmas 2.13 and 2.31. Finally, the convexity of C leads to TC(F (x̄))◦ = NC(F (x̄)) which completes
the proof.

Remark 2.33. Again, let us postulate that F : X → Y is a continuously Fréchet differentiable mapping
between Banach spaces X and Y while C ⊆ Y is a nonempty, closed, convex set and x̄ ∈ F−1(C) is fixed.
The constraint qualification (2.10) was introduced by Robinson, see [105], in order to study stability
properties of the solution set to nonlinear inequality systems in Banach spaces. Later, Kurcyusz and Zowe
exploited the same condition to show the existence of Lagrange multipliers at local optimal solutions of
differentiable programming problems in Banach spaces, see [143]. That is why we call (2.10) Kurcyusz
Robinson Zowe constraint qualification, KRZCQ for brevity, throughout this thesis. Note that KRZCQ
implies the condition (2.12) which plays an important role in the generalized Farkas lemma, see Lemma
2.13. Polarizing (2.12), we easily see that this condition implies

0 = F ′(x̄)⋆[λ], λ ∈ NC(F (x̄)) =⇒ λ = 0 (2.13)

which may be interpreted in the way that there do not exist nontrivial singular Lagrange multipliers at
x̄ ∈ F−1(C) for optimization problems possessing the feasible set F−1(C). That is why it is often called
NNAMCQ, no nonzero abnormal multiplier constraint qualification, in the literature. Exploiting Lemma
2.11, the latter condition is equivalent to

cl
(
F ′(x̄)[X ]− TC(F (x̄))

)
= Y (2.14)

and, thus (see Lemma 2.1), to
cl
(
F ′(x̄)[X ]−RC(F (x̄))

)
= Y. (2.15)

Consequently, we have

(2.10) =⇒ (2.12) =⇒ (2.13) ⇐⇒ (2.14) ⇐⇒ (2.15),

see [17, Proposition 2.97]. If Y is finite-dimensional, all these conditions are equivalent. On the other
hand, if the set C possesses a nonempty interior (which is often too restrictive in the context of program-
ming in Banach spaces), then all these conditions are equivalent and coincide with

∃d ∈ X : F (x̄) + F ′(x̄)[d] ∈ intC.
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This constraint qualification may be seen as a generalized version of MFCQ. Clearly, for common finite-
dimensional programming problems with inequality constraints, KRZCQ and MFCQ are equivalent. Note
that the conditions (2.10), (2.12), (2.14), and (2.15) are postulated in the space Y which is why they
are called primal constraint qualifications. On the other hand, (2.13) is a dual constraint qualification
since it states a condition in Y⋆. More information on KRZCQ and other representations of this constraint
qualification in product spaces can be found in [17, Section 2.3.4] and [31].

Remark 2.34. The necessary optimality conditions presented in Lemma 2.32 are called the KKT conditions
of (2.9) at x̄ as long as C is a convex set. In the setting of programming in Banach spaces, these conditions
were stated under validity of KRZCQ in [143] first. In the case where C is a nonempty, closed, convex
cone, we obtain the more intuitive condition λ ∈ C◦ ∩ {F (x̄)}⊥ for the Lagrange multiplier. Note that
whenever F ′(x̄) is surjective, then KRZCQ holds at x̄ and the Lagrange multiplier is unique. As it is shown
in [121, Section 4], the uniqueness of the Lagrange multiplier also follows from the condition

cl (F ′(x̄)[X ]−NC(F (x̄))⊥) = Y (2.16)

which is obviously weaker than the surjectivity of F ′(x̄). However, since (2.16) does not imply KRZCQ or
vice versa whenever Y is infinite-dimensional, it does not necessarily imply the existence of a Lagrange
multiplier satisfying the KKT conditions. Clearly, from the inclusion

NC(F (x̄))⊥ = TC(F (x̄)) ∩
(
−TC(F (x̄))

)
⊆ TC(F (x̄))

condition (2.16) implies (2.14) which is equivalent to KRZCQ as long as Y is finite-dimensional, see Re-
mark 2.33. Especially, in the case Y = Rm and C = −Rm,+0 , it is easily seen that (2.16) is equivalent
to the linear independence constraint qualification, LICQ for short, which simply says that the vectors
{F ′

i (x̄) ∈ X ⋆ | i ∈ I(x̄)} are linear independent. Here F1, . . . , Fm : X → R denote the component map-
pings of F and I(x̄) = {i ∈ {1, . . . ,m} |Fi(x̄) = 0} is the set of active constraints.
Assume that at x̄ ∈ M , the KKT conditions hold with the multiplier λ ∈ Y⋆. The so-called strict condition
of Kurcyusz, Robinson, and Zowe, SKRZC for brevity, is said to hold at (x̄, λ) if

F ′(x̄)[X ]−RC(x̄,λ)(F (x̄)) = Y (2.17)

is satisfied where C(x̄, λ) := {y ∈ C | 〈λ, y − F (x̄)〉Y = 0} is valid. Since this condition does already
depend on a fixed Lagrange multiplier and, thus, on the objective ψ, we do not call it a constraint qualifi-
cation for (2.9). However, it obviously implies KRZCQ and the uniqueness of the Lagrange multiplier, see
[17, Proposition 4.47]. On the other hand, SKRZC is not related to the constraint qualification (2.16) in
general. Note that whenever C is a cone, then SKRZC is equivalent to

F ′(x̄)[X ]−RC(F (x̄)) ∩ {λ}⊥ = Y.

Especially, for common programming problems in Rn with inequality constraints, SKRZC equals SMFC,
the strict Mangasarian Fromovitz condition, see [80].

Recall that under certain convexity assumptions, the KKT conditions of (2.9) provide a sufficient criterion
for optimality.

Lemma 2.35. Let ψ be a convex functional, F : X → Y be a continuously Fréchet differentiable mapping
between Banach spaces X and Y, let C ⊆ Y be a nonempty, closed, convex cone, and assume that F is
−C-convex, i.e. it satisfies

∀x, x′ ∈ X ∀α ∈ [0, 1] : F (αx+ (1− α)x′)− αF (x)− (1− α)F (x′) ∈ C,

see [72, Definition 2.4]. Choose x̄ ∈M := F−1(C) where ψ is Fréchet differentiable and assume that the
KKT conditions hold at x̄. Then x̄ is a global optimal solution of the corresponding optimization problem
(2.9).

Proof. Since the KKT conditions hold at x̄ and C is a convex cone, we find a multiplier λ ∈ C◦ ∩ {F (x̄)}⊥
such that 0 = ψ′(x̄)+F ′(x̄)⋆[λ] is satisfied. Suppose that there is some x ∈ F−1(C) such that ψ(x) < ψ(x̄),
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i.e. x̄ is not globally optimal for (2.9). Since F is −C convex, we obtain F (x̄) + F ′(x̄)[x− x̄]− F (x) ∈ C,
see [72, Theorem 2.20]. Then the convexity of ψ, 〈λ, F (x)〉Y ≤ 0, and 〈λ, F (x̄)〉Y = 0 yield

0 = 〈ψ′(x̄) + F ′(x̄)⋆[λ], x− x̄〉X = ψ′(x̄)[x− x̄] + 〈λ, F ′(x̄)[x− x̄]〉Y
≤ ψ′(x̄)[x− x̄] + 〈λ, F (x̄) + F ′(x̄)[x− x̄]− F (x)〉Y
≤ ψ′(x̄)[x− x̄] ≤ ψ(x)− ψ(x̄) < 0

which is a contradiction. Hence, x̄ is a global optimal solution of (2.9).

In the case of a standard nonlinear program with inequality constraints, i.e. Y = Rm and C = −Rm,+0 ,
the mapping F is Rm,+0 -convex if and only if its m component mappings F1, . . . , Fm : X → R are convex.
The fact that the KKT conditions are sufficient for optimality in standard nonlinear convex programming is
well-known, see [106, Section 28].
Later, it will be necessary to apply the primal and dual constraint qualifications introduced above to con-
straint systems in product spaces. In order to simplify these conditions, we will exploit some cancellation
rules stated in the subsequent lemma.

Lemma 2.36. For Banach spaces X1, X2, Y1, and Y2, linear operators F ∈ L[X1,Y1], G ∈ L[X2,Y1],
U, U′ ∈ L[X1,Y2], and V, V′ ∈ L[X2,Y2], as well as nonempty sets X1 ⊆ X1, Si ⊆ Yi, i = 1, 2, and T ⊆ X2,
we consider the following conditions:
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 , (2.18b)

cl







F G

U V

U′ V′

O IX2



(
X1

X2

)
−




S1

{0}
S2

T





 =




Y1
Y2
Y2
X2


 , (2.18c)

cl






F

U

U′ − U


 [X1]−



IY1

O −G
O O −V
O IY2 V− V′





S1

S2

T




 =



Y1
Y2
Y2


 . (2.18d)

Then (2.18a) and (2.18b) are equivalent, whereas (2.18c) and (2.18d) are equivalent as well.

Proof. We only provide a proof for the equivalence of (2.18c) and (2.18d). The validation of the lemma’s
first statement follows from a similar (but easier) argumentation.
Let (2.18c) hold and choose y1 ∈ Y1 and y2, y′2 ∈ Y2 arbitrarily. Fix some ε > 0. Since 0 belongs to X2,
we find xε1 ∈ X1, x

ε
2 ∈ X2, s

ε
i ∈ Si, i = 1, 2, and tε ∈ T such that

‖F[xε1] + G[xε2]− sε1 − y1‖Y1
≤ ε, (2.19a)

‖U[xε1] + V[xε2]− y2‖Y2
≤ ε, (2.19b)

‖U′[xε1] + V′[xε2]− sε2 − (y′2 + y2)‖Y2
≤ ε, (2.19c)

‖xε2 − tε‖X2
≤ ε. (2.19d)

Using the triangle inequality, we find

‖F[xε1]− sε1 + G[tε]− y1‖Y1
≤ ‖F[xε1] + G[xε2]− sε1 − y1‖Y1

+ ‖G[tε − xε2]‖Y1

≤ ‖F[xε1] + G[xε2]− sε1 − y1‖Y1
+ ‖G‖L[X2,Y1]

‖tε − xε2‖X2

≤ ε
(
1 + ‖G‖L[X2,Y1]

)
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and, similarly,

‖U[xε1] + V[tε]− y2‖Y2
≤ ε

(
1 + ‖V‖L[X2,Y2]

)

is derived. The same trick yields

‖(U′ − U)[xε1]− sε2 + (V′ − V)[tε]− y′2‖Y2

≤ ‖U′[xε1] + V′[tε]− sε2 − (y′2 + y2)‖Y2
+ ‖y2 − U[xε1]− V[tε]‖Y2

≤ ε
(
1 + ‖V′‖L[X2,Y2]

)
+ ε

(
1 + ‖V‖L[X2,Y2]

)

= ε
(
2 + ‖V′‖L[X2,Y2]

+ ‖V‖L[X2,Y2]

)
.

Taking the limit εց 0, we see that (2.18d) is valid.
Now, assume that (2.18d) holds and choose ỹ1 ∈ Y, ỹ2, ỹ′2 ∈ Y2, and x̃ ∈ X2 arbitrarily. Furthermore, fix
ε > 0. Then there are x̃ε1 ∈ X1, s̃

ε
i ∈ Si, i = 1, 2, and t̃ε ∈ T such that the estimates

∥∥F[x̃ε1]− s̃ε1 + G[t̃ε]− (ỹ1 − G[x̃])
∥∥
Y1
≤ ε,

∥∥U[x̃ε1] + V[t̃ε]− (ỹ2 − V[x̃])
∥∥
Y2
≤ ε,

∥∥(U′ − U)[x̃ε1]− s̃ε2 + (V′ − V)[t̃ε]− (ỹ′2 − ỹ2 − (V′ − V)[x̃])
∥∥
Y2
≤ ε

are valid. Define x̃ε2 := x̃+ t̃ε. Then we have

‖F[x̃ε1] + G[x̃ε2]− s̃ε1 − ỹ1‖Y1
≤ ε,

‖U[x̃ε1] + V[x̃ε2]− ỹ2‖Y2
≤ ε,

∥∥x̃ε2 − t̃ε − x̃
∥∥
X2

= 0.

Moreover, the triangle inequality yields

‖U′[x̃ε1] + V′[x̃ε2]− s̃ε2 − ỹ′2‖Y2

≤
∥∥(U′ − U)[x̃ε1]− s̃ε2 + (V′ − V)[t̃ε]− (ỹ′2 − ỹ2 − (V′ − V)[x̃])

∥∥
Y2

+
∥∥U[x̃ε1] + V[t̃ε]− (ỹ2 − V[x̃])

∥∥
Y2

≤ 2ε.

Thus, taking the limit εց 0 shows that (2.18c) is satisfied.

Corollary 2.37. For Banach spaces X1, X2, and Y, linear operators F ∈ L[X1,Y] and G ∈ L[X2,Y], as
well as nonempty sets X1 ⊆ X1, S ⊆ Y, and T ⊆ X2, we consider the following conditions:

[
F G

O IX2

](
X1

X2

)
−
(
S
T

)
=

(
Y
X2

)
, (2.20a)

F[X1] + G[T ]− S = Y, (2.20b)

cl

([
F G

O IX2

](
X1

X2

)
−
(
S
T

))
=

(
Y
X2

)
, (2.20c)

cl (F[X1] + G[T ]− S) = Y. (2.20d)

Then (2.20a) and (2.20b) are equivalent, whereas (2.20c) and (2.20d) are equivalent as well.

The results in Lemma 2.31 heavily rely on the convexity of C. The following lemma which combines [90,
Corollary 1.15, Theorem 1.17, Theorem 3.8] shows some calculus rules for normals to inverse images of
not necessarily convex sets. Related results are presented in [6, Section 4] and [108, Section 6] as well.

Lemma 2.38. Let F : X → Y be a continuously Fréchet differentiable mapping between Banach spaces
X and Y, let C ⊆ Y be a nonempty, closed set, and choose x̄ ∈ M := F−1(C). If F ′(x̄) is a surjective
operator, then

N̂M (x̄) = F ′(x̄)⋆
[
N̂C(F (x̄))

]
, NM (x̄) = F ′(x̄)⋆[NC(F (x̄))]

hold. On the other hand, if X and Y are reflexive, C is SNC at F (x̄), and the constraint qualification
(2.13) is satisfied, then the following upper approximation for the limiting normal cone is valid:

NM (x̄) ⊆ F ′(x̄)⋆[NC(F (x̄))].
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Combining Lemmas 2.29 and 2.38, we obtain necessary optimality conditions again: Supposing that
x̄ ∈ X is a local optimal solution of (2.9) where ψ is Fréchet differentiable and the feasible setM is given
as presented in the above lemma, we have

∃λ ∈ N̂C(F (x̄)) : 0 = ψ′(x̄) + F ′(x̄)⋆[λ]

provided F ′(x̄) is surjective. Often, this assumption is too restrictive. If it is weakened to (2.13) in the
setting of reflexive Banach spaces, then the weaker necessary optimality condition

∃λ ∈ NC(F (x̄)) : 0 = ψ′(x̄) + F ′(x̄)⋆[λ]

holds provided C is SNC at F (x̄). Clearly, both of these conditions equal the KKT conditions for a convex
set C.

An important instance of (2.9) are problems with finitely many equality and inequality constraints.

Lemma 2.39. Let ϕ1, . . . , ϕl : X → R be locally Lipschitz continuous functionals of a reflexive Banach
space X and let S ⊆ X be nonempty and closed. For k ∈ {0, . . . , l}, we consider the set

M :=

{
x ∈ S

∣∣∣∣∣
ϕi(x) ≤ 0 for i = 1, . . . , k

ϕi(x) = 0 for i = k + 1, . . . , l

}

at some arbitrary point x̄ ∈M . Define I(x̄) := {i ∈ {1, . . . , k} |ϕi(x̄) = 0} and suppose that the constraint
qualification

0 ∈
∑

i∈I(x̄)
θi∂ϕi(x̄) +

l∑

i=k+1

θi∂
cϕi(x̄) +NS(x̄),

∀i ∈ I(x̄) : θi ≥ 0





=⇒ ∀i ∈ I(x̄) ∪ {k + 1, . . . , l} : θi = 0. (2.21)

is satisfied. Then we have the following upper estimate for the limiting normal cone to M at x̄:

NM (x̄) ⊆




∑

i∈I(x̄)
θix

∗
i

∣∣∣∣∣∣
∀i ∈ I(x̄) : θi ≥ 0, x∗i ∈ ∂ϕi(x̄)





+

{
l∑

i=k+1

θix
∗
i

∣∣∣∣∣ ∀i ∈ {k + 1, . . . , l} : θi ∈ R, x∗i ∈ ∂cϕi(x̄)
}

+NS(x̄).

Proof. Let F : X → Rl be the mapping possessing the components ϕ1, . . . , ϕl. Clearly, F is locally
Lipschitz continuous. Moreover, let us introduce the convex set C := (−Rk,+0 ) × {0} ⊆ Rl and the

preimage M̃ := F−1(C). Observe that we have M = M̃ ∩ S by construction.
We apply the scalarization property of the limiting subdifferential, see [90, Theorem 3.28], and the sum
rule for locally Lipschitzian functionals, see [90, Theorem 3.36] in order to obtain

D∗
NF (x̄, F (x̄))(ϑ) = ∂

(
l∑

i=1

ϑiϕi

)
(x̄) ⊆

l∑

i=1

∂(ϑiϕi)(x̄)

for any ϑ ∈ Rl. Choosing θ ∈ NC(F (x̄)), we easily see θi = 0 for all i ∈ {1, . . . , k} \ I(x̄) and θi ≥ 0 for
all i ∈ I(x̄) which yields

D∗
NF (x̄, F (x̄))(θ) ⊆

∑

i∈I(x̄)
θi∂ϕi(x̄) +

l∑

i=k+1

∂c(θiϕi)(x̄) =
∑

i∈I(x̄)
θi∂ϕi(x̄) +

l∑

i=k+1

θi∂
cϕi(x̄).

Thus, the postulated constraint qualification implies

NC(F (x̄)) ∩ kerD∗
NF (x̄, F (x̄)) = {0}.
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Observing that C is SNC at F (x̄) as a subset of a finite-dimensional Banach space, M̃ is SNC at x̄ by
[90, Corollary 1.69, Theorem 3.84] and satisfies

N
M̃
(x̄) ⊆




∑

i∈I(x̄)
θix

∗
i

∣∣∣∣∣∣
∀i ∈ I(x̄) : θi ≥ 0, x∗i ∈ ∂ϕi(x̄)





+

{
l∑

i=k+1

θix
∗
i

∣∣∣∣∣ ∀i ∈ {k + 1, . . . , l} : θi ∈ R, x∗i ∈ ∂cϕi(x̄)
}
,

see [90, Theorem 3.8]. Thus, the postulated constraint qualification implies N
M̃
(x̄) ∩

(
−NS(x̄)

)
= {0}.

Recalling that M̃ is SNC at x̄, the statement of this lemma is a direct consequence of Lemma 2.18.

Finally, we present necessary optimality conditions for problem (2.9) whose feasible set is given as pre-
sented in Lemma 2.39.

Lemma 2.40. Let X be a reflexive Banach space, let the feasible set M of (2.9) be given as described
in Lemma 2.39, assume that x̄ ∈ M is a local optimal solution of (2.9), and let ψ be locally Lipschitz
continuous at x̄. Then there exist scalars θ0 ≥ 0, θi ≥ 0 for i ∈ I(x̄), and θi ∈ R for i = k + 1, . . . , l not all
equal to zero at the same time such that

0 ∈ θ0∂ψ(x̄) +
∑

i∈I(x̄)
θi∂ϕi(x̄) +

l∑

i=k+1

θi∂
cϕ(x̄) +NS(x̄)

is satisfied. If the constraint qualification (2.21) is satisfied, then we can choose θ0 = 1.

Proof. The necessity of the Fritz-John-type optimality condition was validated in [90, Theorem 5.21(iii)].
If (2.21) is satisfied, then θ0 = 0 would imply that all all the other scalar multipliers are zero as well. This,
however, would be a contradiction to the fact that not all these scalars vanish at the same time. Thus, we
have θ0 > 0 in this case and a scalarization yields the claim.

2.3.5. Variational geometry of decomposable sets in Lebesgue spaces

Frequently, in optimal control, the set of feasible controls is given by the pointwise defined set

Uad = {u ∈ Lp(Ω,Rm) |u(ω) ∈ U(ω) f.a.a. ω ∈ Ω}

where p ∈ (1,∞) holds, Ω ⊆ Rd is a bounded domain, and the set-valued mapping U : Ω ⇒ Rm has
nonempty and closed images. In order to apply the necessary optimality conditions from Section 2.3.4
to optimization problems whose feasible sets comprise control constraints of this type, it is necessary
to compute different normal cones to Uad. This has been done for convex-valued mappings U in [17,
Section 6.3.3]. Here we want to substantially generalize these considerations, see [86].

Let (Ω,Σ) be a measurable space and let X be a Banach space. For an arbitrary set-valued mapping
Ψ: Ω ⇒ X , we introduce its domain, its graph, and its preimages as it was done at the end of Section
2.3.3 for set-valued mappings between Banach spaces. We call Ψ measurable if for any open set O ⊆ X ,
the preimage Ψ−1(O) is measurable. If Ψ is a closed-valued mapping and domΨ = Ω holds, then
it is measurable if and only if there is a sequence of measurable functions ψk : Ω → X , k ∈ N, such
that Ψ(ω) = cl{ψk(ω) | k ∈ N} is satisfied everywhere on Ω, see [100, Theorem 6.3.19]. Clearly, Ψ is
measurable if and only if clΨ: Ω ⇒ X defined by (clΨ)(ω) := clΨ(ω) for any ω ∈ Ω is measurable.
Thus, measurability of set-valued mappings is a concept which is not suited for set-valued mappings
with nonclosed images since it somehow disregards information on nonclosedness. We call Ψ graph-
measurable if gphΨ is measurable w.r.t. the measurable space (Ω×X ,Σ⊗B(X )) where B(X ) denotes
the Borelean σ-algebra induced by X , i.e. the smallest σ-algebra which contains all open sets of X , and
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Σ ⊗B(X ) represents the smallest σ-algebra containing the Cartesian product Σ ×B(X ). Note that we
use Bm := B(Rm). Any measurable mapping with closed images is graph-measurable by means of
[100, Proposition 6.2.10]. For any Banach space Y, a mapping ψ : Ω×X → Y is called a Carathéodory
function if for any ω ∈ Ω, the mapping ψ(ω, ·) is continuous, whereas ψ(·, x) is measurable for any fixed
x ∈ X . Any Carathéodory function is Σ⊗B(X )-measurable, see [100, Theorem 6.2.6].

In the upcoming considerations, letM = (Ω,Σ,m) be a complete, σ-finite, and nonatomic measure space

satisfying m(Ω) > 0. Here nonatomic simply means that for any M ∈ Σ with m(M) > 0, we find M̃ ∈ Σ

such that m(M) > m(M̃) > 0 holds.
Next, we state two lemmas we need in order to compute the variational objects of interest related to
pointwise defined sets in Lebesgue spaces.

Lemma 2.41. Let X be a Banach space, let Ψ: Ω ⇒ X be a measurable set-valued mapping with
compact images, and let ψ : Ω×X → R be a Carathéodory function. Then the setM ⊆ Ω defined below
is measurable:

M := {ω ∈ Ω | ∀x ∈ Ψ(ω) : ψ(ω, x) ≤ 0}.

Proof. Let us define a set-valued mapping Φ: Ω ⇒ R by Φ(ω) := {ψ(ω, x) |x ∈ Ψ(ω)} for any ω ∈ Ω. Then
M = {ω ∈ Ω |Φ(ω) ⊆ (−∞, 0]} = Ω \Φ−1((0,∞)) holds. Since for any ω ∈ Ω, ψ(ω, ·) is continuous while
Ψ(ω) is compact, Φ(ω) is closed. Thus, by means of [6, Theorem 8.2.8], Φ is measurable. Consequently,
the preimage Φ−1((0,∞)) is measurable as well which shows the claim.

Lemma 2.42. Let {ψk} be a sequence of measurable functions mapping from Ω to R. Assume that for
almost every ω ∈ Ω, there is a number N(ω) ∈ N such that ψk(ω) ≥ 0 holds true for all k ≥ N(ω). Then
the function ψ : Ω→ R defined below is measurable:

∀ω ∈ Ω: ψ(ω) := min{n ∈ N | ∀k ≥ n : ψk(ω) ≥ 0}.

Proof. Let us set ψ0 ≡ −1. Then we have

ψ−1({n}) = ψ−1
n−1((−∞, 0)) ∩

⋂

i∈N, i≥n
ψ−1
i ([0,∞))

for any n ∈ N, i.e. the preimage of {n} under ψ is the countable intersection of measurable sets and,
thus, measuable. Since N is countable, this yields the measurability of ψ already.

Let Ξn ⊆ Rn denote the unit simplex defined by

Ξn :=
{
κ ∈ Rn

∣∣∑n
i=1κ

i = 1, κ1, . . . , κn ≥ 0
}
.

For a nonempty, closed set K ⊆ Rm and a point u ∈ convK, we introduce the notation

rK(u) := min

{
max

i=1,...,m+1

∣∣ui
∣∣
2

∣∣∣∣ ∃u1, . . . , um+1 ∈ K ∃κ ∈ Ξm+1 :
∑m+1
i=1 κ

iui = u

}
.

Note that Carathéodory’s theorem yields rK(u) < ∞. Moreover, the coercivity of the maximum norm
implies that the minimum is attained. By definition, rK(u) is the smallest radius r ≥ 0 such that the
relation u ∈ conv

(
K ∩Brm,2(0)

)
holds. Thus, we obtain rK(u) = |u|2 for u ∈ K. Exploiting Carathéodory’s

theorem once more, we easily see

rK(u) = min

{
max
i=1,...,l

∣∣ui
∣∣
2

∣∣∣∣ ∃l ∈ N ∃u1, . . . , ul ∈ K ∃κ ∈ Ξl :
∑l
i=1κ

iui = u

}
. (2.22)

For the sake of completeness, let us set rK(ũ) =∞ for all ũ /∈ convK.
Now, let K : Ω ⇒ Rm be a measurable set-valued mapping with closed images and let u : Ω → Rm be
a measurable function satisfying u(ω) ∈ K(ω) for almost every ω ∈ Ω. Then [6, Theorem 8.2.11] yields
that the marginal function ω 7→ rK(ω)(u(ω)) is measurable as well.
Let us recall the notion of decomposable sets which can be retraced to [107] where a similar concept was
introduced.
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Definition 2.2. A nonempty set K ⊆ Lp(M,Rm) is said to be decomposable if for any A ∈ Σ and
u1, u2 ∈ K, the relation χAu1 + (1− χA)u2 ∈ K is satisfied.

In [65], the authors present different properties and calculus rules for decomposable sets. A convenient
overview of the available theory on decomposable sets can be found in the recent monograph [100].
Clearly, if we find a measurable set-valued mapping K : Ω ⇒ Rm with domK = Ω and closed images
such that

K := {u ∈ Lp(M,Rm) |u(ω) ∈ K(ω) f.a.a. ω ∈ Ω} (2.23)

is satisfied, then K is closed and decomposable. The converse holds true as well by means of [100,
Theorem 6.4.6]. The following lemma presents some essential calculus rules for decomposable sets.

Lemma 2.43. Let M = (Ω,Σ,m) be a complete, σ-finite, and nonatomic measure space. Furthermore,
let K ⊆ Lp(M,Rm) be a nonempty, closed, and decomposable set with its associated set-valued mapping
K : Ω ⇒ Rm possessing nonempty, closed images.

(a) We have
clw K = convK = {u ∈ Lp(M,Rm) |u(ω) ∈ convK(ω) f.a.a. ω ∈ Ω}

where p′ ∈ (1,∞) satisfying 1/p + 1/p′ = 1 is the conjugate coefficient of p. Since the set-valued
mapping ω 7→ convK(ω) is measurable, the closed set clw K is decomposable.
If Lq(M) is separable for all q ∈ [1,∞), then we additionally have

convK ⊆
{
u ∈ Lp(M,Rm)

∣∣ rK(·)(u(·)) ∈ Lp(M)
}
⊆ clwseqK.

(b) Assume that 0 ∈ K holds true. Then we have

K◦ =
{
η ∈ Lp′(M,Rm)

∣∣∣ η(ω) ∈ K(ω)◦ f.a.a. ω ∈ Ω
}

and since ω 7→ K(ω)◦ is measurable, the closed set K◦ is decomposable.

Proof. Let us start with the proof of (a). The first calculus rule follows combining [100, Propositions 6.4.14,
6.4.19]. Here the fact that (Ω,Σ,m) is nonatomic is of essential importance. The measurability of the
mapping ω 7→ convK(ω) is shown in [6, Theorem 8.2.2].
Next, we prove the presented inclusions giving a lower and upper estimate of the set

S :=
{
u ∈ Lp(M,Rm)

∣∣ rK(·)(u(·)) ∈ Lp(M)
}
.

First, we show K ⊆ S. Therefore, choose ū ∈ K arbitrarily. Then we have rK(ω)(ū(ω)) = |ū(ω)|2. By
definition of Lp(M,Rm), we have |ū(·)|2 ∈ Lp(M), i.e. ū ∈ S is valid. Next, let us show that S is convex.
Thus, we choose u, ũ ∈ S and α ∈ [0, 1] arbitrarily. Since u(ω), ũ(ω) ∈ convK(ω) holds for almost all
ω ∈ Ω, we obtain αu(ω) + (1− α)ũ(ω) ∈ convK(ω) for almost every ω ∈ Ω. Moreover, αu+ (1− α)ũ is
measurable. Thus, ω 7→ rK(ω)(αu(ω) + (1 − α)ũ(ω)) is well-defined and measurable. By definition, for
almost all ω ∈ Ω, we find u1(ω), . . . , um+1(ω), ũ1(ω), . . . , ũm+1(ω) ∈ K(ω) and κ(ω), κ̃(ω) ∈ Ξm+1 which
satisfy ∑m+1

i=1 κ
i(ω)ui(ω) = u(ω), rK(ω)(u(ω)) = max

i=1,...,m+1

∣∣ui(ω)
∣∣
2
,

∑m+1
i=1 κ̃

i(ω) ũi(ω) = ũ(ω), rK(ω)(ũ(ω)) = max
i=1,...,m+1

∣∣ũi(ω)
∣∣
2
.

Thus, we have (ακ(ω), (1− α)κ̃(ω)) ∈ Ξ2m+2 and

∑m+1
i=1 ακ

i(ω)ui(ω) +
∑m+1
i=1 (1− α) κ̃i(ω) ũi(ω) = αu(ω) + (1− α) ũ(ω).

Consequently, exploiting the representation (2.22), we obtain

0 ≤ rK(ω)(αu(ω) + (1− α) ũ(ω))

≤ max

{
max

i=1,...,m+1

∣∣ui(ω)
∣∣
2
; max
i=1,...,m+1

∣∣ũi(ω)
∣∣
2

}
= max

{
rK(ω)(u(ω)); rK(ω)(ũ(ω))

}
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for almost all ω ∈ Ω. Hence, rK(·)(u(·)), rK(·)(ũ(·)) ∈ Lp(M) leads to rK(·)(αu(·) + (1− α)ũ(·)) ∈ Lp(M)
which yields the relation αu + (1 − α)ũ ∈ S. This shows the convexity of S. Since S is a convex superset
of K, we obtain convK ⊆ S, i.e. the first inclusion we wanted to show.
For the proof of the upper estimate of S, we first assume that m is a finite measure, i.e. that m(Ω) < ∞
holds. Choose u ∈ S arbitrarily. Then we have u(ω) ∈ convK(ω) for almost every ω ∈ Ω. Let us define a
set-valued mapping Υu : Ω ⇒ Rm(m+1) × Rm+1 as stated below:

∀ω ∈ Ω: Υu(ω) :=

{
(u1, . . . , um+1, κ)

∣∣∣∣∣
u1, . . . , um+1 ∈ K(ω) ∩ B

rK(ω)(u(ω))
m,2 (0),

κ ∈ Ξm+1,
∑m+1
i=1 κ

i ui = u(ω)

}
.

By definition of r, the images of Υu are nonempty. It is easy to see from [6, Theorem 8.2.9] that Υu is
measurable. Applying the measurable selection theorem, see [6, Theorem 8.1.3], yields the existence of
measurable functions κ : Ω→ Ξm+1 and u

1, . . . , um+1 : Ω→ Rm with

u1(ω), . . . , um+1(ω) ∈ K(ω) ∩ B
rK(ω)(u(ω))
m,2 (0),

m+1∑

i=1

κi(ω)ui(ω) = u(ω)

for almost every ω ∈ Ω. Recalling rK(·)(u(·)) ∈ Lp(M), u1, . . . , um+1 ∈ Lp(M,Rm) is obtained.
Next, we define the set-valued mapping E : Ω ⇒ Rm+1 via E(ω) := {ei ∈ Rm+1 | i = 1, . . . ,m + 1} for
any ω ∈ Ω where e1, . . . , em+1 ∈ Rm+1 denote the m + 1 unit vectors in Rm+1. By E ⊆ Lp(M,Rm+1)
we denote the closed, decomposable set associated with E. Note that E is nonempty since m(Ω) < ∞ is
assumed. Using the first formula of this lemma, we have

clw E = convE =
{
ξ ∈ Lp(M,Rm+1)

∣∣ ξ(ω) ∈ Ξm+1 f.a.a. ω ∈ Ω
}

and, thus, κ ∈ clw E is obtained. Noting that clw E is bounded (it lies within an
√
m+ 1m(Ω)1/p-ball

around zero) while Lp
′

(M) is separable, we have κ ∈ clwseq E, see [83, Corollary 2.6.20]. Thus, we find
a sequence {wk} ⊆ E with wk ⇀ κ. Note that {wk} is even bounded in L∞(M,Rm+1). By means of

Lemma A.3 we already have wk
⋆→ κ in L∞(M,Rm+1). This yields

∑m+1
i=1 (wk)iu

i ⇀
∑m+1
i=1 κ

iui = u

in Lp(M,Rm). Moreover, {wk} ⊆ E yields
∑m+1
i=1 (wk)iu

i ∈ K for all k ∈ N. Thus, we have u ∈ clwseqK.
This shows the claim for m(Ω) <∞. In the case where M is an infinite measure space, we can prove this
inclusion by working on a countable partition {Ωn} ⊆ Σ of Ω with 0 < m(Ωn) <∞ for all n ∈ N.
Finally, we show the statement (b). The inclusion ⊇ follows in a straightforward way from the definition of
the polar cone. For the proof of the inclusion ⊆, we choose η̄ ∈ K◦ arbitrarily and assume that η̄ does not
belong to the set on the right. Then we find ε > 0 and a set Ω′ ∈ Σ of positive, finite measure such that

∀ω ∈ Ω′ ∃u(ω) ∈ K(ω) : η̄(ω) · u(ω) ≥ ε

is valid. We define a set-valued mapping Φ: Ω ⇒ Rm by

∀ω ∈ Ω: Φ(ω) :=

{
{u ∈ Rm | u ∈ K(ω), η̄(ω) · u ≥ ε} if ω ∈ Ω′,

{0} if ω ∈ Ω \ Ω′.

Noting that K : Ω ⇒ Rm is closed-valued and measurable while (ω, u) 7→ η̄(ω) · u is a Carathéodory
function, Φ is measurable by [6, Theorem 8.2.9] and, thus, possesses a measurable selection ū, i.e. ū
is a measurable function from L0(M,Rm) and satisfies ū(ω) ∈ Φ(ω) almost everywhere on Ω, see [6,
Theorem 8.1.3]. For any k ∈ N, we define a measurable set Ak ⊆ Ω as stated below:

Ak := {ω ∈ Ω′ | k ≥ |ū(ω)|2} .

Obviously, we have Ak ⊆ Ak+1 for all k ∈ N and
⋃
k∈NAk = Ω′. Let us set Ω′

n :=
⋃n
k=1Ak which is

measurable again for any n ∈ N. Now, choose N ∈ N so large such that m(Ω′
N ) ≥ 1

2m(Ω′) is valid. Let us
set û := ūχΩ′

N
. By construction, û is essentially bounded on Ω′

N and vanishes on Ω \ Ω′
N . Thus, we have
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û ∈ Lp(M,Rm). Moreover, û ∈ K is obtained from the definition of ū and 0 ∈ K(ω) for almost every
ω ∈ Ω. This leads to

〈η̄, û〉Lp(M,Rm) =

∫

Ω′
N

η̄(ω) · ū(ω)dm ≥ εm(Ω′
N ) ≥ ε

2
m(Ω′) > 0

which contradicts η̄ ∈ K◦. This shows the inclusion ⊆. The measurability of ω 7→ K(ω)◦ follows from [108,
Exercise 14.12]. This completes the proof.

Applying the above lemma, we can characterize the weak closure of a decomposable set equivalently by
taking the closure of its weak sequential closure.

Proposition 2.44. Let M = (Ω,Σ,m) be a complete, σ-finite, and nonatomic measure space such that
Lq(M) is separable for all q ∈ [1,∞). Furthermore, let K ⊆ Lp(M,Rm) be a nonempty, closed, and
decomposable set. Then we have

cl clwseqK = clw K.

Proof. We invoke Lemma 2.43 in order to see

convK ⊆ clwseqK ⊆ clw K.

Taking the closure yields
convK ⊆ cl clwseqK ⊆ cl clw K = clw K.

Since we have convK = clw K from Lemma 2.43, we deduce that these inclusions are in fact equalities.
This yields the claim.

As a result, we obtain an interesting property of decomposable sets.

Corollary 2.45. Let the assumptions of Proposition 2.44 hold. Then K is weakly sequentially closed if
and only if it is weakly closed.

Proof. Clearly, if K is weakly closed, then we have K ⊆ clwseqK ⊆ clw K = K, i.e. K = clwseqK, and K is
weakly sequentially closed as well.
On the other hand, if K is weakly sequentially closed, we obtain K = clK = cl clwseqK = clw K from the
closedness of K and Proposition 2.44. This shows that K is weakly closed.

The property of closed, decomposable sets described in the above corollary is remarkable and does
not hold for general closed sets in infinite-dimensional Banach spaces. For some Hilbert space H with
orthonormal basis {ek | k ∈ N} ⊆ H, one could consider the closed set H := {

√
k ek | k ∈ N} which is

closed and weakly sequentially closed since the sequence {
√
kek} does not converge weakly. However,

we have 0 ∈ clwH and, thus, H cannot be weakly closed.
Let M = (Ω,Σ,m) be a complete and σ-finite measure space. It is well-known from [6, Corollary 8.5.2]
that for any nonempty, closed, decomposable set K ⊆ Lp(M,Rm) whose associated set-valued mapping
K : Ω ⇒ Rm possesses derivable images and any ū ∈ K, we have

TK(ū) =
{
d ∈ Lp(M,Rm)

∣∣ d(ω) ∈ TK(ω)(ū(ω)) f.a.a. ω ∈ Ω
}
. (2.24)

Moreover, the mapping ω 7→ TK(ω)(ū(ω)) is measurable, see [108, Theorem 14.26], and closed-valued.
Thus, TK(ū) is decomposable. We will use the above formula and Lemma 2.43 in order to compute some
other variational objects of interest. Therefore, let us fix the following assumptions throughout the whole
section.

Assumption 2.1. Let M = (Ω,Σ,m) be a complete, σ-finite, as well as nonatomic measure space and
let K : Ω ⇒ Rm be a measurable set-valued mapping with closed and derivable images. For p ∈ (1,∞),
we consider the corresponding decomposable set K ⊆ Lp(M,Rm) defined in (2.23) and fix an arbitrary
point ū ∈ K. Furthermore, p′ ∈ (1,∞) satisfying 1/p + 1/p′ = 1 denotes the conjugate coefficient of p.
Finally, we assume that Lq(M) is separable for all q ∈ [1,∞).
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Choosing Ω to be a domain in Rd equipped with the Borelean σ-algebra induced by Ω and Lebesgue’s
measure, the corresponding measure space M is σ-finite and nonatomic. Moreover, Lq(Ω) is separa-
ble for all q ∈ [1,∞), see [1, Theorem 2.21]. Thus, the formal completion of (Ω,B(Ω), l), see [16,
Section 1.5], is a complete, σ-finite, and nonatomic measure space such that Lq(Ω) is separable for all
q ∈ [1,∞). Consequently, in the classical setting of optimal control, the assumptions on the underlying
measure space and the Lebesgue spaces of interest are naturally valid.
As a direct consequence of Lemma 2.43 and the formula for the tangent cone in (2.24), we obtain

KK(ū, η̄) =
{
d ∈ Lp(M,Rm)

∣∣ d(ω) ∈ KK(ω)(ū(ω), η̄(ω)) f.a.a. ω ∈ Ω
}

for any η̄ ∈ TK(ū)◦, where the latter set possesses a pointwise characterization as well, see Lemma 2.43.
Let us check how the weak tangent cone to a decomposable set behaves.

Proposition 2.46. We have
TK(ū) ⊆ T wK (ū) ⊆ conv TK(ū).

Proof. The first inclusion follows naturally from the definitions of tangent cone and weak tangent cone.
For the proof of the second inclusion, choose d ∈ T wK (ū) arbitrarily and assume on the contrary that
d /∈ conv TK(ū) is satisfied. Applying Lemma 2.11, we find η ∈ TK(ū)◦ which satisfies 〈η, d〉Lp(M,Rm) > 0.

From the definition of the dual pairing there must exist a set E1 ∈ Σ with positive measure and a scalar
α > 0 such that η(ω) · d(ω) ≥ α holds true for almost all ω ∈ E1. On the other hand, there are sequences
{dk} ⊆ Lp(M,Rm) and {tk} ⊆ R satisfying dk ⇀ d and tk ց 0 such that uk := ū+ tkdk ∈ K holds for all
k ∈ N. Thus, we have uk → ū in Lp(M,Rm) and, by choosing a subsequence which we denote by {uk}
again, we find E2 ∈ Σ satisfying E2 ⊆ E1, m(E2) ≥ 2

3m(E1), and uk → ū in L∞(M|E2
,Rm), see Lemma

A.2. Let us define M > 0 and ε > 0 by

M := ‖η‖Lp′ (M,Rm) sup
{
‖dk‖Lp(M,Rm)

∣∣∣ k ∈ N
}
, ε :=

α

4

m(E1)

M
.

Note that M is well-defined since {dk} is bounded. By means of Lemma 2.41, for any γ > 0, the set

Eγ := E2 ∩
{
ω ∈ Ω

∣∣ ∀u ∈ K(ω) ∩ Bγm,2(ū(ω)) : η(ω) · (u− ū(ω)) ≤ ε|η(ω)|2|u− ū(ω)|2
}

is measurable. Since η(ω) ∈ TK(ω)(ū(ω))
◦ holds almost everywhere on Ω, see Lemma 2.43, we find a

sufficiently small γ̄ such that m(Eγ̄) ≥ 1
2m(E1) is satisfied. From ‖uk − ū‖L∞(M|E2

,Rm) → 0, for sufficiently

large k ∈ N, we have uk(ω) ∈ K(ω) ∩ Bγ̄m,2(ū(ω)) almost everywhere on Eγ̄ . On the other hand, the

mappings ω → |η(ω)|2 and ω 7→ |uk(ω) − ū(ω)|2 come from Lp
′

(M) and Lp(M), respectively. Thus, we
can exploit dk ⇀ d and Hölder’s inequality to obtain

2α

3
m(Eγ̄) =

2

3

∫

Eγ̄

αdm ≤
∫

Eγ̄

η(ω) · dk(ω)dm =
1

tk

∫

Eγ̄

η(ω) · (uk(ω)− ū(ω))dm

≤ ε

tk

∫

Eγ̄

|η(ω)|2|uk(ω)− ū(ω)|2dm ≤
ε

tk
‖η‖Lp′ (M,Rm) ‖uk − ū‖Lp(M,Rm)

= ε ‖η‖Lp′ (M,Rm) ‖dk‖Lp(M,Rm) ≤ εM =
α

4
m(E1) ≤

α

2
m(Eγ̄)

for sufficiently large k. This, however, is a contradiction.

Since the Lebesgue space Lp(M,Rm) is reflexive, we immediately obtain the following formula for the
Fréchet normal cone from Lemma 2.43 and the above result for the weak tangent cone.

Corollary 2.47. We have

N̂K(ū) =
{
η ∈ Lp′(M,Rm)

∣∣∣ η(ω) ∈ N̂K(ω)(ū(ω)) f.a.a. ω ∈ Ω
}
.

Especially, N̂K(ū) is a nonempty, closed, decomposable set.
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Proof. Using Proposition 2.46 as well as A◦ = (convA)◦ for arbitrary sets in Banach spaces, we obtain

TK(ū)◦ =
(
conv TK(ū)

)◦ ⊆ T wK (ū)◦ ⊆ TK(ū)◦.

Consequently, Lemma 2.43 and the reflexivity of Lp(M,Rm) yield

N̂K(ū) = T wK (ū)◦ = TK(ū)◦ =
{
η ∈ Lp′(M,Rm)

∣∣∣ η(ω) ∈ TK(ω)(ū(ω))
◦ f.a.a. ω ∈ Ω

}

=
{
η ∈ Lp′(M,Rm)

∣∣∣ η(ω) ∈ N̂K(ω)(ū(ω)) f.a.a. ω ∈ Ω
}
.

Since we have N̂K(ū) = TK(ū)◦ from above while TK(ū) is nonempty, closed, and decomposable, the

same holds true for N̂K(ū) by means of Lemma 2.43. This completes the proof.

Trying to compute the limiting normal cone by definition using the above formula for the Fréchet normal
cone, it would be necessary to apply a so-called measurable selection theorem, see [6, Theorem 8.1.3]
or [100, Theorem 6.3.17], to the set-valued mapping ω 7→ gph N̂K(ω). However, since the images of this
mapping are not closed in general, these results cannot be exploited. On the other hand, we can use the
graph-measurability of ω 7→ gph N̂K(ω) provided in the upcoming lemma.

Lemma 2.48. The mapping ω 7→ gph N̂K(ω) is graph-measurable, i.e. the set

gph gph N̂K(·) :=
{
(ω, u, v) ∈ Ω× Rm × Rm

∣∣∣ u ∈ K(ω), v ∈ N̂K(ω)(u)
}

is measurable w.r.t. the σ-algebra Σ⊗Bm ⊗Bm.

Proof. First, we show that for an arbitrary closed set C ⊆ Rm, the set gph N̂C can be represented as a
countable intersection of countably many unions of sets. Thus, observe that from the definition of the
Fréchet normal cone

gph N̂C =
{
(u, v) ∈ Rm × Rm

∣∣∣ u ∈ C, v ∈ N̂C(u)
}

= {(u, v) ∈ C × Rm | ∀{ck} ⊆ C : ck → u =⇒ v · (ck − u) ≤ o(|ck − u|2)}
=
{
(u, v) ∈ C × Rm

∣∣ ∀ε ∈ Q+∃γ ∈ Q+∀c ∈ Uγm,2(u) ∩ C : v · (c− u) ≤ ε|c− u|2
}

=
⋂

ε∈Q+

⋃

γ∈Q+

{
(u, v) ∈ C × Rm

∣∣ ∀c ∈ Uγm,2(u) ∩ C : v · (c− u) ≤ ε|c− u|2
}

is satisfied. Therein, Q+ denotes the set of all positive rational numbers. Let {ck} ⊆ C be a sequence
which is dense in C. Then {ck} ∩ Uγm,2(u) is dense in C ∩ Bγm,2(u). Thus, we obtain

{
(u, v) ∈ C × Rm

∣∣ ∀c ∈ Uγm,2(u) ∩ C : v · (c− u) ≤ ε|c− u|2
}

=
⋂

k∈N

([
(C \ Uγm,2(ck))× Rm

]
∪ {(u, v) ∈ C × Rm | v · (ck − u) ≤ ε|ck − u|2}

)

=
⋂

k∈N

(
(C × Rm) ∩

[[
(Rm \ Uγm,2(ck))× Rm

]
∪ {(u, v) ∈ Rm × Rm | v · (ck − u) ≤ ε|ck − u|2}

])
.

Now, let es turn our attention to gph gph N̂K(·). Since K is closed-valued and measurable, we find a
sequence of measurable functions ψk : Ω→ Rm, k ∈ N, such that {ψk(ω) | k ∈ N} is dense in K(ω) for all
ω ∈ Ω. Let us introduce

S1 := gphK × Rm,

S2(γ, k) := {(ω, u, v) ∈ Ω× Rm × Rm | |u− ψk(ω)|2 ≥ γ} ,
S3(ε, k) := {(ω, u, v) ∈ Ω× Rm × Rm | v · (ψk(ω)− u) ≤ ε|ψk(ω)− u|2} .

Then from the above considerations we obtain

gph gph N̂K(·) =
⋂

ε∈Q+

⋃

γ∈Q+

⋂

k∈N

(
S1 ∩

[
S2(γ, k) ∪ S3(ε, k)

])
. (2.25)
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Since K is a measurable set-valued mapping with closed images, it is graph-measurable and, hence, S1

is a measurable set. For arbitrary γ, ε ∈ Q+ and k ∈ N, define functions ϕγ,k, ϑε,k : Ω×Rm×Rm → R by

∀ω ∈ Ω ∀u, v ∈ Rm : ϕγ,k(ω, u, v) := γ − |u− ψk(ω)|2,
ϑε,k(ω, u, v) := v · (ψk(ω)− u)− ε|ψk(ω)− u|2.

Then ϕγ,k(·, u, v) and ϑε,k(·, u, v) are measurable, whereas ϕγ,k(ω, ·, ·) and ϑε,k(ω, ·, ·) are continuous.
Thus, ϕγ,k and ϑε,k are Carathéodory functions and, hence, measurable w.r.t. Σ ⊗Bm ⊗Bm. Conse-
quently, the sets

S2(γ, k) = ϕ−1
γ,k((−∞, 0]), S3(ε, k) = ϑ−1

ε,k((−∞, 0])
are measurable w.r.t. Σ⊗Bm ⊗Bm. Now, the claim follows from the representation (2.25).

Using Lemma 2.48 and the obvious fact gphN s
K = cl gph N̂K, we obtain an explicit representation of the

strong limiting normal cone to decomposable sets.

Proposition 2.49. We have

N s
K(ū) =

{
η ∈ Lp′(M,Rm)

∣∣∣ η(ω) ∈ NK(ω)(ū(ω)) f.a.a. ω ∈ Ω
}
.

Especially, N s
K(ū) is a nonempty, closed, decomposable set.

Proof. Exploiting the graph-measurability of ω 7→ gph N̂K(ω) which was obtained in Lemma 2.48, it is
possible to invoke [100, Proposition 6.4.20] in order to see

gphN s
K = cl gph N̂K

= cl
{
(u, η) ∈ Lp(M,Rm)× Lp′(M,Rm)

∣∣∣ (u(ω), η(ω)) ∈ gph N̂K(ω) f.a.a. ω ∈ Ω
}

=
{
(u, η) ∈ Lp(M,Rm)× Lp′(M,Rm)

∣∣∣ (u(ω), η(ω)) ∈ cl gph N̂K(ω) f.a.a. ω ∈ Ω
}

=
{
(u, η) ∈ Lp(M,Rm)× Lp′(M,Rm)

∣∣∣ (u(ω), η(ω)) ∈ gphNK(ω) f.a.a. ω ∈ Ω
}

Therein, the second equality follows from Corollary 2.47, whereas the last one is a simple consequence
of the fact that in finite-dimensional spaces, the strong limiting normal cone coincides with the limiting
normal cone. Now, the pointwise representation of the strong limiting normal cone follows from applying
the definition of the graph of a set-valued mapping. Since the mapping ω 7→ NK(ω)(ū(ω)) is measurable,
see [108, Theorem 14.26], and closed-valued, see Lemma 2.16, N s

K(ū) is closed and decomposable.

The above proposition is useful to prove the upcoming result. It presents upper and lower estimates for
the limiting normal cone to a decomposable set which satisfies Assumption 2.1.

Proposition 2.50. We have
clwseqN s

K(ū) ⊆ NK(ū) ⊆ convN s
K(ū).

Proof. Let us show the first inclusion. Therefore, we choose η ∈ clwseqN s
K(ū) arbitrarily. Thus, there is a

sequence {ηk} ⊆ N s
K(ū) which satisfies ηk ⇀ η. By definition of the strong limiting normal cone and the

reflexivity of Lp
′

(M,Rm), for every k ∈ N, we find sequences {uk,l} ⊆ K and {ηk,l} ⊆ Lp
′

(M,Rm) with

uk,l → ū and ηk,l → ηk as l→∞, and ηk,l ∈ N̂K(uk,l) for all l ∈ N. Consequently, for any k ∈ N, we find
lk ∈ N which satisfies

‖uk,lk − ū‖Lp(M,Rm) ≤ 1
k , ‖ηk,lk − ηk‖Lp′ (M,Rm) ≤ 1

k .

For arbitrary v ∈ Lp(M,Rm), we have
∣∣∣〈ηk,lk − η, v〉Lp(M,Rm)

∣∣∣ ≤
∣∣∣〈ηk,lk − ηk, v〉Lp(M,Rm)

∣∣∣+
∣∣∣〈ηk − η, v〉Lp(M,Rm)

∣∣∣

≤ ‖ηk,lk − ηk‖Lp′ (M,Rm) ‖v‖Lp(M,Rm) +
∣∣∣〈ηk − η, v〉Lp(M,Rm)

∣∣∣

≤ 1
k ‖v‖Lp(M,Rm) +

∣∣∣〈ηk − η, v〉Lp(M,Rm)

∣∣∣ k→∞−−−−→ 0,
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i.e. ηk,lk ⇀ η as k →∞. From uk,lk → ū and ηk,lk ∈ N̂K(uk,lk) for all k ∈ N, η ∈ NK(ū) is obtained.
For the proof of the second inclusion, we assume on the contrary that NK(ū) * convN s

K(ū) is satisfied.
Then we find η ∈ NK(ū) and, by Lemma 2.11, d ∈ N s

K(ū)
◦ such that 〈η, d〉Lp(M,Rm) > 0 is satisfied. Thus,

there are a set E1 ∈ Σ of positive measure and a scalar α > 0 which satisfy η(ω) · d(ω) ≥ α for almost
every ω ∈ E1. On the other hand, there are sequences {uk} ⊆ K and {ηk} ⊆ Lp

′

(M,Rm) satisfying

ηk ∈ N̂K(uk) for all k ∈ N and uk → ū as well as ηk ⇀ η. Invoking Lemma A.2, there are a subsequence
of {uk}, which we denote by {uk} again, and E2 ∈ Σ with m(E2) ≥ 2

3m(E1) and E2 ⊆ E1 such that
uk → ū holds true in L∞(M|E2

,Rm). We introduce M > 0 and ε > 0 as stated below:

M := ‖d‖Lp(M,Rm) sup
{
‖ηk‖Lp′ (M,Rm)

∣∣∣ k ∈ N
}
, ε :=

α

4

m(E1)

M
.

For almost every fixed ω ∈ E2, we obtain d(ω) ∈ NK(ω)(ū(ω))
◦ from Lemma 2.43 as well as Proposition

2.49 and ηk(ω) ∈ N̂K(ω)(uk(ω)) for any k ∈ N from Corollary 2.47. Next, we show that for almost every
ω ∈ E2, there is a number N(ω) ∈ N such that

∀k ∈ N : k ≥ N(ω) =⇒ ηk(ω) · d(ω) ≤ ε|ηk(ω)|2|d(ω)|2

is satisfied. If this is not the case, we have d(ω) 6= 0 and, hence, there needs to be a subsequence {ηkl(ω)}
of {ηk(ω)} with

∀l ∈ N : ηkl(ω) · d(ω) > ε|ηkl(ω)|2|d(ω)|2.
Since ηkl(ω) cannot vanish and ukl(ω) → ū(ω) holds true almost everywhere on E2, we obtain that the
bounded sequence {ηkl(ω)/|ηkl(ω)|2} converges w.l.o.g. to v ∈ NK(ω)(ū(ω)). We deduce

0 ≥ v · d(ω) = lim
l→∞

ηkl(ω)

|ηkl(ω)|2
· d(ω) ≥ ε|d(ω)|2

which contradicts d(ω) 6= 0. Hence, a number N(ω) with the desired properties exists for almost every
ω ∈ E2. Thus, the function P : Ω→ N0 given by

∀ω ∈ Ω: P (ω) :=

{
min{n ∈ N | ∀k ∈ N : k ≥ n =⇒ ηk(ω) · d(ω) ≤ ε|ηk(ω)|2|d(ω)|2} if ω ∈ E2,

0 if ω ∈ Ω \ E2

is well-defined and EN := {ω ∈ E2 |N ≥ P (ω)} is measurable for any N ∈ N by Lemma 2.42. For some
N̄ ∈ N sufficiently large, m(EN̄ ) ≥ 1

2m(E1) holds. Thus, for sufficiently large k ∈ N, we obtain

2α

3
m(EN̄ ) ≤ 2

3

∫

EN̄

αdm ≤
∫

EN̄

ηk(ω) · d(ω)dm ≤ ε
∫

EN̄

|ηk(ω)|2|d(ω)|2dm

≤ ε ‖d‖Lp(M,Rm) ‖ηk‖Lp′ (M,Rm) ≤ εM =
α

4
m(E1) ≤

α

2
m(EN̄ )

which is a contradiction. This completes the proof.

Now, we are able to state the main result of this section.

Proposition 2.51. We have

convN s
K(ū) ⊆

{
η ∈ Lp′(M,Rm)

∣∣∣ rNK(·)(ū(·))(η(·)) ∈ Lp
′

(M)
}
⊆ NK(ū) ⊆ N c

K(ū).

Moreover, we obtain

clNK(ū) = N c
K(ū) =

{
η ∈ Lp′(M,Rm)

∣∣∣ η(ω) ∈ N c
K(ω)(ū(ω)) f.a.a. ω ∈ Ω

}
.

Especially, N c
K(ū) is a nonempty, closed, decomposable set.
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Proof. The first assertion follows from Lemma 2.43 and Propositions 2.49 as well as 2.50.
We use Proposition 2.50 once more to find

convN s
K(ū) ⊆ NK(ū) ⊆ convN s

K(ū).

This yields clNK(ū) = convN s
K(ū) = convNK(ū) = N c

K(ū). Applying Lemma 2.43 and Proposition 2.49
again, the pointwise characterization of the Clarke normal cone follows.
Since N s

K(ū) is nonempty, closed, and decomposable, the same holds true for convN s
K(ū) = N c

K(ū), see
Lemma 2.43. This completes the proof.

Recalling the convexity of Clarke’s tangent cone and exploiting Lemma 2.43, we obtain the following
corollary from Proposition 2.51.

Corollary 2.52. We have

T cK (ū) =
{
d ∈ Lp(M,Rm)

∣∣∣ d(ω) ∈ T cK(ω)(ū(ω)) f.a.a. ω ∈ Ω
}
.

Especially, T cK (ū) is a nonempty, closed, decomposable set.

Proposition 2.51 shows that the limiting normal cone to any closed, decomposable set in a Lebesgue
space contains the convex hull of the strong limiting normal cone and is dense in the corresponding
Clarke normal cone. In particular, if it is closed, it equals Clarke’s normal cone. Note that the nona-
tomicity of the underlying measure space M is essential for this result. The above proposition is related
to Lyapunov’s convexity theorem, see [6, Theorem 8.7.3], which says that the set {

∫
S
u(ω)dm |S ∈ Σ}

is convex and compact for any u ∈ L1(M,Rm). This theorem implies the convexity of certain integral
functions whenever the measure space of interest is nonatomic, see [6, Theorem 8.6.4] as well as [94,
Theorem 2.8, Proposition 2.10] and the references therein. Actually, it was already shown in [95] that the
image of a decomposable set under componentwise integration is convex which can be interpreted as an
extension of Lyapunov’s convexity theorem.
Note that whenever the set convN s

K(ū) is closed, then we already have NK(ū) = N c
K(ū) from Propositions

2.50 and 2.51. On the other hand, we easily see from the definition of the function r and Proposition
2.51 that

{
η ∈ Lp′(M,Rm)

∣∣∣ rNK(·)(ū(·))(η(·)) ∈ Lp
′

(M)
}

⊆
{
η ∈ Lp′(M,Rm)

∣∣∣ η(ω) ∈ convNK(ω)(ū(ω)) f.a.a. ω ∈ Ω
}

⊆
{
η ∈ Lp′(M,Rm)

∣∣∣ η(ω) ∈ convNK(ω)(ū(ω)) f.a.a. ω ∈ Ω
}
= N c

K(ū)

holds true. Thus, Proposition 2.51 does not provide a precise characterization of the limiting normal
cone whenever convNK(ω)(ū(ω)) is not closed almost everywhere on Ω since in the latter case, the lower
bounds on NK(ū) are strict subsets of N c

K(ū).
Proposition 2.51 suggests that Mordukhovich’s (weak) limiting constructions are not appropriate for the
discussion of optimal control problems with nonconvex control constraints. In this situation, the conside-
ration of strong limiting normals seems to be reasonable by means of Proposition 2.49. However, strong
limiting normals do not enjoy a good calculus in infinite-dimensional spaces.
The following examples are included to visualize the above results. While the first example presents a
situation where the limiting normal cone to a decompoable set is computable from Proposition 2.51, the
second one shows that this does not need to be the case in general.

Example 2.53. Let us consider a bounded domain Ω ⊆ Rd, the nonempty, closed, decomposable set

K :=
{
u ∈ L2(Ω,R2)

∣∣u1(ω)u2(ω) = 0 f.a.a. ω ∈ Ω
}
,

and its element 0. Introducing
K :=

{
u ∈ R2

∣∣ u1u2 = 0
}
,

we obtain the equivalent representation

K =
{
u ∈ L2(Ω,R2)

∣∣u(ω) ∈ K f.a.a. ω ∈ Ω
}
.
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Clearly, the closed set K is the union of two closed, convex sets and, consequently, derivable by means of
Lemma 2.15. We apply Corollary 2.47 as well as Proposition 2.49 to obtain

N̂K(0) = {0}, N s
K(0) = K.

Obviously, we have convN s
K(0) = convK = L2(Ω,R2). Thus

NK(0) = N c
K(0) = L2(Ω,R2)

follows from Proposition 2.51. �

Example 2.54. We define the nonempty, closed set K ⊆ R3 by

K :=

{
u ∈ R3

∣∣∣∣ u1 ≥
√
u22 + u23

}
∪
{
u ∈ R3

∣∣ u1 − u3 = 0
}
.

Note that K is the union of two convex sets and, thus, derivable, see Lemma 2.15. Let us consider the
associated decomposable set

K :=
{
u ∈ L2(Ω,R3)

∣∣u(ω) ∈ K f.a.a. ω ∈ Ω
}

where Ω ⊆ Rd is a bounded domain. It is easy to see the relations

N̂K(0) = cone{(−1, 0, 1)},

NK(0) =

{
v ∈ R3

∣∣∣∣−v1 =
√
v22 + v23

}
∪ lin{(−1, 0, 1)},

convNK(0) =
{
v ∈ R3

∣∣ v1 + v3 < 0
}
∪ lin{(−1, 0, 1)},

N c
K(0) = convNK(0) =

{
v ∈ R3

∣∣ v1 + v3 ≤ 0
}
.

Since convNK(0) is not closed, the lower bounds for the limiting normal cone NK(0) provided in Propo-
sition 2.51 are strict subsets of

N c
K(0) =

{
η ∈ L2(Ω,R3)

∣∣ η1(ω) + η3(ω) ≤ 0 f.a.a. ω ∈ Ω
}

and thus, Proposition 2.51 cannot be used to obtain a precise formula for NK(0). �

As a direct consequence of Proposition 2.51 we obtain the following well-known result for sets in Lebesgue
spaces defined by box constraints. Note that we only present the scalar situation m = 1 here but a similar
result holds for vector functions as well.

Corollary 2.55. Let a, b ∈ Lp(M) be given such that a(ω) < b(ω) holds true for almost every ω ∈ Ω and
consider the set

K := {u ∈ Lp(M) | a(ω) ≤ u(ω) ≤ b(ω) f.a.a. ω ∈ Ω} .
Fix some ū ∈ K. Then we have

NK(ū) =

{
ηa ∈ Lp

′

(M)

∣∣∣∣∣
ηa(ω) ≤ 0 if a(ω) = ū(ω)

ηa(ω) = 0 if a(ω) < ū(ω)
f.a.a. ω ∈ Ω

}

+

{
ηb ∈ Lp

′

(M)

∣∣∣∣∣
ηb(ω) ≥ 0 if ū(ω) = b(ω)

ηb(ω) = 0 if ū(ω) < b(ω)
f.a.a. ω ∈ Ω

}
.

Proof. Clearly, we obtain

NK(ū) =




η ∈ Lp′(M)

∣∣∣∣∣∣∣

η(ω) ≤ 0 if a(ω) = ū(ω)

η(ω) = 0 if a(ω) < ū(ω) < b(ω)

η(ω) ≥ 0 if ū(ω) = b(ω)

f.a.a. ω ∈ Ω





from Proposition 2.51 since for convex sets, the limiting normal cone and the Clarke normal cone always
coincide. Thus, for any η ∈ NK(ū), we can define ηa := minLp′ (M)+0

{η; 0} and ηb := maxLp′ (M)+0
{η; 0} to

see that the decomposition η = ηa + ηb with ηa, ηb ∈ Lp
′

(M) is possible. Thus, the limiting normal cone
can be characterized as described above.
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We want to close this section with a short look at decomposable sets which are defined by pointwise
inverse images. Therefore, let G : Ω × Rm → Rn be a Carathéodory function continuously differentiable
w.r.t. its second component such that the corresponding partial derivative ∇uG : Ω × Rm → Rn×m is
a Carathéodory function again. Moreover, let Υ: Ω ⇒ Rn be a measurable set-valued mapping with
nonempty, closed, convex images and define

∀ω ∈ Ω: K(ω) := {u ∈ Rm |G(ω, u) ∈ Υ(ω)}.

By [6, Theorem 8.2.9], the set-valued mapping K : Ω ⇒ Rm is measurable and closed-valued. Assuming
that for almost every ω ∈ Ω, the constraint qualification

∀u ∈ K(ω) : ∇uG(ω, u)⊤l = 0, l ∈ NΥ(ω)(G(ω, u)) =⇒ l = 0

is satisfied, the images of K are derivable as well, see Lemma 2.31 and Remark 2.33. Thus, the cor-
responding decomposable set K satisfies Assumption 2.1. For the derivation of necessary optimality
conditions for optimal control problems with control constraints of the form u ∈ K, we need an explicit
formula for the limiting normal cone to the set K.

Proposition 2.56. Fix an arbitrary point ū ∈ K. In the setting described above, we have

NK(ū) =

{
η ∈ Lp′(M,Rm)

∣∣∣∣∣ ∃λ ∈ L
0(M,Rn) :

η(ω) = ∇uG(ω, ū(ω))⊤λ(ω),
λ(ω) ∈ NΥ(ω)(G(ω, ū(ω)))

f.a.a. ω ∈ Ω

}
.

Proof. We apply Lemma 2.31, Remark 2.33, as well as Proposition 2.49 to obtain

NK(ū) ⊇ N s
K(ū) =

{
η ∈ Lp′(M,Rm)

∣∣∣ η(ω) ∈ NK(ω)(ū(ω)) f.a.a. ω ∈ Ω
}

=

{
η ∈ Lp′(M,Rm)

∣∣∣∣∣ ∃λ(ω) ∈ Rn :
η(ω) = ∇uG(ω, ū(ω))⊤λ(ω)
λ(ω) ∈ NΥ(ω)(G(ω, ū(ω)))

f.a.a. ω ∈ Ω

}
.

(2.26)

That means the inclusion ⊇ is already verified.
For some η ∈ Lp′(M,Rm), we introduce the set-valued mapping Θη : Ω ⇒ Rn by

∀ω ∈ Ω Θη(ω) :=
{
l ∈ NΥ(ω)(G(ω, ū(ω)))

∣∣∇uG(ω, ū(ω))⊤l− η(ω) = 0
}
.

Since G is a Carathéodory function, ω 7→ G(ω, ū(ω)) is measurable. Now, [108, Theorem 14.26] yields
that the set-valued mapping ω 7→ NΥ(ω)(G(ω, ū(ω))) is measurable as well. On the other hand, define a
function qη : Ω× Rn → Rm by

∀ω ∈ Ω ∀l ∈ Rn : qη(ω, l) := ∇uG(ω, ū(ω))⊤l− η(ω).

This mapping is a Carathéodory function as well since ω 7→ ∇uG(ω, ū(ω)) and η are measurable. Invoking
[6, Theorem 8.2.9], Θη is a measurable set-valued mapping since it possesses the representation

Θη(ω) =
{
l ∈ NΥ(ω)(G(ω, ū(ω)))

∣∣ qη(ω, l) = 0
}

for almost all ω ∈ Ω. Moreover, the images of Θη are obviously closed almost everywhere on Ω.
Choose η̄ ∈ NK(ū) arbitrarily. Recalling Proposition 2.51 as well as Lemma 2.31 and Remark 2.33, we
easily see

NK(ū) ⊆ N c
K(ū) =

{
η ∈ Lp′(M,Rm)

∣∣∣Θη(ω) 6= ∅ f.a.a. ω ∈ Ω
}
.

Thus, the measurable set-valued mapping Θη̄ possesses nonempty and closed images almost everywhere
on Ω. Thus, by means of [6, Theorem 8.1.3], we find a measurable selection of Θη̄, i.e. a function
λ ∈ L0(M,Rn) which satisfies λ(ω) ∈ Θη̄(ω) for almost every ω ∈ Ω. Recalling the definition of Θη̄, this
shows the inclusion ⊆ and completes the proof.

In order to obtain a higher degree of regularity for the appearing multiplier λ, i.e. λ ∈ Lq
′

(M,Rn)
where q′ is the conjugate coefficient of some q ∈ [1, p), one has to postulate certain growth conditions
on the so-called Nemytskii operator induced by G, i.e. the mapping u 7→ G(·, u(·)), see [52, Theorem 7,
Remark 4].
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3. Mathematical problems with
complementarity constraints

In this chapter, we take a closer look at mathematical problems with complementarity constraints which
appear frequently in many different applications. The model program of our interest possesses the fol-
lowing form:

ψ(x) → min

g(x) ∈ C

G(x) ∈ K

H(x) ∈ K◦

〈H(x), G(x)〉Z = 0.

(MPCC)

Forthwith, the feasible set of (MPCC) is denoted by M . Below, we list our standing assumptions on this
problem.

Assumption 3.1. Let ψ : X → R be Fréchet differentiable and let g : X → Y, G : X → Z, as well as
H : X → Z⋆ be continuously Fréchet differentiable. Here X and Y are arbitrary Banach spaces while Z is
a reflexive Banach space. Finally, C ⊆ Y is assumed to be a nonempty, closed, and convex set, whereas
K ⊆ Z is a nonempty, closed, convex cone.

Note that the reflexivity of Z guarantees that the complementarity constraint in (MPCC) is symmetric w.r.t.
G and H. The standard finite-dimensional situation, i.e. where X = Rn, Y = Rq, and Z = Rm hold and
the complementarity in (MPCC) is induced by the cone K = Rm,+0 , is well-studied. It is well-known that
common constraint qualifications of reasonable strength like MFCQ fail to hold at any feasible point of
the problem, and, consequently, the Fritz-John conditions hold at all feasible points. Thus, in the past,
huge effort was put in constructing suitable regularity and stationarity conditions, see e.g. [42, 43, 44,
45, 80, 111, 129, 132], as well as numerical methods, see e.g. [46, 70] and the contained references,
in order to handle these standard complementarity problems.
Recently, complementarity constraints induced by the cone of positive semidefinite matrices

S+m := {A ∈ Sm | ∀x ∈ Rm : x⊤Ax ≥ 0},

see [37, 48, 124, 127], and the second-order cone

Km := {(t, x) ∈ R× Rm | t ≥ |x|2},

see [79, 119, 135], were studied. In [124], the author investigates complementarity constraints induced
by the more general H-second-order cone

KH := {(t, x) ∈ R×H | t ≥ ‖x‖H}

where H is an arbitrary Hilbert space. Whenever Z is infinite-dimensional, only a manageable amount of
publications is at hand which mainly focus on optimal control of variational inequalities as they appear for
instance when the obstacle problem is considered, see [64, 66, 67, 68, 73, 88, 96, 125]. The situation
where the complementarity constraint in governed by the cone of nonnegative functions in a Lebesgue
space was recently considered in [86]. On the other hand, in [56], the authors derive necessary optimality
conditions for optimal control problems with mixed control state complementarity constraints using point-
wise error bound conditions and a measurabe selection theorem. Thus, their approach naturally leads
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to weak results since the Lagrange multipliers corresponding to the complementarity constraint are, in
general, only measurable functions and no Lp-regularity can be shown. To the best of our knowledge,
[121] is the first contribution which introduces a general concept of strong stationarity which fits (MPCC).
In [124], the author considers the situation where the cone K is nonpolyhedric in more detail. A gene-
ralized concept of weak stationarity is presented in the recent paper [87]. Finally, a first step towards a
generalization of Mordukhovich’s stationarity concept for (MPCC) has been done in [47].

3.1. Stationarity concepts for MPCCs

For the purpose of completeness, let us verify that KRZCQ is violated at any feasible point of (MPCC).

Lemma 3.1. The constraint qualification KRZCQ fails to hold at any feasible point of (MPCC).

Proof. Let x̄ ∈ X be a feasible point of (MPCC). We show that there is a nonvanishing singular Lagrange
multiplier of (MPCC) at x̄. By means of Remark 2.33 this yields the violation of KRZCQ.
A nonvanishing quadruple (λ, µ, ν, κ) ∈ NC(g(x̄)) × K◦ × K × R is a singular Lagrange multiplier of
(MPCC) at x̄ if and only if it satisfies

0 = g′(x̄)⋆[λ] +G′(x̄)⋆[µ] +H ′(x̄)⋆[ν] + κG′(x̄)⋆[H(x̄)] + κH ′(x̄)⋆[G(x̄)], µ ∈ {G(x̄)}⊥, ν ∈ {H(x̄)}⊥.

Rearranging leads to

0 = g′(x̄)⋆[λ] +G′(x̄)⋆[µ+ κH(x̄)] +H ′(x̄)⋆[ν + κG(x̄)], µ ∈ {G(x̄)}⊥, ν ∈ {H(x̄)}⊥,

and, thus, respecting the feasibility of x̄, (0, H(x̄), G(x̄),−1) is a nonvanishing singular Lagrange multi-
plier of (MPCC) at x̄.

Since KRZCQ is violated at any feasible point of (MPCC), we cannot expect the KKT conditions to be
satisfied at the local optimal solutions of this problem. That is why we aim for weaker necessary optimality
conditions and corresponding constraint qualifications. To this end, we first follow [87] to derive the
notions of weak and strong stationarity via appropriate surrogate problems.
For fixed x̄ ∈M , we define the relaxed nonlinear problem by

ψ(x) → min

g(x) ∈ C

G(x) ∈ K ∩ {H(x̄)}⊥

H(x) ∈ K◦ ∩ {G(x̄)}⊥.

(RNLP)

Obviously, x̄ is a feasible point of (RNLP) but there may exist points in M which are not feasible for
this surrogate problem. On the other hand, a feasible point of (RNLP) does not necessarily satisfy the
complementarity condition in (MPCC). In order to overcome these difficulties, we introduce the tightened
nonlinear problem

ψ(x) → min

g(x) ∈ C

G(x) ∈ K ∩ {H(x̄)}⊥ ∩ (K◦ ∩ {G(x̄)}⊥)⊥

H(x) ∈ K◦ ∩ {G(x̄)}⊥ ∩ (K ∩ {H(x̄)}⊥)⊥.

(TNLP)

Again, x̄ is a feasible point of (TNLP) but the feasible set of (TNLP) is a subset of M . Thus, if x̄ is a local
optimal solution of (MPCC), it is a local optimal solution of (TNLP) as well and the latter problem may
satisfy standard constraint qualifications like KRZCQ, i.e. x̄ may satisfy the KKT conditions of (TNLP) under
suitable assumptions. In order to find an explicit representation of the KKT conditions of (TNLP), we need
to study the geometry of the cones P (x̄) and Q(x̄) defined below:

P (x̄) := K ∩ {H(x̄)}⊥ ∩ (K◦ ∩ {G(x̄)}⊥)⊥, Q(x̄) := K◦ ∩ {G(x̄)}⊥ ∩ (K ∩ {H(x̄)}⊥)⊥.
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Lemma 3.2. For any x̄ ∈M , we have

NP (x̄)(G(x̄)) = cl
(
K◦ −K◦ ∩ {G(x̄)}⊥

)
∩ {G(x̄)}⊥, (3.1a)

NQ(x̄)(H(x̄)) = cl
(
K −K ∩ {H(x̄)}⊥

)
∩ {H(x̄)}⊥, (3.1b)

NK∩{H(x̄)}⊥(G(x̄)) = KK◦(H(x̄), G(x̄)), (3.1c)

NK◦∩{G(x̄)}⊥(H(x̄)) = KK(G(x̄), H(x̄)). (3.1d)

Proof. Let us show (3.1a) first. The relation (3.1b) follows from similar arguments. Observe that from
x̄ ∈ M we obtain H(x̄) ∈ K◦ ∩ {G(x̄)}⊥. Exploiting the monotonicity of the operator lin, we derive
lin{H(x̄)} ⊆ lin(K◦ ∩ {G(x̄)}⊥). This leads to

lin{H(x̄)}+ lin(K◦ ∩ {G(x̄)}⊥) = lin(K◦ ∩ {G(x̄)}⊥).

Since K◦ is a convex cone, we have K◦ +K◦ ∩ {G(x̄)}⊥ = K◦. Putting these observations together with
the Lemmas 2.1 and 2.12, we obtain

P (x̄)◦ = cl
(
K◦ + lin{H(x̄)}+ cl lin(K◦ ∩ {G(x̄)}⊥)

)
= cl

(
K◦ + lin{H(x̄)}+ lin(K◦ ∩ {G(x̄)}⊥)

)

= cl
(
K◦ + lin(K◦ ∩ {G(x̄)}⊥)

)
= cl

(
K◦ +K◦ ∩ {G(x̄)}⊥ −K◦ ∩ {G(x̄)}⊥

)

= cl
(
K◦ −K◦ ∩ {G(x̄)}⊥

)
.

The fact that P (x̄) is a closed, convex cone implies NP (x̄)(G(x̄)) = P (x̄)◦ ∩ {G(x̄)}⊥ which yields the
claim.
Next, we show (3.1c). Exploiting that K ∩ {H(x̄)}⊥ is a closed, convex cone, we easily see

NK∩{H(x̄)}⊥(G(x̄)) = (K ∩ {H(x̄)}⊥)◦ ∩ {G(x̄)}⊥

= cl(K◦ + lin{H(x̄)}) ∩ {G(x̄)}⊥ = TK◦(H(x̄)) ∩ {G(x̄)}⊥ = KK◦(H(x̄), G(x̄)).

Property (3.1d) follows analogously.

Using Lemma 3.2, it is possible to introduce the weak and strong stationarity conditions of (MPCC) as the
KKT conditions of (TNLP) and (RNLP), respectively.

Definition 3.1. Let x̄ ∈M be arbitrarily chosen.

1. The point x̄ is called weakly stationary (W-stationary for short) for (MPCC) provided there exist
multipliers λ ∈ Y⋆, µ ∈ Z⋆, and ν ∈ Z which solve the system

0 = ψ′(x̄) + g′(x̄)⋆[λ] +G′(x̄)⋆[µ] +H ′(x̄)⋆[ν], (3.2a)

λ ∈ NC(g(x̄)), (3.2b)

µ ∈ cl
(
K◦ −K◦ ∩ {G(x̄)}⊥

)
∩ {G(x̄)}⊥, (3.2c)

ν ∈ cl
(
K −K ∩ {H(x̄)}⊥

)
∩ {H(x̄)}⊥. (3.2d)

2. The point x̄ is called strongly stationary (S-stationary for short) for (MPCC) provided there exist
multipliers λ ∈ Y⋆, µ ∈ Z⋆, and ν ∈ Z which satisfy (3.2a), (3.2b), and the conditions

µ ∈ KK◦(H(x̄), G(x̄)),

ν ∈ KK(G(x̄), H(x̄)).
(3.3)

Corollary 3.3. If x̄ ∈M is an S-stationary point of (MPCC), it is W-stationary as well.

Proof. For the proof, it is sufficient to show the inclusions

TK◦(H(x̄)) ⊆ cl
(
K◦ −K◦ ∩ {G(x̄)}⊥

)
, TK(G(x̄)) ⊆ cl

(
K −K ∩ {H(x̄)}⊥

)
.
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In order to verify the first one, observe that H(x̄) ∈ K◦ ∩ {G(x̄)}⊥ follows due to the feasibility of x̄ for
(MPCC). Thus, K◦ + lin{H(x̄)} ⊆ K◦ −K◦ ∩ {G(x̄)}⊥ is obtained. The fact that K◦ is a closed, convex
cone leads to

TK◦(H(x̄)) = cl(K◦ + lin{H(x̄)}) ⊆ cl
(
K◦ −K◦ ∩ {G(x̄)}⊥

)
.

Similarly, we show the second inclusion.

In the following proposition, we state constraint qualifications which imply that local optimal solutions of
(MPCC) satisfy the W- and S-stationarity conditions from Definition 3.1.

Proposition 3.4. Let x̄ ∈M be a local optimal solution of (MPCC).

1. Assume that the constraint qualification



g′(x̄)
G′(x̄)
H ′(x̄)


 [X ]−




RC(g(x̄))
RK(G(x̄)) ∩

(
−KK(G(x̄), H(x̄))

)

RK◦(H(x̄)) ∩
(
−KK◦(H(x̄), G(x̄))

)


 =



Y
Z
Z⋆


 (3.4)

is satisfied. Then x̄ is W-stationary.

2. Assume that the constraint qualifications (3.4) and

cl





g′(x̄)
G′(x̄)
H ′(x̄)


 [X ]−




NC(g(x̄))⊥
TK∩(−TK(G(x̄)))(G(x̄))

◦⊥

TK◦∩(−TK◦ (H(x̄)))(H(x̄))◦⊥




 =



Y
Z
Z⋆


 (3.5)

are satisfied. Then x̄ is S-stationary.

3. Assume that the constraint qualification



g′(x̄)
G′(x̄)
H ′(x̄)


 is surjective (3.6)

is satisfied. Then x̄ is S-stationary.

Proof. For the proof of the first assertion, it is sufficient to show that (3.4) equals KRZCQ for (TNLP).
Hence, we only need to verify

RP (x̄)(G(x̄)) = RK(G(x̄)) ∩
(
−KK(G(x̄), H(x̄))

)
,

RQ(x̄)(H(x̄)) = RK◦(H(x̄)) ∩
(
−KK◦(H(x̄), G(x̄))

)
.

Since G(x̄) is an element of the linear space {H(x̄)}⊥ ∩ (K◦ ∩ {G(x̄)}⊥)⊥, we obtain

RP (x̄)(G(x̄)) = K ∩ {H(x̄)}⊥ ∩ (K◦ ∩ {G(x̄)}⊥)⊥ + lin{G(x̄)}
=
(
K + lin{G(x̄)}

)
∩ {H(x̄)}⊥ ∩ (K◦ ∩ {G(x̄)}⊥)⊥

= RK(G(x̄)) ∩ {H(x̄)}⊥ ∩ TK(G(x̄))◦⊥

= RK(G(x̄)) ∩ {H(x̄)}⊥ ∩ TK(G(x̄)) ∩
(
−TK(G(x̄))

)

= RK(G(x̄)) ∩
(
−TK(G(x̄))

)
∩ {H(x̄)}⊥

= RK(G(x̄)) ∩
(
−KK(G(x̄), H(x̄))

)

from Lemma 2.12. The formula for RQ(x̄)(H(x̄)) follows similarly.
The proof of the second assertion follows from [121, Theorem 5.2, Proposition 5.1] provided we can
show that the constraint qualification (2.16) for (TNLP) equals (3.5). Hence, it is sufficient to derive the
formulae

NP (x̄)(G(x̄))
⊥ = TK∩(−TK(G(x̄)))(G(x̄))

◦⊥, NQ(x̄)(H(x̄))⊥ = TK◦∩(−TK◦ (H(x̄)))(H(x̄))◦⊥.
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We exploit Lemmas 2.11, 2.12, and 3.2 in order to see

NP (x̄)(G(x̄))
⊥ =

(
cl
(
K◦ −K◦ ∩ {G(x̄)}⊥

)
∩ {G(x̄)}⊥

)⊥

=
(
cl
(
K◦ −K◦ ∩ {G(x̄)}⊥

)
∩ {G(x̄)}⊥

)◦
∩
(
cl
(
K◦ ∩ {G(x̄)}⊥ −K◦) ∩ {G(x̄)}⊥

)◦

= cl
((
K◦ − TK(G(x̄))◦

)◦
+ lin{G(x̄)}

)
∩ cl

((
TK(G(x̄))◦ −K◦)◦ + lin{G(x̄)}

)

= cl
(
K ∩

(
−TK(G(x̄))

)
+ lin{G(x̄)}

)
∩ cl

(
−
(
K ∩

(
−TK(G(x̄))

))
− lin{G(x̄)}

)

= TK∩(−TK(G(x̄)))(G(x̄)) ∩
(
−TK∩(−TK(G(x̄)))(G(x̄))

)

= TK∩(−TK(G(x̄)))(G(x̄))
◦⊥.

By similar argumentation, we obtain the formula for NQ(x̄)(H(x̄))⊥.
Finally, the third assertion follows from the second one observing that the surjectivity of the given operator
implies the constraint qualifications (3.4) and (3.5). This completes the proof.

Remark 3.5. Whenever Y and Z are finite-dimensional, (3.5) implies (3.4), see Remark 2.34. Following
Remarks 2.33 and 2.34, in the situation Y = Rq, Z = Rm, and K = Rm,+0 , the constraint qualifications
(3.4) and (3.5) equal MFCQ and LICQ for (TNLP) at x̄, respectively. These qualification conditions are
called MPCC-MFCQ and MPCC-LICQ, see [44, Definition 2.1].

Let x̄ ∈ M be arbitrarily chosen. It is shown in [121, Lemma 5.1] that x̄ satisfies the classical KKT
conditions of (MPCC) if and only if there are multipliers λ ∈ Y⋆, µ ∈ Z⋆, and ν ∈ Z which satisfy (3.2a),
(3.2b), and

µ ∈ RK◦(H(x̄)) ∩ {G(x̄)}⊥,
ν ∈ RK(G(x̄)) ∩ {H(x̄)}⊥.

(3.7)

Thus, the KKT conditions are even stronger than the S-stationarity conditions. In the recent paper [135],
the authors illustrate this phenomenon by means of MPCCs whose complementarity condition is induced
by the second-order cone and rename the corresponding KKT conditions as K-stationarity conditions in
order to depict that they provide a possible necessary optimality condition for (MPCC) as well. However,
in this thesis, we are not going to use the term K-stationarity. Clearly, if K is a polyhedral cone, then
RK(G(x̄)) and RK◦(H(x̄)) are already closed and, thus, in this case, the KKT conditions equal the S-
stationarity conditions. Especially, this holds true for MPCCs with Z = Rm and K = Rm,+0 . However, an
example from semidefinite complementarity programming presented in [121, Section 6.2] reveals that
even in the presence of the constraint qualification (3.6), a local optimal solution of (MPCC) does not
need to satisfy the KKT conditions in general.
Let x̄ ∈M be an S-stationary point of (MPCC) such that K is polyhedric w.r.t. (G(x̄), H(x̄)). It was shown
in [121, Theorem 5.1] that in this case, there do not exist first-order decent directions of (MPCC), i.e.
we have ψ′(x̄)[δ] ≥ 0 for all δ ∈ TM (x̄) (actually, this holds even when TM (x̄) is replaced by its larger
linearization cone). Thus, the S-stationarity conditions possess a reasonable strength whenever K is
polyhedric. In the absence of polyhedricity, one can use a linearization approach and exploit the fact that
any cone is polyhedric w.r.t. the origin in order to obtain S-stationarity conditions of appropriate strength
provided Z is a Hilbert space such that the projection onto K is directionally differentiable in the sense of
Haraux, see [57]. This procedure is presented in [124] and applied to the cases where K is the positive
semidefinite cone S+m and the H-second-order cone KH.
For the study of common finite-dimensional MPCCs, there exist several other stationarity concepts stronger
than W- but weaker than S-stationarity, see e.g. [129]. Here we want to generalize the stationarity concept
of Mordukhovich to (MPCC). Therefore, we introduce the normal cone mapping NK : Z ⇒ Z⋆ induced
by the cone K which maps any z ∈ K to the limiting normal cone to K at z and any z̃ /∈ K to the empty
set. Since K is a convex cone, we obtain

gphNK = {(z, z∗) ∈ K ×K◦ | 〈z∗, z〉Z = 0}.
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Thus, (MPCC) is equivalent to

ψ(x) → min

g(x) ∈ C

(G(x), H(x)) ∈ gphNK .

This justifies the following definition.

Definition 3.2. A feasible point x̄ ∈ M of (MPCC) is called Mordukhovich stationary (M-stationary for
short) for (MPCC) provided there exist multipliers λ ∈ Y⋆, µ ∈ Z⋆, and ν ∈ Z which satisfy (3.2a), (3.2b),
and

(µ, ν) ∈ NgphNK
(G(x̄), H(x̄)). (3.8)

We obtain the following necessary optimality conditions of M-stationarity-type.

Proposition 3.6. Let x̄ ∈M be a local optimal solution of (MPCC) where the constraint qualification

0 = g′(x̄)⋆[λ] +G′(x̄)⋆[µ] +H ′(x̄)⋆[ν],

λ ∈ NC(g(x̄)),
(µ, ν) ∈ NgphNK

(G(x̄), H(x̄))





=⇒ λ = 0, µ = 0, ν = 0 (3.9)

is satisfied and ψ is continuously Fréchet differentiable, and assume that X and Y are reflexive. Then any
of the conditions stated below is sufficient for x̄ to be M-stationary for (MPCC):

1. C × gphNK is SNC at (g(x̄), G(x̄), H(x̄)),

2. C is SNC at g(x̄) and Z is finite-dimensional,

3. C is SNC at g(x̄) and the operator [
G′(x̄)
H ′(x̄)

]

is surjective,

4. g′(x̄) is surjective and gphNK is SNC at (G(x̄), H(x̄)).

Proof. Under the first condition, the assertion follows combining Lemmas 2.29 and 2.38. Note that
the second condition implies the first one. For the proof of the assertion under the third condition, we
introduce

M1 := g−1(C), M2 := {x ∈ X | (G(x), H(x)) ∈ gphNK}.
Obviously, we have M = M1 ∩M2. Exploiting the given assumptions, the constraint qualification (3.9)
implies

NM1(x̄) ⊆ g′(x̄)⋆[NC(g(x̄))], NM2(x̄) = {G′(x̄)⋆[µ]+H ′(x̄)⋆[ν] ∈ X ⋆ | (µ, ν) ∈ NgphNK
(G(x̄), H(x̄))},

see Lemma 2.38. Moreover, M1 is SNC at x̄, see [90, Theorem 3.84]. Exploiting the constraint qualifi-
cation (3.9) once more, from Lemma 2.18 we obtain NM (x̄) ⊆ NM1

(x̄) + NM2
(x̄). Thus, the assertion

follows from Lemma 2.29. The proof of the lemma’s assertion under the fourth set of conditions is
analogous.

Without a specific setting, the definition of M-stationarity and the above necessary optimality conditions
are rarely applicable since they comprise the implicitly given limiting normal cone to the graph of the
normal cone mapping induced by K which is usually difficult to compute. A general ready-to-use formula
for this variational object does not exist. However, if K equals Rm,+0 , S+m, or Km, such formulae are at
hand, see [45], [37], or [134], respectively. In all these cases, Z is finite-dimensional, and if Y is finite-
dimensional as well, then C × gphNK is SNC everywhere and Proposition 3.6 applies for the derivation
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of necessary optimality conditions.
From the theory of standard MPCCs we expect the relations

S-stationarity =⇒ M-stationarity =⇒ W-stationarity (3.10)

between the three stationarity concepts introduced above, see [129]. In the following, we are going to
study whether these relations hold in the situation, where K is polyhedric. As remarked earlier, MPCCs
with polyhedric complementarity cone are of special importance. We need the following lemma in order
to analyze this situation. These results were already presented in [124] for the case where Z is a Hilbert
space. Here we provide a slight generalization to the situation where Z is only reflexive.

Lemma 3.7. Let (z, z∗) ∈ gphNK be chosen such that K is polyhedric w.r.t. (z, z∗). Then the following
calculus rules hold:

TgphNK
(z, z∗) = {(d, d∗) ∈ KK(z, z∗)×KK◦(z∗, z) | 〈d∗, d〉Z = 0},

conv TgphNK
(z, z∗) = KK(z, z∗)×KK◦(z∗, z).

Proof. From [78, Theorem 3.1] we obtain

TgphNK
(z, z∗) = {(d, d∗) ∈ KK(z, z∗)×KK(z, z∗)◦ | 〈d∗, d〉Z = 0},

and KK(z, z∗)◦ = KK◦(z∗, z) holds due to the polyhedricity of K w.r.t. (z, z∗). For the proof of the
second formula, we first remark that the inclusion ⊆ is clear from the first part of the proof. For the
validation of the converse inclusion, choose d ∈ KK(z, z∗) and d∗ ∈ KK◦(z∗, z) arbitrarily. Then, obvi-
ously, (2d, 0), (0, 2d∗) ∈ TgphNK

(z, z∗) is satisfied due to the first formula. Thus, we obtain the relation
(d, d∗) = 1

2 (2d, 0) +
1
2 (0, 2d

∗) ∈ conv TgphNK
(z, z∗) which completes the proof.

Below, we present another result we need for the subsequent proofs.

Lemma 3.8. Let (z, z∗) ∈ gphNK be arbitrarily chosen. Then the following inclusions hold:

K ∩
(
−TK(z)

)
⊆ K ∩ {z∗}⊥, K◦ ∩

(
−TK◦(z∗)

)
⊆ K◦ ∩ {z}⊥.

Proof. We only show the first inclusion since the validation of the second one can be done in a similar
way.
Choose d ∈ K ∩

(
−TK(z)

)
. Then we find sequences {zk} ⊆ K and {tk} ⊆ R such that zk → z, tk ց 0,

and 1
tk
(zk − z)→ −d ∈ −K hold true. From 〈z∗, z〉Z = 0 we obtain

0 ≤
〈
z∗,−zk

tk

〉

Z
=

〈
z∗,−zk − z

tk

〉

Z
,

and taking the limit k → ∞ yields 0 ≤ 〈z∗, d〉Z . On the other hand, from d ∈ K we have 〈z∗, d〉Z ≤ 0.
Hence, d ∈ {z∗}⊥ follows and the proof is completed.

Now, we can start to consider the relations between the three introduced stationarity notions.

Lemma 3.9. Let (z, z∗) ∈ gphNK be chosen such that K is polyhedric w.r.t. (z, z∗). Then we have

N̂gphNK
(z, z∗) = KK◦(z∗, z)×KK(z, z∗).

Proof. First, let us show the inclusions

TgphNK
(z, z∗) ⊆ T wgphNK

(z, z∗) ⊆ conv TgphNK
(z, z∗). (3.11)

The first one is clear from the definition of these tangent cones. Choose (d, d∗) ∈ T wgphNK
(z, z∗) arbitrarily.

Then we find sequences {(zk, z∗k)} ⊆ gphNK and {tk} ⊆ R satisfying zk → z, z∗k → z∗, tk ց 0,
1
tk
(zk − z) ⇀ d, and 1

tk
(z∗k − z∗) ⇀ d∗. Since we have 1

tk
(zk − z) ∈ RK(z) and 1

tk
(z∗k − z∗) ∈ RK◦(z∗)
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for any k ∈ N, we deduce d ∈ TK(z) and d∗ ∈ TK◦(z∗) from the closedness and convexity of these cones.
For any w ∈ K ∩ {z∗}⊥,

〈
z∗k − z∗
tk

, w − zk
〉

Z
≤
〈
−z

∗

tk
, w − zk

〉

Z
=

〈
−z

∗

tk
, z − zk

〉

Z
=

〈
z∗,

zk − z
tk

〉

Z
≤ 0

holds, and taking the limit k →∞ yields

〈d∗, w − z〉Z ≤ 〈z∗, d〉Z ≤ 0,

see Lemma 2.4. Using w := z, we see d ∈ {z∗}⊥ and, hence, d ∈ KK(z, z∗). On the other hand, testing
with w = 0 and w = 2z yields d∗ ∈ {z}⊥ which leads to d∗ ∈ KK◦(z∗, z). Now, we apply Lemma 3.7 and
obtain (d, d∗) ∈ conv TgphNK

(z, z∗).
Let us polarize (3.11). Then we obtain

TgphNK
(z, z∗)◦ ⊇ N̂gphNK

(z, z∗) ⊇
(
conv TgphNK

(z, z∗)
)◦

= TgphNK
(z, z∗)◦

since Z × Z⋆ is reflexive. Consequently,

N̂gphNK
(z, z∗) =

(
conv TgphNK

(z, z∗)
)◦

= KK(z, z∗)◦ ×KK◦(z∗, z)◦ = KK◦(z∗, z)×KK(z, z∗)

follows from Lemma 3.7 and the polyhedricity of K w.r.t. (z, z∗).

In the case where the cone K is even polyhedral, the above assertion was already provided in [60,
Proposition 3.2]. Obviously, Lemma 3.9 shows that any S-stationary point of (MPCC) is also M-stationary
provided the cone K is polyhedric w.r.t. the reference point.
Below, we study whether any M-stationary point of (MPCC) is also W-stationary in the situation where K
is a polyhedric cone such that at least one of the pairs (Z,≤K) and (Z⋆,≤K◦) is a vector lattice.

Lemma 3.10. Let (z, z∗) ∈ gphNK be fixed. Assume that K is a polyhedric cone and let the following
two conditions hold:

(i) One of the following properties is valid:

(ia) K◦ is pointed, (Z⋆,≤K◦) is a vector lattice, and the mapping Z⋆ ∋ z̃∗ 7→ maxK◦{z̃∗; 0} ∈ Z⋆
is continuous,

(ib) K is pointed, (Z,≤K) is a vector lattice, and the mapping Z ∋ z̃ 7→ maxK{z̃; 0} ∈ Z is
weakly-weakly continuous.

(ii) One of the following properties is valid:

(iia) K is pointed, (Z,≤K) is a vector lattice, and the mapping Z ∋ z̃ 7→ maxK{z̃; 0} ∈ Z is
continuous,

(iib) K◦ is pointed, (Z⋆,≤K◦) is a vector lattice, and the mapping Z⋆ ∋ z̃⋆ 7→ maxK◦{z̃∗; 0} ∈ Z⋆
is weakly-weakly continuous.

Then we have

NgphNK
(z, z∗) ⊆

[
cl(K◦ −K◦ ∩ {z}⊥) ∩ {z}⊥

]
×
[
cl(K −K ∩ {z∗}⊥) ∩ {z∗}⊥

]
.

Proof. Let (η∗, η) ∈ NgphNK
(z, z∗) be arbitrarily chosen. Then we find sequences {(zk, z∗k)} ⊆ gphNK

and {(η∗k, ηk)} ⊆ Z⋆ ×Z which satisfy zk → z, z∗k → z∗, η∗k ⇀ η∗, ηk ⇀ η, and (η∗k, ηk) ∈ N̂gphNK
(zk, z

∗
k)

for all k ∈ N. Exploiting Lemma 3.9, the latter condition is equivalent to η∗k ∈ KK◦(z∗k, zk) as well as
ηk ∈ KK(zk, z

∗
k) for all k ∈ N. Hence, we obtain η∗k ∈ {zk}⊥ and ηk ∈ {z∗k}⊥ for any k ∈ N. Applying

Lemma 2.4, η∗ ∈ {z}⊥ and η ∈ {z∗}⊥ follow. Thus, we only need to show

η∗ ∈ cl
(
K◦ −K◦ ∩ {z}⊥

)
, η ∈ cl(K −K ∩ {z∗}⊥

)
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in order to complete the proof.
Here we only prove that condition (i) implies η ∈ cl(K −K ∩ {z∗}⊥

)
. Similarly, one can proceed in order

to see that condition (ii) implies η∗ ∈ cl
(
K◦ −K◦ ∩ {z}⊥

)
.

First, let us assume that the condition (ia) holds. Here we need some appropriate limiting operators for
sequences of sets, cf. [6, 108]. Thus, for a sequence {Uk} ⊆ 2U in the Banach spaces U , we set

lim sup
k→∞

wUk := {u ∈ U | ∃{Ukl} ⊆ {Uk} ∀l ∈ N ∃ukl ∈ Ukl : ukl ⇀ u},

lim inf
k→∞

Uk := {u ∈ U | ∃k0 ∈ N ∀k ≥ k0 ∃uk ∈ Uk : uk → u}.

These sets are called the weak sequential upper and (strong) sequential lower limit of {Uk}, respectively,
see [6, Section 1.1]. First, note that we have

η ∈ lim sup
k→∞

wTK(zk).

For later use, we need to verify the following formula:

K◦ ∩
(
−TK◦(z∗)

)
⊆ lim inf

k→∞
K◦ ∩

(
−TK◦(z∗k)

)
. (3.12)

Take ξ∗ ∈ K◦ ∩
(
−TK◦(z∗)

)
. Due to [6, Definition 4.1.7, Theorem 4.2.2], we find {ξ∗k} ⊆ Z⋆ satisfying

ξ∗k ∈ −TK◦(z∗k) for all k ∈ N and ξ∗k → ξ∗. Taking the supremum w.r.t. K◦, we obtain the relation
maxK◦{ξ∗k; 0} ∈ −TK◦(z∗k) for all k ∈ N, see Lemma 2.23. By definition of the supremum operator,
maxK◦{ξ∗k; 0} ∈ K◦ is satisfied for any k ∈ N as well. From the continuity assumption on the supremum
operator we obtain maxK◦{ξ∗k; 0} → maxK◦{ξ∗; 0}. Since ξ∗ ∈ K◦ is satisfied, maxK◦{ξ∗; 0} = ξ∗ holds.
This shows the formula in (3.12).
Using the bipolar theorem, see Lemma 2.11, [6, Theorem 1.1.8], Lemma 3.8, (3.12), and Lemma 2.12,
we derive the following chain of inclusions:

lim sup
k→∞

wTK(zk) = lim sup
k→∞

wTK(zk)
◦◦ ⊆ conv lim sup

k→∞
wTK(zk)

◦◦

=

(
lim inf
k→∞

TK(zk)
◦
)◦

=

(
lim inf
k→∞

K◦ ∩ {zk}⊥
)◦

⊆
(
lim inf
k→∞

K◦ ∩
(
−TK◦(z∗k)

))◦
⊆
(
K◦ ∩

(
−TK◦(z∗)

))◦

= cl
(
K −K ∩ {z∗}⊥

)
.

This shows η ∈ cl
(
K −K ∩ {z∗}⊥

)
under condition (ia).

Now, we assume that condition (ib) is satisfied. Recall that for all k ∈ N, we have ηk ∈ TK(zk). Further-
more, ηk ⇀ η holds. For any k ∈ N, we decompose ηk into η

+
k := maxK{ηk; 0} and η−k := minK{ηk; 0}.

Due to the assumption, the sequences {η+k } and {η−k } converge weakly to maxK{η; 0} and minK{η; 0},
respectively. Especially, η+k + η−k = ηk ⇀ η = maxK{η; 0} + minK{η; 0} holds. Due to the definition of
supremum and infimum, we obtain η+k ∈ K and η−k ∈ −K for all k ∈ N. Furthermore, for all k ∈ N,
η−k ∈ TK(zk) follows from Lemma 2.23. We invoke Lemma 3.8 in order to obtain η−k ∈ (−K) ∩ {z∗k}⊥.
Since {η−k } converges weakly, whereas {z∗k} converges strongly, we obtain minK{η; 0} ∈ (−K) ∩ {z∗}⊥
from Lemma 2.4. The relation maxK{η; 0} ∈ K follows from the convexity and closedness of K. Com-
bining the above observations, η ∈ K −K ∩ {z∗}⊥ ⊆ cl

(
K −K ∩ {z∗}⊥

)
is obtained.

Summing up these results, condition (i) implies η ∈ cl
(
K −K ∩ {z∗}⊥

)
.

Combining Lemmas 3.9 and 3.10 with the definitions of S-, M-, and W-stationarity, we obtain the follow-
ing result.

Proposition 3.11. Consider (MPCC) where the cone K is polyhedric and choose an arbitrary feasible
point x̄ ∈M . Then the implication

S-stationarity =⇒ M-stationarity

holds for x̄. If, additionally, the conditions (i) as well as (ii) from Lemma 3.10 are satisfied, then the
implications in (3.10) are valid for x̄.
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Let us discuss the above result by means of the following two examples.

Example 3.12. Let M = (Ω,Σ,m) be a complete as well as σ-finite measure space and fix p ∈ (1,∞)
as well as the corresponding conjugate coefficient p′ ∈ (1,∞). We consider the reflexive Banach space
Z = Lp(M) and the closed, convex, pointed cone

Lp(M)+0 = {u ∈ Lp(M) |u(ω) ≥ 0 f.a.a. ω ∈ Ω} .

As we remarked in Example 2.25, Lp(M)+0 induces a vector lattice in Z and the corresponding supremum
operator maxLp(M)+0

is continuous. On the other hand,

(
Lp(M)+0

)◦
=
{
η ∈ Lp′(M)

∣∣∣ η(ω) ≤ 0 f.a.a. ω ∈ Ω
}

is easily seen. Repeating the same reasoning as used to discuss Lp(M)+0 , we obtain that its polar cone

induces a vector lattice in Z⋆ = Lp
′

(M) whose corresponding supremum operator is continuous. Thus,
the conditions (i) and (ii) of Lemma 3.10 hold since (ia) and (iia) are valid. Note that Lp(M)+0 is polyhedric
by [17, Theorem 3.58]. Thus, the relations in (3.10) are valid. A detailed discussion about MPCCs whose
complementarity cone equals Lp(M)+0 is presented in Section 3.2. �

Example 3.13. Let Ω ⊆ Rd be a bounded domain. We take a closer look at the reflexive Banach space
H1

0 (Ω) and consider the closed, convex, pointed cone

H1
0 (Ω)

+
0 =

{
u ∈ H1

0 (Ω)
∣∣u(ω) ≥ 0 f.a.a. ω ∈ Ω

}
.

This cone is polyhedric by means of [17, Corollary 6.46] and induces a vector lattice in H1
0 (Ω). The

corresponding supremum operator is continuous, see Example 2.25, and weakly-weakly continuous, see
[125, Lemma 4.1]. Consequently, the conditions (i) and (ii) of Lemma 3.10 are valid since (ib) and (iia) are
satisfied and the relations in (3.10) hold. Explicit representations of the W- and S-stationarity conditions
of an MPCC whose complementarity cone is given by H1

0 (Ω)
+
0 can be derived from the results in [123].

In the case d = 1, the M-stationarity conditions are discussed in [73]. In [125], some M-stationarity-type
conditions for the obstacle problem are derived via a regularization approach for domains with dimension
d ≥ 2. Whether these conditions equal the M-stationarity conditions from Definition 3.2 has to be clarified
in the future.
Note that

(
H−1(Ω),≤(H1

0 (Ω)+0 )◦

)
is no vector lattice: in [122, Appendix B], the author shows that the

negative part of a measure µ ∈ H−1(Ω)∩M(Ω), i.e. the possible maximum of µ and 0 w.r.t. (H1
0 (Ω)

+
0 )

◦,
does not necessarily need to be an element of H−1(Ω) again. Thus, the conditions (ia) and (iib) from
Lemma 3.10 cannot be satisfied. �

In the following, we want to consider two important types of MPCCs with polyhedric complementarity
cone in more detail: mathematical problems with complementarity constraints in Lebesgue spaces and
optimization problems with polyhedral complementarity constraints.

3.2. Complementarity programming in Lebesgue spaces

Here we study the problem (MPCC) where Z := Lp(M,Rm) holds and the closed, convex, pointed cone
K is given as stated below:

K := {u ∈ Lp(M,Rm) |u(ω) ≥ 0 f.a.a. ω ∈ Ω} . (3.13)

Therein, M = (Ω,Σ,m) is a complete, σ-finite, as well as nonatomic measure space such that Lq(M) is
separable for all q ∈ [1,∞). We fix p ∈ (1,∞) and denote by p′ ∈ (1,∞) the corresponding conjugate
coefficient. Moreover, we set I := {1, . . . ,m}. Clearly,K is a decomposable set which satisfies Assumption
2.1. That is why for any ū ∈ K, we obtain

NK(ū) =
{
η ∈ Lp′(M,Rm)

∣∣∣ η(ω) ∈ NR
m,+
0

(ū(ω)) f.a.a. ω ∈ Ω
}

=
{
η ∈ Lp′(M,Rm)

∣∣∣ η(ω) ≤ 0, η(ω) · ū(ω) = 0 f.a.a. ω ∈ Ω
}
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from Propositions 2.49 and 2.51. Moreover, K is polyhedric, see [17, Theorem 3.58]. We introduce a
closed set Ξ ⊆ Rm × Rm by

Ξ := {(a, b) ∈ Rm × Rm | a ≥ 0, b ≤ 0, a · b = 0}.

Clearly, Ξ can be represented as the finite union of convex sets and, thus, is derivable, see Lemma 2.15.
Taking these observations together,

gphNK =
{
(u, η) ∈ Lp(M,Rm)× Lp′(M,Rm)

∣∣∣ (u(ω), η(ω)) ∈ Ξ f.a.a. ω ∈ Ω
}

holds true. Moreover, the decomposable set gphNK satisfies Assumption 2.1. In the following theorem,
we present explicit representations of the introduced stationarity conditions of (MPCC) where K is given
as in (3.13). We already know from Proposition 3.11 that the implications in (3.10) hold, see Example
3.12.

Theorem 3.14. Let x̄ ∈ M be a feasible point of (MPCC) where the cone K is given as in (3.13). Then
the following assertions hold:

1. The point x̄ is W-stationary if and only if there are λ ∈ Y⋆ as well as functions µ ∈ Lp′(M,Rm) and
ν ∈ Lp(M,Rm) which satisfy the conditions (3.2a), (3.2b), and

∀i ∈ I : µi(ω) = 0 f.a.a. ω ∈ I+0(x̄, i),

∀i ∈ I : νi(ω) = 0 f.a.a. ω ∈ I0−(x̄, i).
(3.14)

2. The point x̄ is M-stationary if and only if it is W-stationary.

3. The point x̄ is S-stationary if and only if there are λ ∈ Y⋆ as well as functions µ ∈ Lp′(M,Rm) and
ν ∈ Lp(M,Rm) which satisfy the conditions (3.2a), (3.2b), (3.14), and

∀i ∈ I : µi(ω) ≤ 0, νi(ω) ≥ 0 f.a.a. ω ∈ I00(x̄, i). (3.15)

Therein, for any i ∈ I, the measurable sets I+0(x̄, i), I0−(x̄, i), and I00(x̄, i) are defined as stated below:

I+0(x̄, i) := {ω ∈ Ω |G(x̄)i(ω) > 0, H(x̄)i(ω) = 0},
I0−(x̄, i) := {ω ∈ Ω |G(x̄)i(ω) = 0, H(x̄)i(ω) < 0},
I00(x̄, i) := {ω ∈ Ω |G(x̄)i(ω) = 0, H(x̄)i(ω) = 0}.

Proof. For brevity, we set z := G(x̄) and z∗ := H(x̄).
Let us start with the proof of the first assertion. We need to show

cl(K◦ −K◦ ∩ {z}⊥) ∩ {z}⊥ =
{
µ ∈ Lp′(M,Rm)

∣∣∣ ∀i ∈ I : µi(ω) = 0 f.a.a. ω ∈ I+0(x̄, i)
}
,

cl(K −K ∩ {z∗}⊥) ∩ {z∗}⊥ =
{
ν ∈ Lp(M,Rm)

∣∣ ∀i ∈ I : νi(ω) = 0 f.a.a. ω ∈ I0−(x̄, i)
}
.

Here we verify only the first equation, the second one follows in a similar way. Since K is a decomposable
set which satisfies Assumption 2.1, we obtain

K◦ ∩ {z}⊥ = NK(z) =
{
µ ∈ Lp′(M,Rm)

∣∣∣µ(ω) ≤ 0, µ(ω) · z(ω) = 0 f.a.a. ω ∈ Ω
}

=

{
µ ∈ Lp′(M,Rm)

∣∣∣∣∣ ∀i ∈ I :
µi(ω) = 0 f.a.a. ω ∈ I+0(x̄, i)

µi(ω) ≤ 0 f.a.a. ω ∈ I0−(x̄, i) ∪ I00(x̄, i)

}
.

Since we have
K◦ =

{
η ∈ Lp′(M,Rm)

∣∣∣ η(ω) ≤ 0 f.a.a. ω ∈ Ω
}
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from Lemma 2.43, we easily obtain

K◦ −K◦ ∩ {z}⊥ =
{
µ ∈ Lp′(M,Rm)

∣∣∣ ∀i ∈ I : µi(ω) ≤ 0 f.a.a. ω ∈ I+0(x̄, i)
}
.

Due to the closedness of this set, the first assertion follows in a straightforward way.
Let us derive the second assertion. Therefore, we apply Proposition 2.51 to obtain

NgphNK
(z, z∗) ⊆ N c

gphNK
(z, z∗)

=
{
(µ, ν) ∈ Lp′(M,Rm)× Lp(M,Rm)

∣∣∣ (µ(ω), ν(ω)) ∈ N c
Ξ(z(ω), z

∗(ω)) f.a.a. ω ∈ Ω
}
.

(3.16)

Let us introduce Ξ̃ ⊆ Rm × Rm by

Ξ̃ := {(a, b) ∈ Rm × Rm | a ≥ 0, b ≥ 0, a · b = 0}.

Then we clearly have

Ξ =

[
Im O

O −Im

] [
Ξ̃
]

which yields

NΞ(ā, b̄) =

[
Im O

O −Im

] [
NΞ̃(ā,−b̄)

]
(3.17)

for any (ā, b̄) ∈ Ξ, see Lemma 2.38. Using e.g. [45, Proposition 2.4], we obtain

NΞ̃(ā,−b̄) =




(η, ζ) ∈ Rm × Rm

∣∣∣∣∣∣∣

ηi = 0 if i ∈ J+0(ā, b̄)

ζi = 0 if i ∈ J0−(ā, b̄)

(ηi < 0 ∧ ζi < 0) ∨ ηiζi = 0 if i ∈ J00(ā, b̄)





(3.18)

where the index sets J+0(ā, b̄), J0−(ā, b̄), and J00(ā, b̄) are defined as stated below:

J+0(ā, b̄) := {i ∈ I | āi > 0, b̄i = 0},
J0−(ā, b̄) := {i ∈ I | āi = 0, b̄i < 0},
J00(ā, b̄) := {i ∈ I | āi = 0, b̄i = 0}.

Now, we easily see

N c
Ξ(ā, b̄) = convNΞ(ā, b̄) =

[
Im O

O −Im

] [
convNΞ̃(ā,−b̄)

]

=

{
(η, ζ) ∈ Rm × Rm

∣∣∣∣∣
ηi = 0 if i ∈ J+0(ā, b̄)

ζi = 0 if i ∈ J0−(ā, b̄)

}
.

Hence, (3.16) yields that any pair (µ, ν) ∈ NgphNK
(z, z∗) satisfies the conditions in (3.14). Note that this

result is also a consequence of Example 3.12.
Now, choose (µ̃, ν̃) ∈ Lp

′

(M,Rm) × Lp(M,Rm) which satisfy (3.14). Combining (3.17), (3.18), and
Proposition 2.49, we obtain

N s
gphNK

(z, z∗)

=




(µ, ν) ∈ Lp′(M,Rm)× Lp(M,Rm)

∣∣∣∣∣∣∣
∀i ∈ I :

µi(ω) = 0 f.a.a. ω ∈ I+0(x̄, i)

νi(ω) = 0 f.a.a. ω ∈ I0−(x̄, i)
(µi(ω), νi(ω)) ∈ Θ f.a.a. ω ∈ I00(x̄, i)





where Θ ⊆ R2 is the set defined below:

Θ := {(α, β) ∈ R2 | (α < 0 ∧ β > 0) ∨ αβ = 0}.
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Let us introduce functions µ1, µ2 ∈ Lp′(M,Rm) and ν1, ν2 ∈ Lp(M,Rm) by µ1 := 2µ̃, µ2 := 0, ν1 := 0,
and ν2 := 2ν̃. Then it is easy to see from the above representation of the strong limiting normal cone that
(µ1, ν1), (µ2, ν2) ∈ N s

gphNK
(z, z∗) holds. Consequently,

(µ̃, ν̃) = 1
2 (µ

1, ν1) + 1
2 (µ

2, ν2) ∈ convN s
gphNK

(z, z∗) ⊆ NgphNK
(z, z∗)

is obtained from Proposition 2.51. Summing up the above arguments, we have

NgphNK
(z, z∗) =

{
(µ, ν) ∈ Lp′(M,Rm)× Lp(M,Rm)

∣∣∣∣∣ ∀i ∈ I :
µi(ω) = 0 f.a.a. ω ∈ I+0(x̄, i)

νi(ω) = 0 f.a.a. ω ∈ I0−(x̄, i)

}

which yields the second assertion of the theorem.
The proof of the third assertion reduces to the validation of

KK◦(z∗, z) =

{
µ ∈ Lp′(M,Rm)

∣∣∣∣∣ ∀i ∈ I :
µi(ω) = 0 f.a.a. ω ∈ I+0(x̄, i)

µi(ω) ≤ 0 f.a.a. ω ∈ I00(x̄, i)

}
,

KK(z, z∗) =

{
ν ∈ Lp(M,Rm)

∣∣∣∣∣ ∀i ∈ I :
νi(ω) = 0 f.a.a. ω ∈ I0−(x̄, i)
νi(ω) ≥ 0 f.a.a. ω ∈ I00(x̄, i)

}
.

(3.19)

We only show the first formula since the proof of the second one is analogous. Applying the results from
Section 2.3.5, we easily obtain

KK◦(z∗, z) =
{
µ ∈ Lp′(M,Rm)

∣∣∣ η(ω) ∈ K−R
m,+
0

(z∗(ω), z(ω)) f.a.a. ω ∈ Ω
}
.

Using the above notation, it is not difficult to see

K−R
m,+
0

(b̄, ā) = T−R
m,+
0

(b̄) ∩ {ā}⊥ = {η ∈ Rm | ηi ≤ 0 if i ∈ J+0(ā, b̄) ∪ J00(ā, b̄)} ∩ {ā}⊥

=

{
η ∈ Rm

∣∣∣∣∣
ηi = 0 if i ∈ J+0(ā, b̄)

ηi ≤ 0 if i ∈ J00(ā, b̄)

}
.

Thus, the desired result follows once more from pointwise evaluation.

The above theorem shows that the implications in (3.10) can be strengthened to

S-stationarity =⇒ M-stationarity ⇐⇒ W-stationarity

in the case where the complementarity cone is given as presented in (3.13). Thus, M-stationarity is
uncomfortably weak in this case. This result should be alarming in the sense that not all results from
the theory of finite-dimensional complementarity programming can be generalized one-to-one to more
abstract cases. It is a question of future research whether similar problems appear if the complementarity
is induced in Sobolev spaces or other reflexive function spaces.
Note that our stationarity concepts are essentially different from those ones derived in [56]. Especially, our
multiplier functions µ and ν possess a much higher degree of regularity. Furthermore, we do not need
two sets of multipliers in order to define M- and S-stationarity, see [56, Definition 3.1].

Lemma 3.15. Let x̄ ∈ M be a feasible point for (MPCC) where the complementarity cone K is given as
presented in (3.13). Then gphNK is not SNC at (G(x̄), H(x̄)).

Proof. First, suppose that I00(x̄, 1) is a set of positive measure. SinceM is nonatomic, we find a sequence
{Ωk} ⊆ Σ of measurable subsets of I00(x̄, 1) such that m(Ωk)ց 0 holds true, see [16, Corollary 1.12.10].
For any k ∈ N, we define

∀ω ∈ Ω: µk,1(ω) := −m(Ωk)
− 1
p′ χΩk

(ω), νk,1(ω) := 0

and
∀i ∈ {2, . . . ,m} ∀ω ∈ Ω: µk,i(ω) = νk,i(ω) = 0.
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From (3.19) and Lemma 3.9 we have (µk, νk) ∈ N̂gphNK
(G(x̄), H(x̄)) for all k ∈ N. Choose an arbitrary

function u ∈ Lp(M,Rm) and observe that u1 ∈ Lp(M|Ωk
) holds for all k ∈ N. We apply Hölder’s

inequality in order to obtain

∣∣∣〈µk,1, u1〉Lp(M)

∣∣∣ = m(Ωk)
− 1
p′

∣∣∣∣
∫

Ωk

u1(ω)dm

∣∣∣∣

≤ m(Ωk)
− 1
p′ ‖χΩk

‖Lp′ (M|Ωk
) ‖u1‖Lp(M|Ωk

) =

(∫

Ωk

|u1(ω)|pdm
) 1
p
.

Lemma A.1 shows that the latter integral tends to zero. Thus, µk ⇀ 0 is satisfied. However, from
‖µk‖Lp′ (M,Rm) = 1 for any k ∈ N, {µk} does not converge strongly to 0. This leads to (µk, νk) ⇀ (0, 0)

and (µk, νk) 9 (0, 0). Hence, gphNK cannot be SNC at (G(x̄), H(x̄)) in this case.
Now, suppose that I00(x̄, 1) is of measure zero (w.l.o.g. we assume I00(x̄, 1) = ∅). Then one of the sets
I+0(x̄, 1) or I0−(x̄, 1) possesses positive measure. Let us assume m(I+0(x̄, 1)) > 0. Again, we find a
sequence {Ωk} ⊆ Σ of measurable subsetes of I+0(x̄, 1) satisfying m(Ωk)ց 0. For any k ∈ N, we define

∀ω ∈ Ω: uk,1(ω) :=

{
(1− χΩk

(ω))G(x̄)1(ω) if ω ∈ I+0(x̄, 1)

0 if ω ∈ I0−(x̄, 1)

as well as
∀i ∈ {2, . . . ,m} ∀ω ∈ Ω: uk,i(ω) := G(x̄)i(ω).

From Lemma A.1 we obtain uk → G(x̄) in Lp(M,Rm). Let us set

∀ω ∈ Ω: µk,1(ω) := −m(Ωk)
− 1
p′ χΩk

(ω), νk,1(ω) := 0

and
∀i ∈ {2, . . . ,m} ∀ω ∈ Ω: µk,i(ω) = νk,i(ω) := 0

for any k ∈ N. Then from (3.19) and Lemma 3.9 we have (µk, νk) ∈ N̂gphNK
(uk, H(x̄)) for any k ∈ N.

Similar as above, we show µk ⇀ 0 and µk 9 0 which implies that gphNK is not SNC at (G(x̄), H(x̄))
in this case as well. Finally, an analogous argumentation shows the lack of the SNC property whenever
m(I0−(x̄, 1)) > 0 holds. This completes the proof.

Remark 3.16. Due to Theorem 3.14, one may use Proposition 3.6 in order formulate constraint qualifi-
cations which ensure a local optimal solution of (MPCC) where K is given as in (3.13) to be W-stationary.
However, due to Lemma 3.15, the set C needs to possess the SNC property in this case. In view of Lemma
2.19 and Corollary 2.20, and Lemma 2.21, this property fails for many reasonable function spaces and,
thus, the consideration of optimal control problems with complementarity constraints on the control via
Mordukhovich’s approach does not seem to be advisable. In the absence of the constraints g(x) ∈ C,
the only applicable constraint qualification from Proposition 3.6 already implies S-stationarity of local
solutions, see Proposition 3.4. Thus, we focus on Proposition 3.4 for necessary optimality conditions and
constraint qualifications.

The following result is a direct consequence of Proposition 3.4.

Proposition 3.17. Let x̄ ∈M be a local solution of (MPCC) where K is given as in (3.13). We set

S :=





(u, η) ∈ Lp(M,Rm)× Lp′(M,Rm)

∣∣∣∣∣∣∣∣∣∣∣∣

∃α ≥ 0 ∃β ≥ 0 ∀i ∈ I :
ui(ω) = 0 f.a.a. ω ∈ I0−(x̄, i) ∪ I00(x̄, i)
ui(ω) + αG(x̄)i(ω) ≥ 0 f.a.a. ω ∈ I+0(x̄, i)

ηi(ω) = 0 f.a.a. ω ∈ I+0(x̄, i) ∪ I00(x̄, i)
ηi(ω) + βH(x̄)i(ω) ≤ 0 f.a.a. ω ∈ I0−(x̄, i)





and

T :=

{
(u, η) ∈ Lp(M,Rm)× Lp′(M,Rm)

∣∣∣∣∣ ∀i ∈ I :
ui(ω) = 0 f.a.a. ω ∈ I0−(x̄, i) ∪ I00(x̄, i)
ηi(ω) = 0 f.a.a. ω ∈ I+0(x̄, i) ∪ I00(x̄, i)

}
.
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Suppose that the constraint qualification



g′(x̄)
G′(x̄)
H ′(x̄)


 [X ]−

(
RC(g(x̄))

S

)
=




Y
Lp(M,Rm)

Lp
′

(M,Rm)




is satisfied. Then x̄ is W-stationary (and, thus, M-stationary). If, additionally, the constraint qualification

cl





g′(x̄)
G′(x̄)
H ′(x̄)


 [X ]−

(
NC(g(x̄))⊥

T

)
 =




Y
Lp(M,Rm)

Lp
′

(M,Rm)




holds, then x̄ is S-stationary.

Proof. Due to Proposition 3.4, we only need to show

S =
(
RK(G(x̄)) ∩

(
−KK(G(x̄), H(x̄))

))
×
(
RK◦(H(x̄)) ∩

(
−KK◦(H(x̄), G(x̄))

))

and
T =

(
TK∩(−TK(G(x̄)))(G(x̄))

◦⊥
)
×
(
TK◦∩(−TK◦(H(x̄)))(H(x̄))◦⊥

)
.

The formula for S follows from

RK(G(x̄)) =




u ∈ Lp(M,Rm)

∣∣∣∣∣∣∣

∃α ≥ 0 ∀i ∈ I :
ui(ω) ≥ 0 f.a.a. ω ∈ I0−(x̄, i) ∪ I00(x̄, i)
ui(ω) + αG(x̄)i(ω) ≥ 0 f.a.a. ω ∈ I+0(x̄, i)




,

RK◦(H(x̄)) =




η ∈ Lp′(M,Rm)

∣∣∣∣∣∣∣

∃β ≥ 0 ∀i ∈ I :
ηi(ω) ≤ 0 f.a.a. ω ∈ I+0(x̄, i) ∪ I00(x̄, i)
ηi(ω) + βH(x̄)i(ω) ≤ 0 f.a.a. ω ∈ I0−(x̄, i)




,

and (3.19). On the other hand, the relations

K ∩
(
−TK(G(x̄))

)
=

{
u ∈ Lp(M,Rm)

∣∣∣∣∣ ∀i ∈ I :
ui(ω) ≥ 0 f.a.a. ω ∈ I+0(x̄, i)

ui(ω) = 0 f.a.a. ω ∈ I0−(x̄, i) ∪ I00(x̄, i)

}
,

K◦ ∩
(
−TK◦(H(x̄))

)
=

{
η ∈ Lp′(M,Rm)

∣∣∣∣∣ ∀i ∈ I :
ηi(ω) ≤ 0 f.a.a. ω ∈ I0−(x̄, i)
ηi(ω) = 0 f.a.a. ω ∈ I+0(x̄, i) ∪ I00(x̄, i)

}

lead to

TK∩(−TK(G(x̄)))(G(x̄)) =
{
u ∈ Lp(M,Rm)

∣∣ ∀i ∈ I : ui(ω) = 0 f.a.a. ω ∈ I0−(x̄, i) ∪ I00(x̄, i)
}
,

TK◦∩(−TK◦ (H(x̄)))(H(x̄)) =
{
η ∈ Lp′(M,Rm)

∣∣∣ ∀i ∈ I : ηi(ω) = 0 f.a.a. ω ∈ I+0(x̄, i) ∪ I00(x̄, i)
}
.

This shows the formula for T since the above tangent cones are already closed subspaces of Lp(M,Rm)
and Lp

′

(M,Rm), respectively.

3.3. Complementarity programming with polyhedral cones

Let {z∗1 , . . . , z∗m} ⊆ Z⋆ be a set of linear independent functionals where the reflexive Banach space Z is
arbitrarily chosen. Here we consider the polyhedral cone

K := {z ∈ Z | ∀i ∈ {1, . . . ,m} : 〈z∗i , z〉Z ≤ 0} (3.20)
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inducing the complementarity in (MPCC). Note that we cannot apply Proposition 3.11 in order to derive
the relations (3.10) directly since from the above assumptions, it is not clear whether or not K induces a
vector lattice in Z. Consider, e.g., Z = R3 and the polyhedral cone

K := {z ∈ R3 | (1,−1, 0) · z ≤ 0, (−1,−1, 0) · z ≤ 0}

whose generating elements z∗1 = (1,−1, 0) and z∗2 = (−1,−1, 0) are linearly independent. Then K is not
pointed and, consequently, the corresponding binary relation ≤K is not antisymmetric. Hence, K does
not induce a lattice structure in R3. On the other hand, the cone

K◦ = {z∗ ∈ R3 | (−1, 1, 0) · z∗ ≤ 0, (1, 1, 0) · z∗ ≤ 0, (0, 0, 1) · z∗ ≤ 0, (0, 0,−1) · z∗ ≤ 0}

does not induce a lattice structure in R3 as well since, e.g., the set {(0, 0, 0), (0, 0, 1)} does not possess an
upper bound w.r.t. ≤K◦ . Thus, we cannot apply Lemma 3.10 to the situation at hand.
Following Lemma 2.13, we obtain

K◦ = cone{z∗1 , . . . , z∗m}.
Fix a feasible point x̄ ∈ M of (MPCC) where K is given as in (3.20). Then we find unique scalars
α1, . . . , αm ≥ 0 such that H(x̄) =

∑m
i=1 αiz

∗
i is satisfied. Thus, it makes sense to define index sets I(x̄)

and J(x̄) as stated below:

I(x̄) := {i ∈ {1, . . . ,m} | 〈z∗i , G(x̄)〉Z = 0}, J(x̄) := {i ∈ I(x̄) |αi > 0}.

Stipulating lin∅ = cone∅ = {0}, it is easily seen that

RK(G(x̄)) = {d ∈ Z | ∀i ∈ I(x̄) : 〈z∗i , d〉Z ≤ 0} = TK(G(x̄)),

RK◦(H(x̄)) = lin{z∗i | i ∈ J(x̄)}+ cone{z∗i | i ∈ {1, . . . ,m} \ J(x̄)} = TK◦(H(x̄))

hold true since the radial cones are both closed, see Lemma 2.13. Especially, K is polyhedric w.r.t.
(G(x̄), H(x̄)). Moreover, we easily obtain

KK(G(x̄), H(x̄)) =

{
d ∈ Z

∣∣∣∣∣
∀i ∈ I(x̄) \ J(x̄) : 〈z∗i , d〉Z ≤ 0

∀i ∈ J(x̄) : 〈z∗i , d〉Z = 0

}
,

KK◦(H(x̄), G(x̄)) = lin{z∗i | i ∈ J(x̄)}+ cone{z∗i | i ∈ I(x̄) \ J(x̄)}.
(3.21)

For J(x̄) ⊆ P ⊆ Q ⊆ I(x̄), we define

CQ,P := lin{z∗i | i ∈ P}+ cone{z∗i | i ∈ Q \ P},

DQ,P :=

{
d ∈ Z

∣∣∣∣∣
∀i ∈ Q \ P : 〈z∗i , d〉Z ≤ 0

∀i ∈ P : 〈z∗i , d〉Z = 0

}
.

Note that we have CI(x̄),J(x̄) = KK◦(H(x̄), G(x̄)) and DI(x̄),J(x̄) = KK(G(x̄), H(x̄)) from (3.21). We
obtain the following result which was partially presented in [60] and [62] .

Lemma 3.18. Let x̄ ∈ M be feasible for (MPCC) where K is given as in (3.20). Exploiting the above
notations, we obtain

N̂gphNK
(G(x̄), H(x̄)) = CI(x̄),J(x̄) ×DI(x̄),J(x̄),

NgphNK
(G(x̄), H(x̄)) =

⋃

J(x̄)⊆P⊆Q⊆I(x̄)
CQ,P ×DQ,P ,

N c
gphNK

(G(x̄), H(x̄)) = CI(x̄),I(x̄) ×DJ(x̄),J(x̄).

Proof. The formula for the Fréchet normal cone follows from Lemma 3.9. The second assertion precisely
equals [60, Theorem 4.2]. Thus, we only need to prove the formula for Clarke’s normal cone.
Note that for any index sets J(x̄) ⊆ P ⊆ Q ⊆ I(x̄), we have CQ,P ⊆ CI(x̄),I(x̄) and DQ,P ⊆ DJ(x̄),J(x̄).
Since Z is reflexive, we obtain

N c
gphNK

(G(x̄), H(x̄)) = convNgphNK
(G(x̄), H(x̄))

⊆ conv
(
CI(x̄),I(x̄) ×DJ(x̄),J(x̄)

)
= CI(x̄),I(x̄) ×DJ(x̄),J(x̄)
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from the second formula of this lemma. Thus, the inclusion ⊆ holds. For the proof of the converse
inclusion, choose (µ, ν) ∈ CI(x̄),I(x̄) × DJ(x̄),J(x̄) arbitrarily. Then (2µ, 0) ∈ CI(x̄),I(x̄) × DI(x̄),I(x̄) and
(0, 2ν) ∈ CJ(x̄),J(x̄) ×DJ(x̄),J(x̄) are obvious. Hence, we can conclude

(µ, ν) ∈ conv
((
CI(x̄),I(x̄) ×DI(x̄),I(x̄)

)
∪
(
CJ(x̄),J(x̄) ×DJ(x̄),J(x̄)

))

⊆ convNgphNK
(G(x̄), H(x̄)) = N c

gphNK
(G(x̄), H(x̄))

from the second formula of this lemma and the reflexivity of Z. This completes the proof.

Another important observation we report in the subsequent lemma.

Lemma 3.19. Let x̄ ∈ M be a feasible point of (MPCC) where K is given as in (3.20). Exploiting the
above notations, we obtain

cl(K◦ −K◦ ∩ {G(x̄)}⊥) ∩ {G(x̄)}⊥ = CI(x̄),I(x̄),

cl(K −K ∩ {H(x̄)}⊥) ∩ {H(x̄)}⊥ = DJ(x̄),J(x̄).

Proof. We start with the proof of the first equation. Observe that K◦ ∩ {G(x̄)}⊥ = cone{z∗i | i ∈ I(x̄)}
holds. This yields

K◦ −K◦ ∩ {G(x̄)}⊥ = lin{z∗i | i ∈ I(x̄)}+ cone{z∗i | i ∈ {1, . . . ,m} \ I(x̄)}

and the latter set is closed due to Lemma 2.13. Thus, we obtain

cl(K◦ −K◦ ∩ {G(x̄)}⊥) ∩ {G(x̄)}⊥ = (K◦ −K◦ ∩ {G(x̄)}⊥) ∩ {G(x̄)}⊥ = lin{z∗i | i ∈ I(x̄)} = CI(x̄),I(x̄),

i.e. the first assertion of the lemma is valid.
In order to prove the second statement, we show both inclusions separately. First, observe that

K ∩ {H(x̄)}⊥ =

{
d ∈ Z

∣∣∣∣∣
∀i ∈ {1, . . . ,m} \ J(x̄) : 〈z∗i , d〉Z ≤ 0

∀i ∈ J(x̄) : 〈z∗i , d〉Z = 0

}

is satisfied. This yields

K −K ∩ {H(x̄)}⊥ ⊆ {d ∈ Z | ∀i ∈ J(x̄) : 〈z∗i , d〉Z ≤ 0}

and, since the set on the right is closed,

cl(K −K ∩ {H(x̄)}⊥) ∩ {H(x̄)}⊥ ⊆ {d ∈ Z | ∀i ∈ J(x̄) : 〈z∗i , d〉Z ≤ 0} ∩ {H(x̄)}⊥

= {z∗i | i ∈ J(x̄)}⊥ = DJ(x̄),J(x̄)

where we put ∅⊥ = Z if necessary. This shows the inclusion ⊆. On the other hand, the set {z∗i | i ∈ J(x̄)}⊥
is a subset of {H(x̄)}⊥. Furthermore, the above representation of K ∩ {H(x̄)}⊥ enables us to deduce

DJ(x̄),J(x̄) = {z∗i | i ∈ J(x̄)}⊥ ⊆ K ∩ {H(x̄)}⊥ −K ∩ {H(x̄)}⊥

⊆ K −K ∩ {H(x̄)}⊥ ⊆ cl(K −K ∩ {H(x̄)}⊥).

Thus, the inclusion ⊇ holds as well and the proof is completed.

Combining Lemmas 3.18 and 3.19, we are able to state the W-, M-, and S-stationarity conditions of
MPCCs whose complementarity cone is given as stated in (3.20).

Theorem 3.20. Let x̄ ∈ M be a feasible point of (MPCC) where the cone K is given as in (3.20). Then
the following assertions hold:
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1. The point x̄ is W-stationary if and only if there are λ ∈ Y⋆, µ1, . . . , µm ∈ R, and ν ∈ Z which satisfy
the conditions (3.2b) and

0 = ψ′(x̄) + g′(x̄)⋆[λ] +
∑m
i=1µiG

′(x̄)⋆[z∗i ] +H ′(x̄)⋆[ν],

∀i ∈ {1, . . . ,m} \ I(x̄) : µi = 0,

∀i ∈ J(x̄) : 〈z∗i , ν〉Z = 0.

(3.22)

2. The point x̄ is M-stationary if and only if there are λ ∈ Y⋆, µ1, . . . , µm ∈ R, and ν ∈ Z which satisfy
the conditions (3.2b), (3.22), and

∀i ∈ I(x̄) \ J(x̄) : (µi > 0 ∧ 〈z∗i , ν〉Z < 0) ∨ 〈µiz∗i , ν〉Z = 0. (3.23)

3. The point x̄ is S-stationary if and only if there are λ ∈ Y⋆, µ1, . . . , µm ∈ R, and ν ∈ Z which satisfy
the conditions (3.2b), (3.22), and

∀i ∈ I(x̄) \ J(x̄) : µi ≥ 0, 〈z∗i , ν〉Z ≤ 0. (3.24)

Proof. We only need to comment on the M-stationarity conditions since the other representations are
clear from Lemmas 3.18 and 3.19. Therefore, choose (µ, ν) ∈ NgphNK

(G(x̄), H(x̄)). By Lemma 3.18
there exist index sets J(x̄) ⊆ P ⊆ Q ⊆ I(x̄) such that µ ∈ CQ,P and ν ∈ DQ,P hold. Hence, there are
µ1, . . . , µm ∈ R satisfying µi = 0 for all i ∈ {1, . . . ,m} \ Q, µi ≥ 0 for all i ∈ Q \ P , and µ =

∑m
i=1µiz

∗
i .

Especially, µi = 0 holds for all i ∈ {1, . . . ,m} \ I(x̄). On the other hand, ν satisfies 〈z∗i , ν〉Z ≤ 0 for all
i ∈ Q \ P and 〈z∗i , ν〉Z = 0 for all i ∈ P . Particularly, 〈z∗i , ν〉Z = 0 for i ∈ J(x̄) follows. Observe that
I(x̄) \ J(x̄) = (P \ J(x̄)) ∪ (Q \ P ) ∪ (I(x̄) \Q) holds.
For any i ∈ P \J(x̄), we have 〈z∗i , ν〉Z = 0 and, thus, 〈µiz∗i , ν〉Z = 0. Similarly, for i ∈ I(x̄)\Q, we obtain
µi = 0 which leads to 〈µiz∗i , ν〉Z = 0. Finally, choose i ∈ Q \ P . Then we have µi ≥ 0 and 〈z∗i , ν〉Z ≤ 0.
If µi = 0 or 〈z∗i , ν〉Z = 0 holds true, then 〈µiz∗i , ν〉Z = 0 follows again. Otherwise, we have µi > 0 and
〈z∗i , ν〉Z < 0. This completes the proof.

Due to the above theorem, we have the strict relations (3.10) between the introduced stationarity notions
although Proposition 3.11 is not generally applicable here.
Now, necessary optimality conditions of the corresponding MPCC may be derived from Propositions 3.4
and 3.6. Note that for any feasible point x̄ ∈ M of (MPCC) where K is given as in (3.20), the constraint
qualification (3.4) takes the form



g′(x̄)
G′(x̄)
H ′(x̄)


 [X ]−




RC(g(x̄))
{z∗i | i ∈ I(x̄)}⊥
lin{z∗i | i ∈ J(x̄)}


 =



Y
Z
Z⋆


 , (3.25)

whereas the constraint qualification (3.5) becomes

cl





g′(x̄)
G′(x̄)
H ′(x̄)


 [X ]−




NC(g(x̄))⊥
{z∗i | i ∈ I(x̄)}⊥
lin{z∗i | i ∈ J(x̄)}




 =



Y
Z
Z⋆


 .

Assume that the constraint qualification (3.25) holds. Polarizing this equation, we obtain

0 = g′(x̄)⋆[λ] +
∑m
i=1µiG

′(x̄)⋆[z∗i ] +H ′(x̄)⋆[ν],

λ ∈ NC(g(x̄)),
∀i ∈ {1, . . . ,m} \ I(x̄) : µi = 0,

∀i ∈ J(x̄) : 〈z∗i , ν〉Z = 0





=⇒ λ = 0, µ1 = · · · = µm = 0, ν = 0

which is stronger than the constraint qualification (3.9), see Lemma 3.18 for the characterization of the
limiting normal cone to the complementarity set. Thus, under some additional SNC assumptions, (3.25)
is already sufficient for M-stationarity of local optimal solutions of MPCCs whose complementarity cone
K is polyhedral, see Proposition 3.6 as well.
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Corollary 3.21. Let x̄ ∈ M be a local optimal solution of (MPCC) where ψ is continuously Fréchet
differentiable. Let the cone K be given as in (3.20) and assume that X as well as Y are reflexive.
Suppose that (3.25) is satisfied and that one of the additional SNC conditions from Proposition 3.6 holds.
Then x̄ is M-stationary.

It is easily seen that the general setting in this section covers standard MPCCs with X = Rn, Y = Rq,
Z = Rm, and K = Rm,+0 . Indeed, if e1, . . . , em ∈ Rm denote the m unit vectors of Rm, then we have

Rm,+0 = {z ∈ Rm | ∀i ∈ {1, . . . ,m} : (−ei) · z ≤ 0}.

One may check that the stationarity notions characterized in Theorem 3.20 equal the well-known ones,
see [129]. As we mentioned in Remark 3.5, (3.25) equals MPCC-MFCQ in this situation which already
implies M-stationarity of local optimal solutions by means of [42]. We obtained the same result in more
general form in Corollary 3.21.
In [10], the authors discuss a conic linear problem governed by the nonpolyhedric second-order cone
Km. They used a polyhedral approximation of Km in order to simplify the original problem. It was shown
that this approximation is reasonably good under mild assumptions. Transferring this idea to (MPCC)
with complementarity constraints governed by Km, one could think of approximating the nonpolyhedric
complementarity problem by a polyhedral one and applying the results obtained above to study the
surrogate problem. How this can be done explicitly and how the two problems behave is, however,
beyond the scope of this thesis and left as a topic of future research.

3.4. Additional remarks on complementarity programming

We want to close this chapter on complementarity programming with some additional remarks.
Firstly, consider (MPCC) where K is given as in (3.13) or (3.20) and choose a feasible point x̄ ∈ M of
it. Observe that from the proof of Theorem 3.14 and Lemmas 3.18 as well as 3.19, we see that the set
of multipliers (µ, ν) satisfying (3.2c) and (3.2d) equals N c

gphNK
(G(x̄), H(x̄)). Thus, the question arises

whether we have

N c
gphNK

(G(x̄), H(x̄)) =
(
cl(K◦ −K◦ ∩ {G(x̄)}⊥) ∩ {G(x̄)}⊥

)
×
(
cl(K −K ∩ {H(x̄)}⊥) ∩ {H(x̄)}⊥

)

in general or at least in the situation where K is polyhedric w.r.t. (G(x̄), H(x̄)). Currently, there is no
proof available for this result since we still suffer from a lack of knowledge on a general representation
of the limiting normal cone NgphNK

(G(x̄), H(x̄)). On the other hand, it might be possible to derive the
formula

T cgphNK
(G(x̄), H(x̄)) = TK∩(−TK(G(x̄)))(G(x̄))× TK◦∩(−TK◦ (H(x̄)))(H(x̄)),

which is precisely the corresponding dual statement (see proof of Proposition 3.4), directly.
Secondly, it is a question of future research whether M-stationarity of a feasible point of (MPCC) implies
its W-stationarity in general provided the complementarity cone K is polyhedric (or even without the poly-
hedricity assumption). In the proof of Lemma 3.10, the condition that K induces a vector lattice in Z
or that K◦ induces a vector lattice in Z⋆ is indispensable. On the other hand, we saw in the context of
MPCCs whose complementarity cone is polyhedral that this property is not necessary in some cases.
We will see later, see Remark 5.11, that in the setting Z = Sp and K = S+p , the implications (3.10) do
not hold since M- and S-stationarity (in the sense of Definitions 3.2 and 3.1, respectively) do not imply
each other. Furthermore, this example shows that our generalized notions of stationarity do not always
coincide with the well-known stationarity concepts from the literature, see [37]. Thus, in the absence of
polyhedricity, the situation is far more complicated and has to be analyzed carefully for the different com-
plementarity cones.
Since we know from Example 3.13 that the common relationship between W-, M-, and S-stationarity,
see (3.10), is valid for Z = H1

0 (Ω) and the corresponding cone of almost everywhere nonnegative func-
tions H1

0 (Ω)
+
0 , it would be interesting to compute the limiting normal cone to the complementarity set

gphNH1
0 (Ω)+0

in order to find an explicit representation of the M-stationarity conditions stated in Definition

3.2. However, this is a challenging task which requires a deep knowledge of Sobolev spaces and capacity
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theory, see [17, Section 6.4.3], which is clearly beyond the scope of this thesis but a promising object of
future research.
Finally, we want to mention that other stationarity concepts for generalized MPCCs exist in literature apart
from W-, M-, and S-stationarity e.g. Clarke’s stationarity concept, see [37, 66, 79, 129]. A possible
approach on how to derive the so-called C-stationarity conditions is described below. Assume that Z is a
Hilbert space which is identified with its dual by means of Riesz’s representation theorem. Then we have

(G(x), H(x)) ∈ gphNK ⇐⇒ H(x) ∈ NK(G(x)) ⇐⇒ G(x) = projK(G(x) +H(x))

from Example 2.30. Thus, we can restate (MPCC) equivalently by

ψ(x) → min

g(x) ∈ C

G(x)− projK(G(x) +H(x)) = 0

which is an optimization problem with a single nonsmooth constraint. Applying Mordukhovich’s tools of
generalized differentiation, it is possible to derive the M-stationarity conditions of (MPCC) under appropri-
ate constraint qualifications via this problem. On the other hand, since the projection operator projK(·)
possesses certain Lipschitz properties, it is reasonable to apply the concept of Clarke’s generalized Jaco-
bian, see [24, Section 2.6], in order to exploit some abstract differential information to derive first order
optimality conditions of (MPCC). This has been done for K = S+m in [37] and for K = Km in [79]. The
procedure is possible for standard MPCCs as well. This way, the C-stationarity conditions can be de-
duced. However, the definition of Clarke’s generalized Jacobian heavily relies on Rademacher’s theorem
which only applies in our setting if X and Z are finite-dimensional. Thus, this approach is limited to the
finite-dimensional situation which we do not presume here.
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4. Bilevel programming in Banach spaces

In this section, we take a closer look at the general bilevel programming model given by

F (x, y) → min
x,y

G(x) ∈ C

y ∈ Ψ(x)

(BPP)

where Ψ: X ⇒ Y is the solution set mapping of the parametric optimization problem

f(x, y) → min
y

g(x, y) ∈ K.
(4.1)

The following general assumptions on (BPP) shall hold.

Assumption 4.1. The mapping F : X×Y → R is Fréchet differentiable while the mappings f : X×Y → R,
G : X → W, and g : X × Y → Z are continuously Fréchet differentiable. Therein, X , Y, W, and Z are
Banach spaces. Furthermore, the sets C ⊆ W and K ⊆ Z are nonempty, closed, and convex.

Let us briefly explain the decision order in (BPP): First, x ∈ Xad := {x ∈ X |G(x) ∈ C} has to be chosen
(so-called upper level decision). Afterwards, the set Ψ(x) is computed (lower level decision) and the over-
all objective functional F can be evaluated for the pairs (x, y) where y ∈ Ψ(x) holds. Thus, in contrast to
the original bilevel optimization model, see [115], where F is only minimized w.r.t. x, our model (BPP) is
well-defined even if the lower level solution is not unique for some x satisfying the upper level constraints.
In [26, Theorem 5.2], one can find a criterion which ensures the existence of a global optimal solution of
(BPP) in the finite-dimensional situation. The proof of this result heavily relies on the classical Weierstraß
theorem. However, we cannot transfer this proof to the general situation since the set gphΨ which is
part of the constraints of (BPP) is generally nonconvex and, thus, the generalized Weierstraß theorem, see
Lemma 2.5, is rarely applicable. Actually, we have to discuss the existence of global optimal solutions
of (BPP) for the specific instances of this problem separately exploiting given structures. If the lower level
solution is unique, then one may utilize the properties of the corresponding solution operator to show the
existence of global optimal solutions. This procedure is possible for the consideration of e.g. the obstacle
problem, see [125]. Postulating quite restrictive assumptions, the author verifies the existence of global
optimal solutions of a bilevel model possessing optimal control problems of ODEs at upper and lower
level in [20].
In order to derive necessary optimality conditions for the bilevel model (BPP), it is a common idea to trans-
fer it to a single-level surrogate problem. Here we are going to distinguish three different approaches,
see [98]:

• If the lower level problem (4.1) possesses a unique solution ψ(x) for all x ∈ Xad, then the original
bilevel programming problem can be replaced by the equivalent model

F (x, ψ(x)) → min
x

G(x) ∈ C.

Now, the derivation of necessary optimality conditions heavily relies on the properties of the map-
ping Xad ∋ x 7→ ψ(x) ∈ Y and, thus, further discussion depends on the problem’s structure. This
approach is used to tackle finite-dimensional bilevel programming problems in e.g. [25] and [35].
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In [85], we consider an abstract setting in Banach spaces where the lower level is given by an
abstract parametric optimal control problem. Furthermore, all results which address the obstacle
problem (1.3), see e.g. [67, 68, 125], can be settled here. In these papers, the authors exploit
uniqueness and stability results for the solution mapping of a certain given variational inequality.

• If the lower level problem (4.1) is convex w.r.t. y, it seems to be reasonable to replace the condition
y ∈ Ψ(x) in (BPP) by the lower level necessary and sufficient optimality conditions. This can be done
by means of a variational inequality, see e.g. [97, 128, 133] for the finite-dimensional situation and
[64, 66, 73] where the authors study optimal control problems of PDEs with variational inequality
constraints. It is also possible (in the presence of a constraint qualification) to use the KKT condi-
tions of (4.1) to replace the lower level problem. However, introducing the corresponding Lagrange
multiplier as a new decision variable, the resulting surrogate problem does not need to be equi-
valent to the original bilevel programming problem anymore, see [28] for the finite-dimensional
case. We will show that similar or even harder difficulties may arise in a more general setting. The
so-called KKT approach is used to derive necessary optimality conditions for (BPP) in [32, 33, 140]
for the finite-dimensional situation and in [87] for the setting in Banach spaces with applications to
a bilevel optimal control problem of ODEs.

• Let us introduce the so-called optimal value function ϕ : X → R of (OV) by

∀x ∈ X : ϕ(x) := inf
y
{f(x, y) | g(x, y) ∈ K}. (4.2)

Since we clearly have y ∈ Ψ(x) if and only if f(x, y) ≤ ϕ(x) and g(x, y) ∈ K hold, the problem

F (x, y) → min
x,y

G(x) ∈ C

f(x, y)− ϕ(x) ≤ 0

g(x, y) ∈ K

(OV)

is fully equivalent to (BPP), see [34, Theorem 3.1] for the finite-dimensional case as well. However,
this problem is still a challenging one since it contains the implicitly known function ϕ which is
likely to be nonsmooth or even discontinuous. From [35, Theorem 3.1] and other contributions
we see that constraint qualifications of reasonable strength applicable to nonsmooth programs
fail to be satisfied at the feasible points of (OV). Especially, Fritz-John-type optimality conditions
may hold at all feasible points of (OV), see [84, Section 3.2]. Using partial penalization w.r.t. the
constraint f(x, y)− ϕ(x) ≤ 0, Ye and Zhu initiated the study of optimality conditions and constraint
qualifications for (OV) with their seminal work [138]. This paper inspired the theory in [29, 34,
92, 137] for finite-dimensional bilevel programming and the results in [13, 14, 74, 84, 130, 131]
where bilevel optimal control problems of ODEs are studied. These results rely on a careful study
of the subdifferentiability properties of the function ϕ, see e.g. [31, 91, 93]. In this thesis, we will
exploit local Lipschitz properties of the optimal value function.

One may check the monographs [8, 26, 36] for further information and references on several other as-
pects of bilevel programming.

4.1. On a special class of bilevel programming problems with

unique lower level solution

Here we are going to study the bilevel programming model (BPP) where the corresponding lower level
problem is given as stated below:

1
2 ‖C[y]− P[x]‖2M + σ

2 ‖u− Q[x]‖2U → min
y,u

A[y]− B[u]− h(x) = 0

u ∈ Uad.

(4.3)
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One may interpret (4.3) as a parametric optimal control problem of PDEs with control constraints gov-
erned by an elliptic (differential) operator A. Here y and u represent the state and control function,
respectively. The parameters can play the role of desired state and control. In this case, the overall bilevel
programming problem may be seen as a parameter identification problem where the desired state is
unknown and shall be reconstructed by measurements in some observation spaceM.
In addition to the standing assumptions listed in Assumption 4.1, the data of (4.3) shall satisfy the follow-
ing requirements.

Assumption 4.2. The Banach space Y = Ys × U is the product of a reflexive Banach space Ys and a
Hilbert space U . Furthermore,M is a Hilbert space as well. We identify U andM with their corresponding
dual spaces U⋆ andM⋆ by means of Riesz’s representation theorem, respectively. Moreover, we assume
that the norm in U and M is induced by the respective inner product. The mapping h : X → Y⋆s is
Lipschitz continuous and Fréchet differentiable. The set Uad ⊆ U is nonempty, closed, and convex. The
linear operators A ∈ L[Ys,Y⋆s ], B ∈ L[U ,Y⋆s ], C ∈ L[Ys,M], P ∈ L[X ,M], and Q ∈ L[X ,U ] are fixed.
Moreover, A is an isomorphism. Finally, σ > 0 is a fixed constant.

Observe that the so-called state equation A[y]−B[u]−h(x) = 0 is equivalent to y = (A−1◦B)[u]+(A−1◦h)(x)
since A is a bijection. We introduce the control-to-observation operator S := C◦A−1 ◦B ∈ L[U ,M] in order
to transfer (4.3) into the so-called reduced problem

1
2

∥∥S[u]−
(
P− (C ◦ A−1 ◦ h)

)
(x)
∥∥2
M + σ

2 ‖u− Q[x]‖2U → min
u

u ∈ Uad.
(4.4)

Keeping in mind the state equation, the problems (4.3) and (4.4) are equivalent.

Proposition 4.1. Let x̄ ∈ X be arbitrarily chosen. Then for fixed parameter x = x̄, problem (4.3) possesses
a unique solution (ȳ, ū) ∈ Ys × U . Additionally, (ȳ, ū) is the unique solution of the following system:

ȳ = (A−1 ◦ B)[ū] + (A−1 ◦ h)(x̄), (4.5a)

ū = projUad

((
1
σ (S

⋆ ◦ P) + Q− 1
σ (S

⋆ ◦ C ◦ A−1 ◦ h)
)
(x̄)− 1

σ (S
⋆ ◦ S)[ū]

)
. (4.5b)

Proof. Similar as in Example 2.27 we see that for fixed x = x̄, the objective functional of the reduced
problem (4.4) is coercive and strictly convex. Thus, (4.4) possesses the unique solution ū which is neces-
sarily characterized by

−
(
S⋆ ◦ S+ σIU

)
[ū] +

(
(S⋆ ◦ P) + σQ− (S⋆ ◦ C ◦ A−1 ◦ h)

)
(x̄) ∈ N̂Uad

(ū),

see Lemmas 2.5 and 2.29. Due to the inherent convexity of the reduced problem (4.4), this condition is
also sufficient for the optimality of ū. Noting that N̂Uad

(ū) is a cone, by means of Example 2.30 the above
generalized equation is equivalent to condition (4.5b). The corresponding uniquely determined optimal
state ȳ is computed via the modified state equation (4.5a). This completes the proof.

The above result justifies the definition of single-valued mappings ψy : X → Ys and ψu : X → U such that
ψu maps any parameter x̄ ∈ X to the solution ū = ψu(x̄) of the nonsmooth equation (4.5b), whereas ψy
equals (A−1 ◦ B ◦ ψu) + (A−1 ◦ h), i.e. ȳ = ψy(x̄) is valid. Thus, the bilevel programming problem (BPP) is
equivalent to

F̃ (x) := F (x, ψy(x), ψu(x)) → min
x

G(x) ∈ C.
(4.6)

Clearly, in the presence of control constraints, the function ψu is expected to be nonsmooth and, thus,
the same is true for ψy. However, in order to derive necessary optimality criteria for (BPP), we will state
conditions which ensure that ψu and ψy are at least directionally differentiable. Moreover, we will present
formulae which characterize the corresponding directional derivatives. Applying Lemma 2.29 as well as
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an appropriate chain rule to (4.6) and using the theory of MPCCs presented in Chapter 3, we will finally
obtain necessary optimality conditions.

For brevity, we introduce a Lipschitz continuous and Fréchet differentiable function η : X → U and a
bounded, linear operator E ∈ L[U ,U ] by

η := 1
σ (S

⋆ ◦ P) + Q− 1
σ (S

⋆ ◦ C ◦ A−1 ◦ h), E := 1
σ (S

⋆ ◦ S).

Note that E is a monotone operator since we have

〈E[u], u〉U = 1
σ 〈(S⋆ ◦ S)[u], u〉U = 1

σ 〈S[u], S[u]〉M = 1
σ ‖S[u]‖

2
M ≥ 0

for all u ∈ U .

4.1.1. Nonsmooth equations governed by monotone operators

In this section, we are going to provide the theory which is necessary in order to see that the solution map-
ping of the nonsmooth equation (4.5b) is directionally differentiable under some additional assumptions.
Furthermore, we implicitly characterize its directional derivative as the solution of another nonsmooth
equation. Therefore, the parameter-dependent abstract nonsmooth equation

h = projH
(
υ(b)− U[h]

)
(4.7)

will be studied under the following standing assumptions.

Assumption 4.3. The mapping υ : B → H is Fréchet differentiable and Lipschitz continuous with Lipschitz
modulus l > 0. Therein, B is a Banach space, whereasH is a Hilbert space. We identifyH and its dualH⋆
by means of Riesz’s representation theorem. Furthermore, we suppose that the norm in H is induced by
its inner product. The bounded, linear operator U ∈ L[H,H] is monotone. Finally, H ⊆ H is a nonempty,
closed, convex set.

First, we show that for any b ∈ B, (4.7) possesses a unique solution which depends in a Lipschitz continuous
way on the choice of b.

Lemma 4.2. For any b ∈ B, the nonsmooth equation (4.7) possesses a unique solution hb ∈ H. Fur-
thermore, the mapping ψ : B → H which maps b ∈ B to the unique solution hb ∈ H of (4.7) is Lipschitz
continuous with Lipschitz modulus l.

Proof. Fix an arbitrary parameter b ∈ B. According to Example 2.30, hb ∈ H is a solution of (4.7) if and
only if it satisfies

∀h ∈ H : 〈(IH + U)[hb], h− hb〉H ≥ 〈υ(b), h− hb〉H . (4.8)

Thus, let us show that the variational problem (4.8) possesses a unique solution hb. Therefore, observe
that the linear operator IH + U is elliptic. Indeed, we have

∀h ∈ H : 〈(IH + U)[h], h〉H = ‖h‖2H + 〈U[h], h〉H ≥ ‖h‖
2
H

from the monotonicity of U. Consequently, (4.8) possesses a unique solution by means of [75, Theo-
rem 2.1]. Thus, the solution mapping ψ of (4.7) is single-valued.
Now, choose b, b′ ∈ B arbitrarily and fix the corresponding solutions hb, hb′ ∈ H of (4.7), i.e. we have
hb = ψ(b) and hb′ = ψ(b′). From (4.8) we obtain the inequalities

〈(IH + U)[hb], hb′ − hb〉H ≥ 〈υ(b), hb′ − hb〉H , 〈(IH + U)[hb′ ], hb − hb′〉H ≥ 〈υ(b′), hb − hb′〉H .

Summing them up and exploiting the bilinearity of the dual pairing yields

〈(IH + U)[hb − hb′ ], hb′ − hb〉H ≥ 〈υ(b)− υ(b′), hb′ − hb〉H
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or, equivalently,
〈hb′ − hb + U[hb′ − hb], hb′ − hb〉H ≤ 〈υ(b′)− υ(b), hb′ − hb〉H .

We exploit the monotonicity of U and the Lipschitz continuity of υ to see

‖hb′ − hb‖2H ≤ 〈hb′ − hb + U[hb′ − hb], hb′ − hb〉H ≤ 〈υ(b′)− υ(b), hb′ − hb〉H ≤ l ‖b′ − b‖B ‖hb′ − hb‖H .

Thus, by definition of ψ, we have

∀b, b′ ∈ B : ‖ψ(b′)− ψ(b)‖H ≤ l ‖b′ − b‖B ,

i.e. the solution mapping ψ of (4.7) is Lipschitz continuous with Lipschitz modulus l.

Clearly, if H does not equal the whole space H, we cannot expect the Lipschitz continuous solution
mapping ψ of (4.7) to be Fréchet differentiable. However, it seems to be reasonable that ψ possesses
similar properties as the projection operator projH . For a deeper analysis of ψ, we will exploit the
following result by Haraux which says that the projection operator projH is directionally differentiable if
some additional properties hold, e.g. if H is polyhedric, see [57, Theorems 1 and 2].

Lemma 4.3. Choose h, h̄ ∈ H such that h̄ = projH(h) holds. Assume the existence of a self-adjoint
operator L ∈ L[H,H] which possesses the following two properties:

L ◦ projKH(h̄,h−h̄) = projKH(h̄,h−h̄) ◦L, (4.9a)

∀δ ∈ KH(h̄, h− h̄) : lim
tց0

projH(h+ tδ)− projH(h)

t
= L2[δ]. (4.9b)

Then projH is directionally differentiable at h and the following formula holds:

∀δ ∈ H : proj′H(h; δ) =
(
L2 ◦ projKH(h̄,h−h̄)

)
(δ). (4.10)

Furthermore, if H is polyhedric w.r.t. (h̄, h− h̄), then the conditions (4.9) hold true with L := IH, i.e. projH
is directionally differentiable and the corresponding directional derivative satisfies (4.10) with L := IH.

Note that (4.9b) already implies the directional differentiability of projH at h in all directions coming from
the critical cone KH(h̄, h− h̄).
Below, we present a criterion which can be applied in order to check whether the condition (4.9a) is
satisfied.

Lemma 4.4. Choose h, h̄ ∈ H such that h̄ = projH(h) holds. Assume the existence of a self-adjoint
automorphism L ∈ L[H,H] satisfying L

[
KH(h̄, h− h̄)

]
= KH(h̄, h− h̄) and

∀δ ∈ KH(h̄, h− h̄) ∀δ∗ ∈ KH(h̄, h− h̄)◦ : 〈δ∗, δ〉H = 0 ⇐⇒ 〈L[δ∗], L[δ]〉H = 0.

Then (4.9a) is valid.

Proof. First, we show that L
[
KH(h̄, h− h̄)◦

]
= KH(h̄, h − h̄)◦ holds. We exploit the assumptions of the

lemma in order to see the following equivalences:

δ∗ ∈ L
[
KH(h̄, h− h̄)◦

]
⇐⇒ ∃θ∗ ∈ KH(h̄, h− h̄)◦ : δ∗ = L[θ∗]

⇐⇒ ∃θ∗ ∈ H∀δ ∈ KH(h̄, h− h̄) : 〈θ∗, δ〉H ≤ 0 ∧ δ∗ = L[θ∗]

⇐⇒ ∃θ∗ ∈ H∀δ ∈ KH(h̄, h− h̄) : 〈θ∗, L[δ]〉H ≤ 0 ∧ δ∗ = L[θ∗]

⇐⇒ ∃θ∗ ∈ H∀δ ∈ KH(h̄, h− h̄) : 〈L[θ∗], δ〉H ≤ 0 ∧ δ∗ = L[θ∗]

⇐⇒ ∀δ ∈ KH(h̄, h− h̄) : 〈δ∗, δ〉H ≤ 0

⇐⇒ δ∗ ∈ KH(h̄, h− h̄)◦.
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Let us choose δ, δ̄ ∈ H arbitrarily. Due to the above result, the assumptions of the lemma, Example 2.30,
and the fact that KH(h̄, h− h̄) is a cone, we obtain:

δ̄ =
(
L ◦ projKH(h̄,h−h̄)

)
(δ)

⇐⇒ δ̄ = L[θ] ∧ θ = projKH(h̄,h−h̄)(δ)

⇐⇒ δ̄ = L[θ] ∧ θ ∈ KH(h̄, h− h̄) ∧ δ − θ ∈ KH(h̄, h− h̄)◦ ∧ 〈θ, δ − θ〉H = 0

⇐⇒ L−1[δ̄] ∈ KH(h̄, h− h̄) ∧ δ − L−1[δ̄] ∈ KH(h̄, h− h̄)◦ ∧
〈
L−1[δ̄], δ − L−1[δ̄]

〉
H = 0

⇐⇒ δ̄ ∈ KH(h̄, h− h̄), L[δ]− δ̄ ∈ KH(h̄, h− h̄)◦ ∧
〈
δ̄, L[δ]− δ̄

〉
H = 0

⇐⇒ δ̄ =
(
projKH(h̄,h−h̄) ◦L

)
(δ).

This completes the proof.

In order to show our main result of this section, we need the following observation. Its proof is straight-
forward and, hence, omitted.

Lemma 4.5. Let X be a Banach space. For mappings f, g : X → X , we consider the three nonlinear
systems

x = f(y)

y = g(x)

}
(I)

x = f(y)

y = (g ◦ f)(y)

}
(II)

x = (f ◦ g)(x)
y = g(x)

}
(III).

Then (x̄, ȳ) ∈ X × X solves (I) if and only if it solves (II) if and only if it solves (III). Especially, (I) possesses
a unique solution if and only if g ◦ f possesses a unique fixpoint if and only if f ◦ g possesses a unique
fixpoint.

Now, we are able to prove that under the assumptions of Lemma 4.3, the solution mapping ψ of (4.7)
is directionally differentiable. A similar result validated by related proof techniques is presented in [54,
Theorem 4.3].

Proposition 4.6. Let b ∈ B be arbitrarily chosen and set h̄ := ψ(b) and h := υ(b) − U[h̄]. Assume the
existence of a self-adjoint operator L ∈ L[H,H] possessing the properties (4.9) and let

∀h′ ∈ H : projH(h′)− projH(h)−
(
L2 ◦ projKH(h̄,h−h̄)

)
(h′ − h) = o(‖h′ − h‖H)

for some function o : R+
0 → H with limtց0

o(t)
t = 0 be satisfied, i.e. projH is supposed to be B-differentiable

at h. Then ψ is directionally differentiable at b, and for any direction δb ∈ B, the corresponding directional
derivative ψ′(b; δb) is the unique solution of the following nonsmooth equation:

δh =
(
L2 ◦ projKH(h̄,h−h̄)

) (
υ′(b)[δb]− U[δh]

)
. (4.11)

Furthermore, the mapping δb 7→ ψ′(b; δb) is Lipschitz continuous.

Proof. Fix b ∈ B and an arbitrary direction δb ∈ B. According to (4.9a) and Lemma 4.5, (4.11) possesses
a unique solution if and only if the following system possesses a unique solution:

δh = L[θh], (4.12a)

θh = projKH(h̄,h−h̄)
((

L ◦ υ′(b)
)
[δb]−

(
L ◦ U

)
[δh]
)
. (4.12b)

We apply Lemma 4.5 once more in order to see that (δ̄h, θ̄h) solves (4.12) if and only if it solves

δh = L[θh], (4.13a)

θh = projKH(h̄,h−h̄)
((

L ◦ υ′(b)
)
[δb]−

(
L ◦ U ◦ L

)
[θh]
)
. (4.13b)
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Clearly, L ◦ υ′(b) is a bounded linear operator and, thus, Fréchet differentiable and Lipschitz continuous.
Furthermore, it is easy to check that L ◦ U ◦ L is monotone since U is monotone and L is self-adjoint. Thus,
by means of Lemma 4.2, (4.13b) possesses a unique solution θ̄h and the mapping δb 7→ θ̄h is Lipschitz
continuous. Retracing the above arguments, (4.11) possesses a unique solution δ̄h and the mapping
δb 7→ δ̄h is Lipschitz continuous.
Now, we are going to show ψ′(b; δb) = δ̄h. In order to exclude trivial situations, we assume δb 6= 0 since
for δb = 0, the assertion of the lemma is obviously satisfied. Fix some t ≥ 0. Then Lemma 4.3 and the
B-differentiability of projH at h yield

ψ(b+ tδb)− ψ(b) = projH
(
υ(b+ tδb)− U[ψ(b+ tδb)]

)
− projH

(
υ(b)− U[ψ(b)]

)

=
(
L2 ◦ projKH(h̄,h−h̄)

)(
υ(b+ tδb)− υ(b)− U[ψ(b+ tδb)− ψ(b)]

)
+ r1(t)

(4.14)

where
r1(t) := o(‖υ(b+ tδb)− υ(b)− U[ψ(b+ tδb)− ψ(b)]‖H)

satisfies

‖υ(b+ tδb)− υ(b)− U[ψ(b+ tδb)− ψ(b)]‖H → 0 =⇒ ‖r1(t)‖H
‖υ(b+ tδb)− υ(b)− U[ψ(b+ tδb)− ψ(b)]‖H

→ 0.

The Lipschitz continuity of υ, U, and ψ, see Lemma 4.2, guarantee the existence of a constant α > 0 such
that

‖υ(b+ tδb)− υ(b)− U[ψ(b+ tδb)− ψ(b)]‖H ≤ αt
is satisfied. Thus, we obtain

t→ 0 =⇒ ‖r1(t)‖H
t

→ 0. (4.15)

Rearranging (4.14) and exploiting the Fréchet differentiability of υ leads to

ψ(b+ tδb)− ψ(b)− r1(t) =
(
L2 ◦ projKH(h̄,h−h̄)

)(
υ(b+ tδb)− υ(b)− U[ψ(b+ tδb)− ψ(b)]

)

=
(
L2 ◦ projKH(h̄,h−h̄)

)(
tυ′(b)[δb] + o1(t)− U[ψ(b+ tδb)− ψ(b)]

)

=
(
L2 ◦ projKH(h̄,h−h̄)

)(
tυ′(b)[δb]− U[ψ(b+ tδb)− ψ(b)− r1(t)] + r2(t)

)

where r2(t) := o1(t)− U[r1(t)] shall hold and o1 : R
+
0 → H satisfies limtց0

o1(t)
t = 0. Since KH(h̄, h− h̄) is

a cone, we obtain

ψ(b+ tδb)− ψ(b)− r1(t)
t

=
(
L2 ◦ projKH(h̄,h−h̄)

)(
υ′(b)[δb]− U

[
ψ(b+ tδb)− ψ(b)− r1(t)

t

]
+
r2(t)

t

)

for positive t. From (4.15)

t→ 0 =⇒ ‖r2(t)‖H
t

→ 0 (4.16)

follows easily. We introduce a function ξ : R+ → H by

∀t ∈ R+ : ξ(t) :=
ψ(b+ tδb)− ψ(b)− r1(t)

t

and exploit (4.9a) to obtain

ξ(t) =
(
L ◦ projKH(h̄,h−h̄)

)((
L ◦ υ′(b)

)
[δb]−

(
L ◦ U

)
[ξ(t)] + L

[
r2(t)
t

])
. (4.17)

We interpret the above term as a nonsmooth equation in ξ(t) which is parameterized by r2(t)
t . Applying

Lemma 4.5, we can split this equation equivalently into two:

ξ(t) = L[η(t)],

η(t) = projKH(h̄,h−h̄)
((

L ◦ υ′(b)
)
[δb]−

(
L ◦ U

)
[ξ(t)] + L

[
r2(t)
t

])
.
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Again, by Lemma 4.5, this system possesses the same solutions as

ξ(t) = L[η(t)], (4.18a)

η(t) = projKH(h̄,h−h̄)
((

L ◦ υ′(b)
)
[δb]−

(
L ◦ U ◦ L

)
[η(t)] + L

[
r2(t)
t

])
. (4.18b)

Note that the mapping r2(t)
t 7→

(
L ◦ υ′(b)

)
[δb] + L

[
r2(t)
t

]
is Fréchet differentiable and Lipschitz continuous,

whereas the operator L ◦ U ◦ L is monotone. Invoking Lemma 4.2, (4.18b) possesses a unique solution

η̄(t)r2(t)/t for any choice of
r2(t)
t ∈ H and the mapping r2(t)

t 7→ η̄(t)r2(t)/t is Lipschitz continuous. The

same holds true for the overall solution mapping r2(t)
t 7→ (ξ̄(t)r2(t)/t, η̄(t)r2(t)/t) of the system (4.18).

Particularly, r2(t)t 7→ ξ̄(t)r2(t)/t is the single-valued and Lipschitz continuous solution mapping of (4.17).

Now, observe that ξ̄(t)0 = δ̄h holds. On the other hand, we have ξ̄(t)r2(t)/t =
1
t (ψ(b+ tδb)−ψ(b)− r1(t))

by construction. This leads to
∥∥∥∥
ψ(b+ tδb)− ψ(b)− r1(t)

t
− δ̄h

∥∥∥∥
H

=
∥∥ξ̄(t)r2(t)/t − ξ̄(t)0

∥∥
H ≤ β

‖r2(t)‖H
t

where β > 0 is a fixed constant. Combining the last inequality with (4.15) and (4.16) yields
∥∥∥∥
ψ(b+ tδb)− ψ(b)

t
− δ̄h

∥∥∥∥
H
≤ ‖r1(t)‖H + β ‖r2(t)‖H

t
→ 0

for tց 0. This shows ψ′(b; δb) = δ̄h which completes the proof.

Remark 4.7. The assumption on projH to be B-differentiable is essential for the proof of the above propo-
sition. Note that for a finite-dimensional space H, projH is directionally differentiable if and only if it is
B-differentiable at a certain reference point since it is a Lipschitz continuous function, see [112, Proposi-
tion 3.5].
On the other hand, B-differentiability of the projection is not inherent if the underlying space is infinite-
dimensional. In [54, Remark 4], the authors show that the projection onto L2(Ω)+0 , where Ω ⊆ Rd is a
bounded domain, is not necessarily B-differentiable from L2(Ω) to L2(Ω) although it is directionally dif-
ferentiable since L2(Ω)+0 is polyhedric, see Lemma 4.3. Nevertheless, under more restrictive assumptions
on υ and U, the results of Proposition 4.6 stay true even if the space H = L2(Ω) is considered, see [54,
Theorem 4.3] for the details.

4.1.2. Necessary optimality conditions

Here we exploit the results obtained in Chapter 3 and Section 4.1.1 in order to find necessary optimality
conditions for the bilevel programming problem (BPP) with lower level (4.3). Let us start with the following
consequence of Proposition 4.6 and the chain rule for the composition of directionally differentiable
mappings, see [112, Proposition 3.6].

Lemma 4.8. Fix an arbitrary parameter x̄ ∈ X and set ȳ := ψy(x̄), ū := ψu(x̄), as well as w̄ := η(x̄)−E[ū].
Suppose that there exists a self-adjoint operator L ∈ L[U ,U ] which satisfies the following two conditions:

L ◦ projKUad
(ū,w̄−ū) = projKUad

(ū,w̄−ū) ◦L, (4.19a)

∀δ ∈ KUad
(ū, w̄ − ū) : lim

tց0

projUad
(w̄ + tδ)− projUad

(w̄)

t
= L2[δ]. (4.19b)

Moreover, let some function o : R+
0 → U with limtց0

o(t)
t = 0 exist which satisfies

∀w ∈ U : projUad
(w)− projUad

(w̄)−
(
L2 ◦ projKUad

(ū,w̄−ū)
)
(w − w̄) = o(‖w − w̄‖U ), (4.20)

i.e. projUad
is B-differentiable at w̄. Then ψy and ψu are directionally differentiable at x̄. For all δx ∈ X ,

the directional derivative ψ′
u(x̄; δx) is the unique solution of the nonsmooth equation

δu =
(
L2 ◦ projKUad

(ū,w̄−ū)
)(
η′(x̄)[δx]− E[δu]

)
,
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whereas ψ′
y(x̄; δx) can be computed as stated below:

ψ′
y(x̄; δx) =

(
A−1 ◦ B

)
[ψ′
u(x̄; δx)] +

(
A−1 ◦ h′(x̄)

)
[δx].

Furthermore, the mappings δx 7→ ψ′
y(x̄; δx) and δx 7→ ψ′

u(x̄; δx) are Lipschitz continuous.

Now, we are able to show the following result.

Proposition 4.9. Let (x̄, ȳ, ū) ∈ X ×Ys×U be a local optimal solution of (BPP) with lower level (4.3) where
F is continuously Fréchet differentiable. Let the constraint qualification

G′(x̄)[X ]−RC(G(x̄)) =W (4.21)

be satisfied. Set w̄ := η(x̄) − E[ū]. Suppose that there exists a self-adjoint operator L ∈ L[U ,U ] which
satisfies the conditions (4.19) and (4.20). Then (δ̄x, δ̄u, δ̄π) := (0, 0, 0) is a global optimal solution of the
following MPCC:

(
F ′
x(x̄, ȳ, ū) + F ′

y(x̄, ȳ, ū) ◦ A−1 ◦ h′(x̄)
)
[δx]

+
(
F ′
y(x̄, ȳ, ū) ◦ A−1 ◦ B+ F ′

u(x̄, ȳ, ū)
)
[δu] → min

δx,δu,δπ

G′(x̄)[δx] ∈ TC(G(x̄))
δu − L2[δπ] = 0

δπ ∈ KUad
(ū, w̄ − ū)

η′(x̄)[δx]− E[δu]− δπ ∈ KUad
(ū, w̄ − ū)◦

〈η′(x̄)[δx]− E[δu]− δπ, δπ〉U = 0.

(4.22)

Proof. Due to Proposition 4.1, x̄ is a local optimal solution of (4.6). By means of Lemma 4.8 ψy and
ψu are directionally differentiable at x̄. Furthermore, these functions are Lipschitz continuous, see Lemma
4.2. Recall that F̃ : X → R denotes the objective functional of (4.6). Since F is continuously Fréchet
differentiable at (x̄, ȳ, ū), it is locally Lipschitz continuous there. Thus, F̃ is locally Lipschitz continuous
at x̄. Invoking the chain rule [112, Proposition 3.6], F̃ is directionally differentiable at x̄ as well. Using
Lemma 4.8 once more, we obtain

F̃ ′(x̄; δx) = F ′
x(x̄, ψy(x̄), ψu(x̄))[δx] + F ′

y(x̄, ψy(x̄), ψu(x̄))[ψ
′
y(x̄; δx)] + F ′

u(x̄, ψy(x̄), ψu(x̄))[ψ
′
u(x̄; δx)]

= F ′
x(x̄, ȳ, ū)[δx] + F ′

y(x̄, ȳ, ū)
[(
A−1 ◦ B

)
[ψ′
u(x̄; δx)] +

(
A−1 ◦ h′(x̄)

)
[δx]
]
+ F ′

u(x̄, ȳ, ū)[ψ
′
u(x̄; δx)]

=
(
F ′
x(x̄, ȳ, ū) + F ′

y(x̄, ȳ, ū) ◦ A−1 ◦ h′(x̄)
)
[δx] +

(
F ′
y(x̄, ȳ, ū) ◦ A−1 ◦ B+ F ′

u(x̄, ȳ, ū)
)
[ψ′
u(x̄; δx)]

for arbitrary directions δx ∈ X , and the mapping δx 7→ F̃ ′(x̄; δx) is Lipschitz continuous.
Let us define the perturbation mapping ∆: W ⇒ X as stated below:

∀w ∈ W : ∆(w) := {x ∈ X |G(x) + w ∈ C}.

The postulated constraint qualification (4.21) implies that ∆ is calm at (0, x̄), see [17, Theorem 2.87 and
Remark 2.88] and [61, Section 1]. Hence, we can apply [90, Lemma 5.47] in order to see that there exists
a constant c > 0 such that (x̄, G(x̄)) is a local optimal solution of the penalized problem

F̃ (x) + c ‖G(x)− w‖W → min
x,w

w ∈ C.

Observe that (x,w) 7→ c ‖G(x)− w‖W is directionally differentiable at (x̄, G(x̄)) with directional derivative
(δx, δw) 7→ c ‖G′(x̄)[δx]− δw‖W , see [112, Proposition 3.6], and this mapping is Lipschitz continuous. We
apply Lemma 2.29 in order to find the necessary optimality condition

∀δx ∈ X ∀δw ∈ RC(G(x̄)) : F̃ ′(x̄; δx) + c ‖G′(x̄)[δx]− δw‖W ≥ 0.
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Next, we exploit the convexity of C and the continuity of the appearing directional derivatives to obtain
the stronger condition

∀δx ∈ X ∀δw ∈ TC(G(x̄)) : F̃ ′(x̄; δx) + c ‖G′(x̄)[δx]− δw‖W ≥ 0.

This implies
∀δx ∈ X : G′(x̄)[δx] ∈ TC(G(x̄)) =⇒ F̃ (x̄; δx) ≥ 0.

Consequently, δ̄x = 0 solves the surrogate problem

F̃ ′(x̄; δx) → min
δx

G′(x̄)[δx] ∈ TC(G(x̄)).

Let us introduce the additional variable δu := ψ′
u(x̄; δx) in order to handle the directional derivative of F̃

properly. Furthermore, we set

δπ := projKUad
(ū,w̄−ū)

(
η′(x̄)[δx]− E[δu]

)
.

Since KUad
(ū, w̄ − ū) is a closed, convex cone, we can invoke Example 2.30 and Lemma 4.8 in order to

see that the relation δu = ψ′
u(x̄; δx) is equivalent to the complementarity system

δu − L2[δπ] = 0

δπ ∈ KUad
(ū, w̄ − ū)

η′(x̄)[δx]− E[δu]− δπ ∈ KUad
(ū, w̄ − ū)◦

〈η′(x̄)[δx]− E[δu]− δπ, δπ〉U = 0.

For δx = 0, its unique solution is given by δ̄u = δ̄π = 0. Combining this observation with the above
formula for the directional derivative of F̃ , the proposition’s assertion is proven.

Let us exploit the theory of MPCCs presented in Chapter 3 in order to formulate necessary optimality
conditions of KKT-type for the bilevel programming problem under consideration.

Theorem 4.10. Let (x̄, ȳ, ū) ∈ X × Ys × U be a local optimal solution of (BPP) with lower level (4.3) and
let all the assumptions of Proposition 4.9 hold. Then the following statements are valid:

1. Assume that the constraint qualification


G′(x̄) O

O IU
η′(x̄) −E− IU



(
X
U

)
−



IW O O

O L2 O

O IU − L2 IU






TC(G(x̄))
KUad

(ū, w̄ − ū)◦⊥
KUad

(ū, w̄ − ū)⊥


 =



W
U
U


 (4.23)

holds. Then there exist multipliers ρ ∈ W⋆, µ, ν ∈ U , and p ∈ Ys which solve the following system:
0 = F ′

x(x̄, ȳ, ū) + h′(x̄)⋆[p] +G′(x̄)⋆[ρ] + η′(x̄)⋆[ν], (4.24a)

0 = F ′
u(x̄, ȳ, ū) + B⋆[p] + µ− (E+ IU )[ν], (4.24b)

0 = A⋆[p]− F ′
y(x̄, ȳ, ū), (4.24c)

ρ ∈ NC(G(x̄)), (4.24d)

ν + L2[µ− ν] ∈ cl
(
KUad

(ū, w̄ − ū)◦ −KUad
(ū, w̄ − ū)◦

)
, (4.24e)

ν ∈ cl
(
KUad

(ū, w̄ − ū)−KUad
(ū, w̄ − ū)

)
. (4.24f)

2. Let X andW be reflexive. Assume that the constraint qualification

0 = G′(x̄)⋆[ρ] + η′(x̄)⋆[ν],

0 = µ− (E+ IU )[ν],

ρ ∈ NC(G(x̄)),
(ν + L2[µ− ν], ν) ∈ NgphNKUad

(ū,w̄−ū)
(0, 0)





=⇒ ρ = 0, µ = 0, ν = 0 (4.25)

holds, whereas one of the following conditions is valid:
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a) TC(G(x̄)) is SNC at 0 and U is finite-dimensional,

b) the set TC(G(x̄))× gphNKUad
(ū,w̄−ū) is SNC at (0, 0, 0).

Then there are multipliers ρ ∈ W⋆, µ, ν ∈ U , and p ∈ Ys which satisfy the conditions (4.24a) -
(4.24d) and (

ν + L2[µ− ν], ν
)
∈ NgphNKUad

(ū,w̄−ū)
(0, 0). (4.26)

3. Assume that the constraint qualifications (4.23) and

cl





G′(x̄) O

O IU
η′(x̄) −E− IU



(
X
U

)
−



IW O O

O L2 O

O IU − L2 IU






NC(G(x̄))⊥
KUad

(ū, w̄ − ū)◦⊥
KUad

(ū, w̄ − ū)⊥




 =



W
U
U


 (4.27)

are valid. Then there are multipliers ρ ∈ W⋆, µ, ν ∈ U , and p ∈ Ys which satisfy the conditions
(4.24a) - (4.24d) and

ν + L2[µ− ν] ∈ KUad
(ū, w̄ − ū)◦, (4.28a)

ν ∈ KUad
(ū, w̄ − ū). (4.28b)

Proof. First, we note that by means of Proposition 4.9 (δ̄x, δ̄u, δ̄π) = (0, 0, 0) is a global optimal solution
of the MPCC (4.22).
For the proof of the first assertion, we invoke Lemma 2.36 in order to see that (4.23) is equivalent to




G′(x̄) O O

O IU −L2
O O IU

η′(x̄) −E −IU






X
U
U


−




TC(G(x̄))
{0}

KUad
(ū, w̄ − ū)◦⊥

KUad
(ū, w̄ − ū)⊥


 =




W
U
U
U


 .

Thus, we can apply the first statement of Proposition 3.4 in order to find multipliers ρ ∈ W⋆ and κ, ϑ, ν ∈ U
which satisfy (4.24d) and

0 = F ′
x(x̄, ȳ, ū) + F ′

y(x̄, ȳ, ū) ◦ A−1 ◦ h′(x̄) +G′(x̄)⋆[ρ] + η′(x̄)⋆[ν],

0 = F ′
y(x̄, ȳ, ū) ◦ A−1 ◦ B+ F ′

u(x̄, ȳ, ū) + κ− E[ν],

0 = −L2[κ] + ϑ− ν,
ϑ ∈ cl

(
KUad

(ū, w̄ − ū)◦ −KUad
(ū, w̄ − ū)◦

)
,

ν ∈ cl
(
KUad

(ū, w̄ − ū)−KUad
(ū, w̄ − ū)

)
.

(4.29)

We define µ := κ+ν in order to obtain the conditions (4.24e) and (4.24f). Finally, we introduce an adjoint
variable p ∈ Ys as presented in (4.24c) to state the first two conditions in (4.29) as (4.24a) and (4.24b),
equivalently.
The proof of the second assertion is similar to the argumentation above. Under condition 2.a), the set
TC(G(x̄))×{0}×gphNKUad

(ū,w̄−ū) is SNC at (0, 0, 0, 0) and combining Lemmas 2.29 and 2.38 yields the

claim if the constraint qualification

0 = G′(x̄)⋆[ρ] + η′(x̄)⋆[ν],

0 = κ− E[ν],

0 = −L2[κ] + ϑ− ν,
ρ ∈ NC(G(x̄)), κ ∈ U ,
(ϑ, ν) ∈ NgphNKUad

(ū,w̄−ū)
(0, 0)





=⇒ ρ = 0, κ = 0, ϑ = 0, ν = 0 (4.30)

is satisfied. However, (4.30) is equivalent to (4.25):
If (ρ, µ, ν) ∈ W⋆×U×U satisfy the premise of (4.25), then (ρ, κ, ϑ, ν) with κ := µ−ν and ϑ := ν+L2[µ−ν]
satisfy the premise of (4.30). Thus, if the latter constraint qualification holds, we obtain ρ = 0, κ = 0,
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ϑ = 0, and ν = 0 which leads to µ = κ + ν = 0, i.e. (4.25) holds. On the other hand, let (4.25) hold
and assume that (ρ′, κ′, ϑ′, ν′) ∈ W⋆ × U × U × U satisfy the premise of (4.30). Setting µ′ := κ′ + ν′, the
triplet (ρ′, µ′, ν′) satisfies the premise of (4.25) and, thus, we have ρ′ = 0, µ′ = 0, and ν′ = 0. This leads
to κ′ = µ′ − ν′ = 0 and ϑ′ = ν′ + L2[κ′] = 0, i.e. (4.30) is valid.
Postulating 2.b) and observing that the mapping (δu, δπ) 7→ δu − L2[δπ] is surjective, we can adapt the
proof of Proposition 3.6 and the above argumentation in order to verify the second assertion.
The proof of the theorem’s third statement is analogous to the validation of its first assertion using the
second statement of Proposition 3.4.

Observe that the constraint qualifications (4.21) and (4.23) are both implied by the condition


G′(x̄) O

O IU
η′(x̄) −E− IU



(
X
U

)
−



IW O O

O L2 O

O IU − L2 IU






RC(G(x̄))
KUad

(ū, w̄ − ū)◦⊥
KUad

(ū, w̄ − ū)⊥


 =



W
U
U


 . (4.31)

On the other hand, (4.21) and (4.23) together do not need to imply (4.31), see Example 4.15.
Below, we comment on Theorem 4.10.

Remark 4.11. We can interpret the optimality conditions presented in the first, second, and third statement
of Theorem 4.10 as W-, M-, and S-stationarity-type conditions, respectively, since they were derived via
the surrogate MPCC (4.22). Since zero is a global minimizer of (4.22) for any local optimal solution of
(BPP) with lower level problem (4.3) under the assumptions of the theorem, whereas any closed, convex
cone is polyhedric w.r.t. (0, 0), the optimality conditions of S-stationary-type (i.e. the optimality conditions
presented in the theorem’s third statement) possess reasonable strength, see Chapter 3. Moreover, these
S-stationarity-type conditions are more restrictive than the M-stationarity-type optimality conditions (i.e.
the optimality conditions presented in the theorem’s second statement), see Proposition 3.11.
If Uad is polyhedric w.r.t. (ū, w̄ − ū), then the operator L can be chosen to be IU in (4.24e), (4.26), and
(4.28a), see Lemma 4.3. Especially, the optimality system of S-stationarity-type reduces to the classical
system of S-stationarity.

Remark 4.12. From the proof of Theorem 4.10 the system of W-stationarity-type (4.24) possesses a
solution provided the system (4.24d), (4.29) possesses a solution. The converse of this statement is also
true: Let ρ ∈ W⋆, µ, ν ∈ U and p ∈ Ys solve (4.24) and set κ := µ−ν as well as ϑ := ν+L2[κ]. Respecting
the definition of p in (4.24c), the multipliers ρ, κ, ϑ, and ν solve (4.24d), (4.29). Carrying out the
proofs of the theorem’s second and third assertion in a detailed way leads to optimality systems similar to
(4.29) as well, and these systems are equivalent to the optimality conditions of M- and S-stationarity-type,
respectively.

Note that there exist different ways of how to derive necessary optimality conditions for the bilevel pro-
gramming problem of interest. Recalling the proof of Proposition 4.1, we can replace the condition
(y, u) ∈ Ψ(x) equivalently by

A[y]− B[u]− h(x) = 0

η(x)−
(
E+ IU

)
[u] ∈ NUad

(u).

Thus, the original bilevel programming problem is equivalent to an optimization problem whose feasible
set comprises a generalized equation. Problems of this kind were considered in [90, 97, 128, 133] and
many other publications. Here we do not want to discuss this approach in more detail.

Let us take a closer look at the situation where Uad is a cone. Then we can rewrite the original bilevel
programming problem equivalently as the following MPCC:

F (x, y, u) → min
x,y,u

G(x) ∈ C

A[y]− B[u]− h(x) = 0

u ∈ Uad

η(x)−
(
E+ IU

)
[u] ∈ U◦

ad〈
η(x)−

(
E+ IU

)
[u], u

〉
U = 0.

(4.32)
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Using the results of Propositions 3.4 and 3.6, it is possible to obtain necessary optimality conditions for
this problem under appropriate constraint qualifications. Observe that the following results are essentially
different from those obtained in Theorem 4.10. Later, we will visualize these differences in the situation
where Uad equals the nonpolyhedric cone S+p in Section 5.1.

Proposition 4.13. Let (x̄, ȳ, ū) ∈ X × Ys × U be a local optimal solution of (BPP) with lower level (4.3)
where Uad is a cone. Furthermore, set w̄ := η(x̄)− E[ū]. Then the following statements are valid:

1. Assume that the constraint qualification



G′(x̄) O

O IU
η′(x̄) −E− IU



(
X
U

)
−




RC(G(x̄))
RUad

(ū) ∩
(
−KUad

(ū, w̄ − ū)
)

RU◦
ad
(w̄ − ū) ∩

(
−KU◦

ad
(w̄ − ū, ū)

)


 =



W
U
U


 (4.33)

holds. Then there exist multipliers ρ ∈ W⋆, µ, ν ∈ U , and p ∈ Ys which satisfy the conditions (4.24a)
- (4.24d) and

µ ∈ cl
(
U◦
ad − U◦

ad ∩ {ū}⊥
)
∩ {ū}⊥,

ν ∈ cl
(
Uad − Uad ∩ {w̄ − ū}⊥

)
∩ {w̄ − ū}⊥.

2. Let X andW be reflexive, and let F be continuously Fréchet differentiable at (x̄, ȳ, ū). Assume that
the constraint qualification

0 = G′(x̄)⋆[ρ] + η′(x̄)⋆[ν],

0 = µ− (E+ IU )[ν],

ρ ∈ NC(G(x̄)),
(µ, ν) ∈ NgphNUad

(ū, w̄ − ū)





=⇒ ρ = 0, µ = 0, ν = 0

holds, whereas one of the following conditions is valid:

a) C is SNC at G(x̄) and U is finite-dimensional,

b) the set C × gphNUad
is SNC at (G(x̄), ū, w̄ − ū).

Then there are multipliers ρ ∈ W⋆, µ, ν ∈ U , and p ∈ Ys which satisfy (4.24a) - (4.24d) and

(µ, ν) ∈ NgphNUad
(ū, w̄ − ū).

3. Assume that the constraint qualifications (4.33) and

cl






G′(x̄) O

O IU
η′(x̄) −E− IU



(
X
U

)
−




NC(G(x̄))⊥
TUad∩(−TUad

(ū))(ū)
◦⊥

TU◦
ad
∩(−TU◦

ad
(w̄−ū))(w̄ − ū)◦⊥





 =



W
U
U


 (4.34)

are satisfied. Then there are multipliers ρ ∈ W⋆, µ, ν ∈ U , and p ∈ Ys which satisfy (4.24a) -
(4.24d) and

µ ∈ KU◦
ad
(w̄ − ū, ū),

ν ∈ KUad
(ū, w̄ − ū).

Remark 4.14. Even in the situation where Uad is a polyhedric cone, there might be a difference between
the results in Theorem 4.10 and Proposition 4.13 although we can put L := IU . In order to see this, we can
consider U := L2(M) and Uad := L2(M)+0 for some complete, σ-finite, and nonatomic measure space
M = (Ω,Σ,m) such that Lq(M) is separable for all q ∈ [1,∞). Then we have from (3.19) and Proposition
3.17 that the constraint qualification (4.33) is stronger than (4.31), whereas (4.27) is equivalent to (4.34).
Observe that the corresponding systems of W- and S-stationarity (i.e. the first and third optimality system
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in Theorem 4.10 and Proposition 4.13) are equivalent, see Theorem 3.14 and (3.19). Clearly, the M-
stationarity-type optimality conditions are not applicable due to the absence of the SNC property for the
complementarity set in Lebesgue spaces, see Lemma 3.15. Thus, in this situation, the results in Theorem
4.10 are superior to those in Proposition 4.13. In Section 5.1, we will analyze the situation where U = Sp
and Uad := S+p are under consideration.

We want to close this section with an illustrative example.

Example 4.15. We choose Ω := (0, 1) ⊆ R, X = U = L2(Ω), Ys := {y ∈ AC1,2(Ω,R) | y(0) = 0},
C := {x ∈ L2(Ω) |x(ω) ∈ [−1, 1] f.a.a. ω ∈ Ω},

as well as Uad = L2(Ω)+0 and consider the bilevel programming problem

1
2

∫ 1

0

(y(ω)− 1)2dω → min
x,y,u

x ∈ C

(y, u) ∈ Ψ(x)

(4.35)

where Ψ: L2(Ω) ⇒ Ys × L2(Ω) denotes the solution mapping of

1
2

∫ 1

0

(u(ω)− x(ω))2dω → min
y,u

y(ω)−
∫ ω

0

u(τ)dτ −
∫ ω

0

x(τ)dτ = 0 a.e. on Ω

u ∈ L2(Ω)+0 .

(4.36)

Clearly, the lower level dynamics can be expressed equivalently by ∇y = u + x almost everywhere on Ω
and y(0) = 0. We identify Y⋆s with its dual by means of Riesz’s representation theorem. Thus, we obtain
σ = 1, C = O, P = O, Q = IL2(Ω), A = IYs

, and

∀u, x ∈ L2(Ω) ∀ω ∈ Ω: B[u](ω) =

∫ ω

0

u(τ)dτ, h(x)(ω) =

∫ ω

0

x(τ)dτ = B[x](ω).

This yields η = IL2(Ω) and E = O.
One can easily check that a global optimal solution of (4.35) is given by (x̄, ȳ, ū) ∈ L2(Ω) × Ys × L2(Ω)
defined below:

∀ω ∈ Ω: x̄(ω) = ū(ω) =

{
1 if ω ∈ (0, 12 ),

0 if ω ∈ [ 12 , 1),
ȳ(ω) =

{
2ω if ω ∈ (0, 12 ),

1 if ω ∈ [ 12 , 1).

As said in Remark 4.7, the projection onto L2(Ω)+0 is not B-differentiable from L2(Ω) to L2(Ω) so we
cannot apply Theorem 4.10 directly. On the other hand, in order to prove Proposition 4.9 and, thus,
Theorem 4.10, we only need the directional differentiability of the solution mapping to the nonsmooth
equation (4.5b) which reduces to ū = projUad

(x̄) in our setting. Thus, its solution mapping equals projUad
.

Clearly, since Uad = L2(Ω)+0 is polyhedric, the directional differentiability of the projection is inherent from
Lemma 4.3. Especially, we have L = IL2(Ω). Thus, we can apply Theorem 4.10.
Clearly, the constraint qualification (4.21) holds. Using Lemma 2.12 and the results from Section 2.3.5,
we obtain

NC(x̄) =
{
v ∈ L2(Ω)

∣∣∣∣∣
v(ω) ≥ 0 f.a.a. ω ∈ (0, 12 )

v(ω) = 0 f.a.a. ω ∈ [ 12 , 1)

}
,

NC(x̄)⊥ =
{
w ∈ L2(Ω) |w(ω) = 0 f.a.a. ω ∈ (0, 12 )

}
,

KUad
(ū, x̄− ū) =

{
w ∈ L2(Ω) |w(ω) ≥ 0 f.a.a. ω ∈ [ 12 , 1)

}
,

KUad
(ū, x̄− ū)◦ =

{
v ∈ L2(Ω)

∣∣∣∣∣
v(ω) = 0 f.a.a. ω ∈ (0, 12 )

v(ω) ≤ 0 f.a.a. ω ∈ [ 12 , 1)

}
,

KUad
(ū, x̄− ū)⊥ = {0},

KUad
(ū, x̄− ū)◦⊥ =

{
w ∈ L2(Ω)

∣∣w(ω) = 0 f.a.a. ω ∈ [ 12 , 1)
}
.
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From above, we easily see

NC(x̄)⊥ −KUad
(ū, x̄− ū)◦⊥ −KUad

(ū, x̄− ū)⊥ = L2(Ω).

Using Corollary 2.37 twice, this is equivalent to



IL2(Ω) O

O IL2(Ω)

IL2(Ω) −IL2(Ω)



(
L2(Ω)
L2(Ω)

)
−




NC(x̄)⊥
KUad

(ū, x̄− ū)◦⊥
KUad

(ū, x̄− ū)⊥


 =



L2(Ω)
L2(Ω)
L2(Ω)




and the latter condition implies (4.23) and (4.27) for (4.35). By means of Example 2.27 the objective
functional of (4.35) is continuously Fréchet differentiable. Consequently, we know that the S-stationarity-
type optimality conditions from Theorem 4.10 hold at (x̄, ȳ, ū). Note that since we have

RC(x̄) = cone

{
u ∈ L2(Ω)

∣∣∣∣∣
u(ω) ∈ [−2, 0] f.a.a. ω ∈ (0, 12 )

u(ω) ∈ [−1, 1] f.a.a. ω ∈ [ 12 , 1)

}
,

all functions from RC(x̄) need to be essentially bounded, i.e. they come from L∞(Ω). Thus, we obtain

RC(x̄)−KUad
(ū, x̄− ū)◦⊥ −KUad

(ū, x̄− ū)⊥ 6= L2(Ω)

which shows (apply Corollary 2.37 again) that (4.31) is violated for our problem of interest. Following
Remark 4.14, the constraint qualification (4.33) is violated as well. Especially, we cannot apply the W- and
S-stationarity conditions from Proposition 4.13. Since gphNUad

fails to be SNC everywhere, see Lemma
3.15, the corresponding M-stationarity conditions from Proposition 4.13 cannot be used as well.
In order to evaluate the optimality conditions, we interpret F ′

y(x̄, ȳ, ū) as a function in AC
1,2(Ω,R). Using

Lemma A.5, we obtain

∀ω ∈ Ω: F ′
y(x̄, ȳ, ū)(ω) =

∫ ω

0

∫ 1

s

(ȳ(τ)− 1)dτds.

Applying the definition of the adjoint operator yields B⋆[y] = ∇y for all functions y ∈ Ys. Defining a
function ψ ∈ L2(Ω) by ψ := B⋆[F ′

y(x̄, ȳ, ū)] = h′(x̄)⋆[F ′
y(x̄, ȳ, ū)], the S-stationarity conditions from the

third assertion of Theorem 4.10 reduce to

0 = ψ + ρ+ ν,

0 = ψ + µ− ν,
ρ ∈ NC(x̄),
µ ∈ KUad

(ū, x̄− ū)◦,
ν ∈ KUad

(ū, x̄− ū).

(4.37)

Due to

∀ω ∈ Ω: ψ(ω) =

∫ 1

ω

(ȳ(s)− 1)ds =

{
ω − ω2 − 1

4 if ω ∈ (0, 12 ),

0 if ω ∈ [ 12 , 1),

the system (4.37) possesses the solution ρ := −2ψ, µ = 0, and ν = ψ. Thus, the S-stationarity-type
conditions are valid. �

4.2. The KKT reformulation of the bilevel programming problem

In this section, we want to discuss the replacement of the lower level problem by necessary and sufficient
optimality conditions comprising multipliers. Let us first postulate our standing assumptions which shall
hold throughout the whole section.
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Assumption 4.4. Let Assumption 4.1 hold. Furthermore, f and g are twice continuously Fréchet differen-
tiable, whereas K is a nonempty, closed, convex cone. For any x ∈ Xad, f(x, ·) is convex, whereas g(x, ·)
is −K-convex. Finally, for any x ∈ Xad and any y ∈ Y satisfying g(x, y) ∈ K, the constraint qualification

g′y(x, y)[Y]−RK(g(x, y)) = Z

shall hold.

These assumptions guarantee that for any x ∈ Xad, the condition y ∈ Ψ(x) is equivalent to

∃λ ∈ K◦ ∩ {g(x, y)}⊥ : f ′y(x, y) + g′y(x, y)
⋆[λ] = 0, g(x, y) ∈ K,

see Lemmas 2.32 and 2.35. Thus, it is reasonable to study the surrogate problem

F (x, y) → min
x,y,λ

G(x) ∈ C

f ′y(x, y) + g′y(x, y)
⋆[λ] = 0

g(x, y) ∈ K

λ ∈ K◦

〈λ, g(x, y)〉Z = 0

(KKT)

which is an MPCC, see Chapter 3. We call (KKT) the KKT reformulation of (BPP). Similar as presented in
Lemma 3.1 we easily see that KRZCQ fails to be satisfied at the feasible points of (KKT). That is why we
need to invoke the theory developed in Chapter 3 in order to state applicable necessary optimality condi-
tions and constraint qualifications. Furthermore, in view of [28], it is necessary to clarify the relationship
between the two optimization models (BPP) and (KKT).

4.2.1. On the relationship between original and surrogate problem

In this section, we want to compare the models (BPP) and (KKT) w.r.t. their global and local optimal
solutions. As mentioned earlier, by means of [28] we expect some delicate results here when local optimal
solutions are under consideration. The core of our analysis relies on the properties of the Lagrange
multiplier mapping Λ: X × Y ⇒ Z⋆ of (4.1) defined below:

∀x ∈ X ∀y ∈ Y : Λ(x, y) := {λ ∈ K◦ ∩ {g(x, y)}⊥ | f ′y(x, y) + g′y(x, y)
⋆[λ] = 0}.

Note that due to Assumption 4.4 as well as Lemmas 2.32 and 2.35, we have y ∈ Ψ(x) for x ∈ Xad

with g(x, y) ∈ K if and only if Λ(x, y) 6= ∅ holds. In the following lemma, we subsume some important
properties of Λ. Recall that Assumption 4.4 holds. Especially, KRZCQ holds at any lower level feasible
point if the corresponding parameter is feasible for the upper level problem.

Lemma 4.16. Let (x̄, ȳ) ∈ X × Y be feasible for (4.1) and assume that Λ(x̄, ȳ) is nonempty. Then the
following assertions hold:

1. For any sequences {(xk, yk)} ⊆ X × Y and {λk} ⊆ Z⋆ satisfying xk → x̄, yk → ȳ, λk
⋆→ λ̄, and

λk ∈ Λ(xk, yk) for all k ∈ N, we have λ̄ ∈ Λ(x̄, ȳ).

2. Λ is locally bounded at (x̄, ȳ).

3. If the set-valued mapping Υ: Y⋆ ×Z ⇒ Z⋆ defined by

∀y∗ ∈ Y⋆ ∀z ∈ Z : Υ(y∗, z) := {λ ∈ K◦ ∩ {z}⊥ | y∗ + g′y(x̄, ȳ)
⋆[λ] = 0} (4.38)

is locally upper Lipschitzian at (f ′y(x̄, ȳ), g(x̄, ȳ)), then Λ is locally upper Lipschitzian at (x̄, ȳ).
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Proof. Let us start with the proof of the first assertion. Therefore, choose sequences {(xk, yk)} ⊆ X × Y
and {λk} ⊆ Z⋆ which satisfy xk → x̄, yk → ȳ, λk

⋆→ λ̄, and λk ∈ Λ(xk, yk) for all k ∈ N. Then we have

f ′y(xk, yk) + g′y(xk, yk)
⋆[λk] = 0, 〈λk, g(xk, yk)〉Z = 0, λk ∈ K◦

for any k ∈ N. Since K◦ is weakly⋆ closed, we have λ̄ ∈ K◦ as well. The continuity of g and Lemma
2.4 lead to

〈
λ̄, g(x̄, ȳ)

〉
Z = 0. Since f and g are continuously Fréchet differentiable, we obtain the

convergencies f ′y(xk, yk) → f ′y(x̄, ȳ) and g
′
y(xk, yk) → g′y(x̄, ȳ) in Y⋆ and L[Y,Z], respectively. We apply

Lemma 2.4 once more in order to see

lim
k→∞

〈
g′y(xk, yk)

⋆[λk], y
〉
Y = lim

k→∞

〈
λk, g

′
y(xk, yk)[y]

〉
Z =

〈
λ̄, g′y(x̄, ȳ)[y]

〉
Z =

〈
g′y(x̄, ȳ)

⋆[λ̄], y
〉
Y

for any y ∈ Y, i.e. g′y(xk, yk)⋆[λk]
⋆→ g′y(x̄, ȳ)

⋆[λ̄] holds. Hence, for any y ∈ Y, we have
〈
f ′y(x̄, ȳ) + g′y(x̄, ȳ)

⋆[λ̄], y
〉
Y = lim

k→∞

〈
f ′y(xk, yk) + g′y(xk, yk)

⋆[λk], y
〉
Y = 0

which yields f ′y(x̄, ȳ) + g′y(x̄, ȳ)
⋆[λ̄] = 0. Summarizing the above calculations, we arrive at λ̄ ∈ Λ(x̄, ȳ).

The fact that Λ is locally bounded at (x̄, ȳ) follows from [17, Proposition 4.43]. The final statement of the
lemma is a consequence of [17, Lemma 4.44].

Note that the property of Λ which we discussed in the first statement of the above lemma is stronger than
its closedness. Clearly, whenever Z is finite-dimensional, then both properties are equivalent.
Now, we are prepared to start our analysis of the relationship between the two problems (BPP) and (KKT).
For global optimal solutions, the situation is calm and parallels [28, Theorems 2.1 and 2.3]. The proof of
the subsequent result is straightforward and, hence, omitted.

Theorem 4.17. If (x̄, ȳ) ∈ X × Y is a global optimal solution of (BPP), then (x̄, ȳ, λ) is a global optimal
solution of (KKT) for any λ ∈ Λ(x̄, ȳ). On the other hand, if (x̃, ỹ, λ̃) ∈ X × Y × Z⋆ is a global optimal
solution of (KKT), then (x̃, ỹ) is a global optimal solution of (BPP).

Now, we take a look at the relationship of (BPP) and (KKT) w.r.t. local optimal solutions. Note that local
optimality is considered w.r.t. all appearing variables of (KKT) in this thesis. In [137], the authors use a
different notion of local optimality where the norm of the lower level Lagrange multiplier λ is not taken
into account.
Let us start with the following observation. Its proof is, again, standard and, thus, omitted.

Theorem 4.18. If (x̄, ȳ) ∈ X × Y is a local optimal solution of (BPP), then (x̄, ȳ, λ) is a local optimal
solution of (KKT) for any λ ∈ Λ(x̄, ȳ).

Clearly, the most interesting question is whether a local optimal solution of (KKT) corresponds to a local
optimal solution of the original bilevel programming problem since we want to solve the surrogate prob-
lem (KKT) instead of dealing with the hierarchical optimization problem (BPP). In the situation where Z is
finite-dimensional, we obtain the following result which parallels [28, Theorem 3.2].

Theorem 4.19. Suppose that Z is finite-dimensional and let (x̄, ȳ, λ) ∈ X × Y × Z⋆ be a local optimal
solution of (KKT) for every λ ∈ Λ(x̄, ȳ). Then (x̄, ȳ) is a local optimal solution of (BPP).

Proof. Suppose that (x̄, ȳ) is no local optimal solution of (BPP). Then there is a sequence {(xk, yk)} of
points from gphΨ ∩ (Xad × Y) converging to (x̄, ȳ) which satisfy F (xk, yk) < F (x̄, ȳ) for all k ∈ N. Since
KRZCQ holds for the lower level problem at (xk, yk), we find λk ∈ Λ(xk, yk) for all k ∈ N. Applying
Lemma 4.16, {λk} is a bounded sequence in a finite-dimensional Banach space and, thus, contains a
convergent subsequence with limit λ̄ ∈ Z⋆. Due to the closedness of Λ at (x̄, ȳ), see Lemma 4.16, we
obtain λ̄ ∈ Λ(x̄, ȳ). Thus, (x̄, ȳ, λ̄) is no local optimal solution of (KKT) which contradicts the assumptions
we made.



4. Bilevel programming in Banach spaces 84

Let (x̄, ȳ) be a feasible point of (BPP). It is presented in [28, Example 3.1] in the case of finite-dimensional
bilevel programming that there may exist only one element λ̃ in the set of regular Lagrange multipliers
Λ(x̄, ȳ) such that (x̄, ȳ, λ) is a local optimal solution of (KKT) for all λ ∈ Λ(x̄, ȳ) \ {λ̃} whereas (x̄, ȳ, λ̃) is
not, and (x̄, ȳ) is no local optimal solution of (BPP). Moreover, λ̃ may be a point in the relative interior of
Λ(x̄, ȳ).
The proof of Theorem 4.19 heavily relies on the fact that the bounded sequence of Lagrange multipli-
ers contains a convergent subsequence which is natural when Z is finite-dimensional. However, this
argumentation is not possible anymore if we drop the assumption on Z to be a Banach space of finite
dimension. In the following example, we show that the situation is even worse in more general cases.

Example 4.20. For X = Y = R2 and

Z = Cp([0, 2π]) := {u ∈ C([0, 2π]) |u(0) = u(2π)},
K := {u ∈ Cp([0, 2π]) |u(t) ≤ 0 for all t ∈ [0, 2π]},

we consider the parametric optimization problem

x · y → min
y

g(y) ∈ K
(4.39)

where g : R2 → Cp([0, 2π]) is given by

∀y ∈ R2 ∀t ∈ [0, 2π] : g(y)(t) := y1 cos(t) + y2 sin(t)− 1.

Note that g(y) ∈ K is equivalent to |y|2 ≤ 1: Assume g(y) ∈ K and |y|2 > 1. Then there is a unique
t̂ ∈ [0, 2π) such that y/ |y|2 = (cos(t̂), sin(t̂)) holds. This yields

g(y)(t̂) = y1 cos(t̂) + y2 sin(t̂)− 1 =
1

|y|2
(y21 + y22)− 1 =

|y|22
|y|2
− 1 = |y|2 − 1 > 0

which is a contradiction. On the other hand, |y|2 ≤ 1 yields

g(y)(t) =

(
y1
y2

)
·
(
cos(t)
sin(t)

)
− 1 ≤ |y|2

√
cos2(t) + sin2(t)− 1 = |y|2 − 1 ≤ 0

for any t ∈ [0, 2π], i.e. g(y) ∈ K.
Thus, for any x ∈ R2 \ {0}, the unique optimal solution of (4.39) is given by ȳ(x) := −x/ |x|2, and there
is a unique t(x) ∈ [0, 2π) which satisfies ȳ(x) = (cos(t(x)), sin(t(x))). The affine mapping g is continuous
and, hence, continuously Fréchet differentiable with Fréchet derivative G ∈ L[R2, Cp([0, 2π])] given below:

∀d ∈ R2 ∀t ∈ [0, 2π] : G[d](t) = d1 cos(t) + d2 sin(t).

Note that we have

g(ȳ(x)) + g′(ȳ(x))[−ȳ(x)] = g(ȳ(x))− G[ȳ(x)] ≡ −1 ∈ intK

which shows that KRZCQ holds for (4.39) at the optimal solution, see Remark 2.33. It is reasonable to
interpret Cp([0, 2π])

⋆ =M([0, 2π)) where the latter vector space contains all signed and regular measures
of ([0, 2π),B([0, 2π))) equipped with the common variation norm of measure spaces. That is why we have

∀µ ∈M([0, 2π)) : G⋆[µ] =
(∫

[0,2π)

cos(t)dµ(t),

∫

[0,2π)

sin(t)dµ(t)

)

as well as
K◦ = {µ ∈M([0, 2π)) | ∀A ∈ B([0, 2π)) : µ(A) ≥ 0},

and the KKT conditions of (4.39) at (x, ȳ(x)) take the form

x1 +

∫

[0,2π)

cos(t)dλ(t) = 0, x2 +

∫

[0,2π)

sin(t)dλ(t) = 0,

∫

[0,2π)

g(ȳ(x))(t)dλ(t) = 0, λ ∈ K◦.
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The unique solution of this system is given by λ(x) := |x|2 δt(x) where δt(x) denotes the Dirac measure of
the singleton {t(x)}.
For an arbitrary continuously differentiable function F : R2×R2 → R, we consider the bilevel programming
problem

F (x, y) → min
x,y

|x|2 − 1 = 0

y ∈ Ψ(x)

(4.40)

where Ψ: R2 ⇒ R2 denotes the solution set mapping of (4.39). This problem satisfies Assumption 4.4.
Due to the above considerations, its KKT reformulation is given by

F (x, y) → min
x,y,λ

|x|2 − 1 = 0
x

|x|2
+ y = 0

λ− |x|2 δt(x) = 0.

(4.41)

Choosing two different feasible points (xi, yi, λi), i = 1, 2, of (4.41), we have t(x1) 6= t(x2) and, thus,
∥∥λ1 − λ2

∥∥
M([0,2π))

=
∥∥δt(x1) − δt(x2)

∥∥
M([0,2π))

= 2.

Consequently, any feasible point of the KKT reformulation (4.41) is a local optimal solution of this problem
since it is isolated. However, for reasonable objective functions F , not every feasible point will be locally
optimal for (4.40). Note that this example satisfies all the assumptions of Theorem 4.19 apart from the
fact that Z is infinite-dimensional. Choosing a sequence {(xk, yk)} ⊆ (Xad × R2) ∩ gphΨ converging to
some point (x̄, ȳ) (with x̄ 6= (1, 0)), we easily see t(xk)→ t(x̄). Thus, for any u ∈ Cp([0, 2π]), we obtain

lim
k→∞

〈λ(xk), u〉Cp([0,2π])
= lim
k→∞

∫

[0,2π)

u(t)dδt(xk)(t) = lim
k→∞

u(t(xk))

= u(t(x̄)) =

∫

[0,2π)

u(t)dδt(x̄)(t) = 〈λ(x̄), u〉Cp([0,2π])
,

i.e. the bounded sequence of corresponding Lagrange multipliers {λ(xk)} converges weakly⋆ to a mul-
tiplier λ(x̄) ∈ Λ(x̄, ȳ). However, the convergence is not strong whenever the sequence {xk} does not
become stationary. This shows exemplary why the proof of Theorem 4.19 does not apply to the situation
where Z is infinite-dimensional. �

In order to avoid the difficulties depicted in the above example, we need to formulate stronger assumptions
than in Theorem 4.19.

Theorem 4.21. Let K be a polyhedral cone and let (x̄, ȳ, λ̄) ∈ X ×Y ×Z⋆ be a local optimal solution of
(KKT) such that Λ(x̄, ȳ) equals the singleton {λ̄}. Then (x̄, ȳ) is a local optimal solution of (BPP).

Proof. Since K is polyhedral, it follows from [17, Theorem 2.208, Example 2.209] that the set-valued
mapping Υ defined in (4.38) is locally upper Lipschitzian at (f ′y(x̄, ȳ), g(x̄, ȳ)). Thus, Λ is locally upper

Lipschitz continuous at (x̄, ȳ), see Lemma 4.16. Taking into account Λ(x̄, ȳ) = {λ̄}, there are constants
L > 0 and ε > 0 such that

∀(x, y) ∈ UεX×Y ∀λ ∈ Λ(x, y) :
∥∥λ− λ̄

∥∥
Z⋆ ≤ L(‖x− x̄‖X + ‖y − ȳ‖Y) (4.42)

holds. Suppose that (x̄, ȳ) is no local optimal solution of (BPP). Then there is a sequence {(xk, yk)} in
(Xad×Y)∩gphΨ converging to (x̄, ȳ) which satisfies F (xk, yk) < F (x̄, ȳ) for all k ∈ N. On the other hand,
we find a sequence {λk} ⊆ Z⋆ such that λk ∈ Λ(xk, yk) holds for all k ∈ N, i.e. (xk, yk, λk) is feasible for
(KKT) for all k ∈ N. From (4.42) we derive

∥∥λk − λ̄
∥∥
Z ≤ L(‖xk − x̄‖X + ‖yk − ȳ‖Y) for sufficiently large

k ∈ N. Hence, we have λk → λ̄. This contradicts the local optimality of (x̄, ȳ, λ̄) for (KKT).
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Theorem 4.22. Let (x̄, ȳ, λ̄) ∈ X × Y × Z⋆ be a local optimal solution of (KKT) where the condition

g′y(x̄, ȳ)[Y]−RK(g(x̄, ȳ)) ∩ {λ̄}⊥ = Z

is satisfied. Then (x̄, ȳ) is a local optimal solution of (BPP).

Proof. Obviously, the postulated condition equals SKRZC for the lower level problem (4.1) for fixed x = x̄
and λ̄ ∈ Λ(x̄, ȳ). Recalling Remark 2.34, we have Λ(x̄, ȳ) = {λ̄}. On the other hand, [17, Proposi-
tion 4.47] shows that the set-valued mapping Υ defined in (4.38) is locally upper Lipschitzian at (x̄, ȳ).
The remaining part of the argumentation parallels the proof of Theorem 4.21.

Recalling Example 4.20 where any feasible point of the KKT reformulation was already a local optimal
solution, we obtain that the cone K defined therein is nonpolyhedral and that SKRZC does not hold at the
feasible points of the corresponding lower level problem (4.39).
Combining Theorems 4.17, 4.18, and 4.22 yields the following corollary.

Corollary 4.23. Suppose that for any point (x, y) ∈ Xad × Y which satisfies g(x, y) ∈ K, the operator
g′y(x, y) is surjective. Then the mapping Λ is at most singleton-valued on Xad × Y. Furthermore, a point
(x̄, ȳ) ∈ X × Y is a global (local) optimal solution of (BPP) if and only if there is λ̄ ∈ Λ(x̄, ȳ) such that
(x̄, ȳ, λ̄) is a global (local) optimal solution of (KKT).

4.2.2. Necessary optimality conditions

Here we are going to apply the results obtained in Chapter 3 to the surrogate problem (KKT) in order to
derive necessary optimality conditions for (BPP). Therefore, we assume that Z is a reflexive Banach space
in order to ensure the symmetry of the complementarity condition. Let us define the following stationarity
notions for the bilevel programming problem.

Definition 4.1. A feasible point (x̄, ȳ) ∈ X × Y of the bilevel programming problem (BPP) is called
W-stationary (M-stationary, S-stationary) for (BPP) if there is some λ̄ ∈ Λ(x̄, ȳ) such that (x̄, ȳ, λ̄) is a
W-stationary (M-stationary, S-stationary) point of (KKT) in the sense of Definition 3.1 (Definition 3.2,
Definition 3.1).

We need to mention that our definition of the various stationarity notions differs from the definitions pos-
tulated in [33] where the authors demand that (x̄, ȳ, λ) satisfies the corresponding stationarity conditions
of (KKT) for all λ ∈ Λ(x̄, ȳ). On the one hand, this stronger notion seems to respect the results in The-
orems 4.17 and 4.19. On the other hand, we may run into some trouble w.r.t. appropriate constraint
qualifications, see the forthcoming Remark 4.29 and Example 4.30. Additionally, as we revealed in the
last section, the local equivalence of (BPP) and (KKT) may be generally guaranteed only in the case where
the lower level multiplier is unique a priori whenever Z is infinite-dimensional, see Theorems 4.21 and
4.22 as well as Corollary 4.23, and in this case, our notions of stationarity do not differ from the ones in
[33]. Hence, we rely on the weaker stationarity notions from Definition 4.1.
In the following proposition, we state equivalent notions of the W-, M-, and S-stationarity conditions of
the bilevel programming problem which easily follow from Definition 4.1.

Proposition 4.24. Let (x̄, ȳ) ∈ X × Y be a feasible point of the bilevel programming problem (BPP).

1. The point (x̄, ȳ) is W-stationary for (BPP) if and only if there are λ ∈ Λ(x̄, ȳ), ρ ∈ W⋆, κ ∈ Y⋆⋆, and
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µ ∈ Z⋆ which satisfy the following conditions:

0 = F ′
x(x̄, ȳ) +G′(x̄)⋆[ρ] + f (2)yx (x̄, ȳ)

⋆[κ] +
〈
λ, g(2)yx (x̄, ȳ)

〉⋆
Z
[κ] + g′x(x̄, ȳ)

⋆[µ], (4.43a)

0 = F ′
y(x̄, ȳ) + f (2)yy (x̄, ȳ)

⋆[κ] +
〈
λ, g(2)yy (x̄, ȳ)

〉⋆
Z
[κ] + g′y(x̄, ȳ)

⋆[µ], (4.43b)

ρ ∈ NC(G(x̄)), (4.43c)

µ ∈ cl(K◦ −K◦ ∩ {g(x̄, ȳ)}⊥) ∩ {g(x̄, ȳ)}⊥, (4.43d)

− g′y(x̄, ȳ)⋆⋆[κ] ∈ cl(K −K ∩ {λ}⊥) ∩ {λ}⊥. (4.43e)

2. The point (x̄, ȳ) is M-stationary for (BPP) if and only if there are λ ∈ Λ(x̄, ȳ), ρ ∈ W⋆, κ ∈ Y⋆⋆, and
µ ∈ Z⋆ which satisfy the conditions (4.43a) - (4.43c) and

(µ,−g′y(x̄, ȳ)⋆⋆[κ]) ∈ NgphNK
(g(x̄, ȳ), λ). (4.44)

3. The point (x̄, ȳ) is S-stationary for (BPP) if and only if there are λ ∈ Λ(x̄, ȳ), ρ ∈ W⋆, κ ∈ Y⋆⋆, and
µ ∈ Z⋆ which satisfy the conditions (4.43a) - (4.43c) and

µ ∈ KK◦(λ, g(x̄, ȳ)),

− g′y(x̄, ȳ)⋆⋆[κ] ∈ KK(g(x̄, ȳ), λ).
(4.45)

In the following remark, we comment on the above notation.

Remark 4.25. For fixed (x̄, ȳ) ∈ X ×Y, we interpret f (2)yx (x̄, ȳ) ∈ L[X ,Y⋆] and f (2)yy (x̄, ȳ) ∈ L[Y,Y⋆]. Now,
fix some λ ∈ Z⋆. Then we have

∀δx ∈ X :
〈
λ, g(2)yx (x̄, ȳ)

〉
Z
[δx] =

〈
λ, g(2)yx (x̄, ȳ)[·, δx]

〉
Z
= g(2)yx (x̄, ȳ)[·, δx]⋆[λ] ∈ Y⋆

by definition and, thus, for any κ ∈ Y⋆⋆ and δx ∈ X , we obtain
〈〈
λ, g(2)yx (x̄, ȳ)

〉⋆
Z
[κ], δx

〉
X

=
〈
κ, g(2)yx (x̄, ȳ)[·, δx]⋆[λ]

〉
Y⋆

=
〈
λ, g(2)yx (x̄, ȳ)[·, δx]⋆⋆[κ]

〉
Z
.

Analogously, we interpret the operator
〈
λ, g

(2)
yy (x̄, ȳ)

〉⋆
Z
∈ L[Y⋆⋆,Y⋆].

Let Y be reflexive. Then we deduce Y ∼= Y⋆⋆ and

∀δx ∈ X : f (2)yx (x̄, ȳ)
⋆[κ][δx] = f (2)yx (x̄, ȳ)[κ, δx]

as well as

∀δx ∈ X :
〈
λ, g(2)yx (x̄, ȳ)

〉⋆
Z
[κ][δx] =

〈
λ, g(2)yx (x̄, ȳ)[κ, δx]

〉
Z

are obtained for any κ ∈ Y since g
(2)
yx (x̄, ȳ)[·, δx]⋆⋆ = g

(2)
yx (x̄, ȳ)[·, δx] holds for all δx ∈ X . Especially, we

have
∀δy ∈ Y : f (2)yy (x̄, ȳ)

⋆[κ][δy] = f (2)yy (x̄, ȳ)[κ, δy] = f (2)yy (x̄, ȳ)[κ][δy]

as well as

∀δy ∈ Y :
〈
λ, g(2)yy (x̄, ȳ)

〉⋆
Z
[κ][δy] =

〈
λ, g(2)yy (x̄, ȳ)[κ, δy]

〉
Z

=
〈
λ, g(2)yy (x̄, ȳ)[δy, κ]

〉
Z
=
〈
λ, g(2)yy (x̄, ȳ)

〉
Z
[κ][δy].

Furthermore, we can replace g′y(x̄, ȳ)
⋆⋆ in (4.43e), (4.44), and (4.45) by g′y(x̄, ȳ).

First, we formulate constraint qualifications which ensure that local optimal solutions of (BPP) are W- or
S-stationary. The following result is the counterpart of Proposition 3.4 for (KKT).



4. Bilevel programming in Banach spaces 88

Theorem 4.26. Let (x̄, ȳ) ∈ X × Y be a local solution of (BPP).

1. Assume that there exists λ ∈ Λ(x̄, ȳ) such that the constraint qualification

Q(x̄, ȳ, λ)

(
X
Y

)
− P(x̄, ȳ)




RC(G(x̄))
RK◦(λ) ∩

(
−KK◦(λ, g(x̄, ȳ))

)

RK(g(x̄, ȳ)) ∩
(
−KK(g(x̄, ȳ), λ)

)


 =



W
Y⋆
Z


 (4.46)

is satisfied where Q(x̄, ȳ, λ) ∈ L[X ×Y,W×Y⋆×Z] and P(x̄, ȳ) ∈ L[W×Z⋆×Z,W×Y⋆×Z] are
defined as stated below:

Q(x̄, ȳ, λ) :=




G′(x̄) O

f
(2)
yx (x̄, ȳ) +

〈
λ, g

(2)
yx (x̄, ȳ)

〉
Z

f
(2)
yy (x̄, ȳ) +

〈
λ, g

(2)
yy (x̄, ȳ)

〉
Z

g′x(x̄, ȳ) g′y(x̄, ȳ)


 ,

P(x̄, ȳ) :=



IW O O

O −g′y(x̄, ȳ)⋆ O

O O IZ


 .

Then (x̄, ȳ) is W-stationary for (BPP).

2. Assume that there exists λ ∈ Λ(x̄, ȳ) such that the constraint qualifications (4.46) and

cl


Q(x̄, ȳ, λ)

(
X
Y

)
− P(x̄, ȳ)




NC(G(x̄))⊥
TK◦∩(−TK◦ (λ))(λ)

◦⊥

TK∩(−TK(g(x̄,ȳ)))(g(x̄, ȳ))
◦⊥




 =



W
Y⋆
Z


 (4.47)

are satisfied. Then (x̄, ȳ) is S-stationary for (BPP).

3. Assume that there exists λ ∈ Λ(x̄, ȳ) such that Q(x̄, ȳ, λ) is surjective. Then (x̄, ȳ) is S-stationary for
(BPP).

Proof. The proof of the first two statements follows from Proposition 3.4 and the cancellation rule for
constraint qualifications in product spaces, see Corollary 2.37. The final assertion obviously follows from
the first two.

Similar as stated above, we can adapt Proposition 3.6 in order to find constraint qualifications ensuring
that local optimal solutions of (BPP) are M-stationary. Be aware that the singleton {0} in Y⋆, which appears
on the right hand side of the constraints in (KKT), is SNC if and only if Y is finite-dimensional. This has to
be taken into account during the formulation of appropriate constraint qualifications. In the subsequent
theorem, we only present two possible versions of the qualification condition. One may check the proof
of Proposition 3.6 in order to see how other constraint qualifications can be constructed.

Theorem 4.27. LetW, X , as well as Y be reflexive Banach spaces and let (x̄, ȳ) ∈ X × Y be a local op-
timal solution of (BPP) where F is continuously Fréchet differentiable. Assume that there exists a multiplier
λ ∈ Λ(x̄, ȳ) such that the constraint qualification

0 = Q(x̄, ȳ, λ)⋆



ρ
κ
µ


 ,

ρ ∈ NC(G(x̄)),
(µ,−g′y(x̄, ȳ)[κ]) ∈ NgphNK

(g(x̄, ȳ), λ)





=⇒ ρ = 0, κ = 0, µ = 0 (4.48)

is satisfied and C × gphNK is SNC at (G(x̄), g(x̄, ȳ), λ). Then any of the conditions stated below is
sufficient for (x̄, ȳ) to be M-stationary for (BPP):

(a) Y is finite-dimensional,
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(b) the operator
[
f
(2)
yx (x̄, ȳ) +

〈
λ, g

(2)
yx (x̄, ȳ)

〉
Z

f
(2)
yy (x̄, ȳ) +

〈
λ, g

(2)
yy (x̄, ȳ)

〉
Z

g′y(x̄, ȳ)
⋆
]
∈ L[X × Y × Z⋆,Y⋆]

is surjective.

Proof. We remark that the constraint qualification (4.48) is equivalent to

0 = Q(x̄, ȳ, λ)⋆



ρ
κ
µ


 ,

ρ ∈ NC(G(x̄)),
0 = g′y(x̄, ȳ)[κ] + ν,

(µ, ν) ∈ NgphNK
(g(x̄, ȳ), λ)





=⇒ ρ = 0, κ = 0, µ = 0, ν = 0.

Thus, under the first postulated condition of the theorem, the assertion follows combining Lemmas 2.29
and 2.38. If the second condition is valid, we can show the assertion similarly as we did in the proof of
Proposition 3.6.

Furthermore, we obtain the following result from Corollary 3.21.

Theorem 4.28. Let W, X , as well as Y be reflexive Banach spaces and let (x̄, ȳ) ∈ X × Y be a local
optimal solution of (BPP) where F is continuously Fréchet differentiable. Furthermore, letK be polyhedral.
Assume that there exists λ ∈ Λ(x̄, ȳ) such that the constraint qualification (4.46) is satisfied and suppose
that C × gphNK is SNC at (G(x̄), g(x̄, ȳ), λ). Then (x̄, ȳ) is M-stationary for (BPP) provided one of the
conditions (a) and (b) from Theorem 4.27 is valid.

Obviously, the constraint qualifications in the Theorems 4.26 and 4.27 may depend not only on the
feasible point of (BPP) but also on the choice of the corresponding lower level Lagrange multiplier. This
may cause some trouble when checking whether these constraint qualifications hold or not.

Remark 4.29. Let (x̄, ȳ) ∈ X × Y be a local optimal solution of (BPP) where Λ(x̄, ȳ) is not a singleton.
Then it may happen that the constraint qualifications (4.46), (4.47), and (4.48) hold for some but not all
multipliers from Λ(x̄, ȳ). This means that the choice of the multipliers in the Theorems 4.26 and 4.27 is
of essential importance.

Example 4.30. For X = Y = Z = R2 and K = −R2,+
0 , we consider the bilevel programming problem

1
2 |x|

2
2 +

1
2 |y|

2
2 → min

x,y

x ∈ Ψ(x)

where Ψ: R2 ⇒ R2 represents the solution mapping of the parametric optimization problem

1
2 (y2 − 1)2 → min

y

y21 + y2 − x1 ≤ 0

y2 − x2 ≤ 0.

The lower level problem is convex w.r.t. y and its feasible set possesses interior points for any choice
of x ∈ R2 which yields that the postulated constraint qualification in Assumption 4.4 holds everywhere.
Obviously, the unique global optimal solution of the presented bilevel programming problem is given by
(x̄, ȳ) := (0, 0). One can easily check that the corresponding set of lower level Lagrange multipliers is
given by Λ(x̄, ȳ) = conv{(1, 0), (0, 1)}. For any λ ∈ Λ(x̄, ȳ), we obtain

Q(x̄, ȳ, λ) =




0 0 2λ1 0
0 0 0 1
−1 0 0 1
0 −1 0 1


 , P(x̄, ȳ) =




0 0 0 0
−1 −1 0 0
0 0 1 0
0 0 0 1
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which shows that the constraint qualifications (4.46) and (4.47) fail to hold for λ̃ := (0, 1) and are valid
for all the other multipliers from Λ(x̄, ȳ)\{λ̃}. Especially, (x̄, ȳ) is S-stationary for the bilevel programming
problem. For any λ ∈ Λ(x̄, ȳ), the corresponding constraint qualification (4.48) reduces to

0 = −µ1,

0 = −µ2,

0 = 2λ1κ1,

0 = κ2 + µ1 + µ2,(
µ,

(
−κ2
−κ2

))
∈ NgphNK

(0, λ)





=⇒ κ = 0, µ = 0.

Clearly, this condition is satisfied for any choice of λ ∈ Λ(x̄, ȳ) \ {λ̃} and violated for λ̃. �

If the lower level constraints are of special affine type, i.e. if there are a linear operator B ∈ L[Y,Z] and
a continuously Fréchet differentiable function h : X → Z such that

∀x ∈ X ∀y ∈ Y : g(x, y) := h(x) + B[y]

is satisfied, the situation is more comfortable. Here the operator Q defined in Theorem 4.26 does not
depend on the lower level Lagrange multiplier but only on the feasible point of the bilevel programming
problem. Thus, the surjectivity of Q is a handy constraint qualification implying local minima of (BPP) to
be S-stationary, see Theorem 4.26. In the following example, we study a situation where Q does not even
depend on the choice of the feasible point of (BPP).

Example 4.31. Let Y be reflexive. Suppose that there are linear operators A ∈ L[X ,Z], B ∈ L[Y,Z],
C ∈ L[X ,W], as well as S ∈ L[X ,Y⋆], a self-adjoint and elliptic operator R ∈ L[Y,Y⋆], and vectors c ∈ W
as well as d ∈ Z such that the mappings G, f , and g take the following form:

∀x ∈ X ∀y ∈ Y : G(x) := C[x]− c, f(x, y) := 1
2 〈R[y], y〉Y + 〈S[x], y〉Y , g(x, y) := A[x] + B[y]− d.

Furthermore, let the constraint qualification

B[Y]−RK(A[x] + B[y]− d) = Z
be satisfied at any point (x, y) ∈ X × Y where A[x] + B[y] − d ∈ K is valid. Then we easiliy see from
Example 2.28 that Assumption 4.4 is satisfied. If the operator

Q :=



C O

S R

A B


 ∈ L[X × Y,W ×Y⋆ ×Z]

is surjective, any local optimal solution (x̄, ȳ) ∈ X ×Y of the corresponding bilevel programming problem
is S-stationary, i.e. there are multipliers λ ∈ Λ(x̄, ȳ), ρ ∈ W⋆, κ ∈ Y, and µ ∈ Z⋆ which solve the system

0 = F ′
x(x̄, ȳ) + C⋆[ρ] + S⋆[κ] + A⋆[µ],

0 = F ′
y(x̄, ȳ) + R[κ] + B⋆[µ],

ρ ∈ NC(C[x̄]− c),
µ ∈ KK◦(λ, A[x̄] + B[ȳ]− d),
− B[κ] ∈ KK(A[x̄] + B[ȳ]− d, λ).

In the absence of upper level constraints, one can fix A = O and assume the surjectivity of B and S in order
to ensure the surjectivity of Q. This setting is called ample parameterization, see [38].
Note that the (appropriately) discretized obstacle problem (1.3) possesses an ample-parameterized lower
level problem and, thus, its local optimal solutions are S-stationary in the absence of control constraints.
Let us take a short look at the infinite-dimensional setting. Then we have X = L2(Ω) as well as Y = H1

0 (Ω)
for some bounded domain Ω ⊆ Rd, and S is given by the natural embedding from L2(Ω) into H−1(Ω).
Since L2(Ω) is dense in H−1(Ω), S possesses a dense range but is not surjective, i.e. the lower level
program of the (infinite-dimensional) obstacle problem cannot be ample-parameterized. However, its
local optimal solutions are always S-stationary in the absence of control constraints. This classical result
is known from [88, Section 4]. �
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4.3. The optimal value reformulation of the bilevel programming

problem

In this section, we consider the so-called optimal value reformulation (OV) of the general bilevel pro-
gramming model (BPP) in more detail. As we pointed out earlier, from

∀x ∈ X : Ψ(x) = {y ∈ Y | g(x, y) ∈ K, f(x, y) ≤ ϕ(x)}

it is easily seen that (BPP) and (OV) are equivalent optimization problems. Therein, ϕ denotes the optimal
value function of (4.1) defined in (4.2). Our main issue is to illustrate the difficulties arising from this
equivalent reformulation and to depict some approaches to overcome these problems. Finally, we state
KKT-type necessary optimality conditions for (BPP).
It is well-known from parametric optimization, see e.g. [7, 90, 91, 92, 93], that the function ϕ does
not need to be smooth. Thus, (OV) is a nonsmooth optimization problem in general. Secondly, the
problem (OV) is likely to be nonconvex due to the following observation: If f is fully convex and g is −K-
convex, then ϕ is convex (one can easily adapt the proof of [40, Proposition 2.1]). Thus, (OV) possesses
a constraint function given by the difference of two convex functions which is nonconvex in general.
Another disadvantage of this surrogate problem is its inherent lack of regularity. If ϕ is continuously
Fréchet differentiable at the reference point, then KRZCQ is violated. In the case where ϕ is at least locally
Lipschitz continuous at the point of interest, the constraint qualification (2.21) is likely to fail as well. Thus,
the standard constraint qualifications implying that local minimizers satisfy KKT-type optimality conditions
do not hold.

Lemma 4.32. Let (x̄, ȳ) ∈ X × Y be a feasible point of (OV). Then the following assertions are true.

1. Suppose that ϕ is continuously Fréchet differentiable at x̄. Then KRZCQ for (OV) is violated at (x̄, ȳ).

2. Let X and Y be reflexive. Assume that ϕ is locally Lipschitz continuous at x̄ and let the constraint
qualification [

G′(x̄) O

g′x(x̄, ȳ) g′y(x̄, ȳ)

](
X
Y

)
−
(
RC(G(x̄))
RK(g(x̄, ȳ))

)
=

(
W
Z

)
(4.49)

be satisfied. Then for M := {(x, y) ∈ X × Y |G(x) ∈ C, g(x, y) ∈ K}, the constraint qualification

0 ∈ θ∂(f − ϕ)(x̄, ȳ) +NM (x̄, ȳ),

θ ≥ 0

}
=⇒ θ = 0

from Lemma 2.39 is violated.

Proof. By definition of ϕ, for any point (x, y) ∈ X ×Y satisfying g(x, y) ∈ K, we have f(x, y)− ϕ(x) ≥ 0.
Thus, since (x̄, ȳ) is feasible for (OV), (x̄, ȳ) is a global optimal solution of

f(x, y)− ϕ(x) → min
x,y

g(x, y) ∈ K.
(4.50)

Let ϕ be continuously Fréchet differentiable at x̄. Suppose that KRZCQ holds at (x̄, ȳ) for (OV). Then the
constraint qualifications

[
(f − ϕ)′(x̄, ȳ)

g′(x̄, ȳ)

](
X
Y

)
−
(

−R+
0

RK(g(x̄, ȳ))

)
=

(
R
Z

)
(4.51)

and
g′(x̄, ȳ)[X × Y]−RK(g(x̄, ȳ)) = Z (4.52)

are valid as well. The global optimality of (x̄, ȳ) for (4.50) and (4.52) imply the existence of λ ∈ Z⋆ which
satisfies

(f − ϕ)′(x̄, ȳ) + g′(x̄, ȳ)⋆[λ] = 0, λ ∈ NK(g(x̄, ȳ)),



4. Bilevel programming in Banach spaces 92

see Lemma 2.32. Therefore, the constraint qualification

0 = θ(f − ϕ)′(x̄, ȳ) + g′(x̄, ȳ)⋆[λ],

θ ≥ 0, λ ∈ NK(g(x̄, ȳ))

}
=⇒ θ = 0, λ = 0

is violated. Following Remark 2.33, (4.51) is violated as well. This is a contradiction.
Now, assume that ϕ is locally Lipschitz continuous at x̄ and that the constraint qualification (4.49) is valid.
Then we have

NM (x̄, ȳ) = G′(x̄)⋆
[
NC(G(x̄))

]
× {0}+ g′(x̄, ȳ)⋆

[
NK(g(x̄, ȳ))

]

from Lemma 2.31. Since (4.49) implies (4.52), we have

0 ∈ ∂(f − ϕ)(x̄, ȳ) + g′(x̄, ȳ)⋆
[
NK(g(x̄, ȳ))

]

from Lemmas 2.29 as well as 2.31 and the fact that (x̄, ȳ) solves (4.50). Since we obtain the inclusion
g′(x̄, ȳ)⋆

[
NK(g(x̄, ȳ))

]
⊆ NM (x̄, ȳ) from above, the second statement of the lemma is true as well.

In order to overcome the inherent lack of regularity when facing (OV), we use a penalization approach
introduced in [138]. Therefore, we take a look at

F (x, y) + κ(f(x, y)− ϕ(x)) → min
x,y

G(x) ∈ C

g(x, y) ∈ K

(OVκ)

where κ > 0 is the penalization parameter. The validity of the so-called partial calmness condition at
a local minimum of (OV), see [138, Definition 3.1] for the finite-dimensional case and the forthcoming
Definition 4.2 for the general case, guarantees that for some finite κ, the point of interest is a local optimal
solution of the partially penalized problem (OVκ) as well under a not too restrictive additional assumption.
Since (OVκ) is a program which is likely to satisfy standard constraint qualifications, KKT-type necessary
optimality conditions come within reach provided ϕ possesses certain (generalized) differentiability prop-
erties. The procedure described above was used to derive necessary optimality conditions for common
finite-dimensional bilevel programming problems in [29, 34, 63, 92, 137, 138], for semidefinite bilevel
programming problems in [30], and for bilevel optimal control problems in [13, 14, 74, 84, 130, 131].
Below, we show how this theory generalizes to a very abstract setting which covers all the aforementioned
types of bilevel programming problems.

Definition 4.2. Let (x̄, ȳ) ∈ X × Y be a local optimal solution of (OV). This program is called partially
calm at (x̄, ȳ) if there are a neighborhood U of (x̄, ȳ, 0) and a constant η > 0, such that the following
implication is valid:

∀(x, y, r) ∈ U : G(x) ∈ C, g(x, y) ∈ K, f(x, y)− ϕ(x) ≤ r =⇒ F (x, y)− F (x̄, ȳ) + ηr ≥ 0.

As mentioned earlier, we have the following result which parallels [138, Proposition 3.3] and [14,
Lemma 3.3]. However, since there is no proof provided in [138] and the result in [14] addresses a
very special optimal control problem, we decided to present a proof for the sake of completeness.

Proposition 4.33. Let (x̄, ȳ) ∈ X × Y be a local optimal solution of (OV) where F is continuously Fréchet
differentiable. Then (OV) is partially calm at (x̄, ȳ) if and only if there is some κ̄ > 0 such that (x̄, ȳ) is a
local optimal solution of (OVκ) for any κ ≥ κ̄.

Proof. We set M := {(x, y) ∈ X × Y |G(x) ∈ C, g(x, y) ∈ K}. Furthermore, some ε > 0 can be chosen
such that F is Lipschitz continuous on UεX×Y(x̄, ȳ) with Lipschitz modulus L > 0 since F is continuously
Fréchet differentiable at (x̄, ȳ). Supposing that (OV) is partially calm at (x̄, ȳ), we find δ > 0 and η > 0
such that

∀(x, y, r) ∈ (M × R) ∩ UδX×Y×R(x̄, ȳ, 0) : f(x, y)− ϕ(x) ≤ r =⇒ F (x, y)− F (x̄, ȳ) + ηr ≥ 0
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is valid. Define ǫ := min{ε; δ2}, choose (x, y) ∈ M ∩ UǫX×Y(x̄, ȳ) arbitrarily, and set r := f(x, y) − ϕ(x).
Note that f(x̄, ȳ)− ϕ(x̄) = 0 and r ≥ 0 hold true.
If (x, y, r) is an element of UδX×Y×R(x̄, ȳ, 0), then the partial calmness yields

F (x̄, ȳ) + η(f(x̄, ȳ)− ϕ(x̄)) = F (x̄, ȳ) ≤ F (x, y) + ηr = F (x, y) + η(f(x, y)− ϕ(x)).

On the other hand, if (x, y, r) does not belong to UδX×Y×R(x̄, ȳ, 0), then we have r ≥ δ
2 from our choice

(x, y) ∈ UǫX×Y(x̄, ȳ). The Lipschitz continuity of F around (x̄, ȳ) leads to

F (x̄, ȳ) + L(f(x̄, ȳ)− ϕ(x̄)) = F (x̄, ȳ) ≤ F (x, y) + L δ2 ≤ F (x, y) + Lr = F (x, y) + L(f(x, y)− ϕ(x)).

Setting κ̄ := max{η;L} shows that (x̄, ȳ) is a local solution of (OVκ) for any κ ≥ κ̄.
For the converse direction of the proof, we assume that there is κ̄ > 0 such that (x̄, ȳ) solves (OVκ) locally
for any κ ≥ κ̄. That is why we find a constant γ > 0 such that

∀(x, y) ∈M ∩ UγX×Y : F (x, y) + κ̄(f(x, y)− ϕ(x)) ≥ F (x̄, ȳ)

holds true. Consequently, if (x, y, r) ∈ (M × R) ∩ UγX×Y×R(x̄, ȳ, 0) satisfies f(x, y)− ϕ(x) ≤ r, then

F (x, y)− F (x̄, ȳ) + κ̄r ≥ F (x, y)− F (x̄, ȳ) + κ̄(f(x, y)− ϕ(x)) ≥ 0

is valid, i.e. (OV) is partially calm at (x̄, ȳ).

If the bilevel programming problem (BPP) possesses a minimax structure, i.e. if the upper level objective
function F equals −f , then the partial calmness property holds at all local optimal solutions of (OV), see
[84, Remark 3], [131], or [138, Section 4.1]. One may check [14, 34, 63, 138] for other criteria which
ensure that the partial calmness condition holds at a given local minimum of (OV). Later, we will make
use of the presence of a so-called uniformly weak sharp minimum of the lower level problem (4.1), see
[138, Section 5].

Definition 4.3. The lower level problem (4.1) possesses a uniformly weak sharp minimum if there exists
a constant γ > 0 which satisfies

∀(x, y) ∈ X × Y : g(x, y) ∈ K =⇒ f(x, y)− ϕ(x) ≥ γ · min
y′∈Ψ(x)

‖y − y′‖Y . (4.53)

Particularly, the minimum on the right needs to be attained if the solution set Ψ(x) is nonempty.

One can check [136, 138] for criteria which ensure that the lower level problem possesses a uniformly
weak sharp minimum. In the upcoming example, we characterize a certain class of parametric programs
where this property is inherent.

Example 4.34. Let Z ′ be an arbitrary Banach space and set Z = Z ′ × Rp. For operators A ∈ L[X ,Z ′]
and B ∈ L[Y,Z ′], functionals a∗1, . . . , a

∗
p ∈ X ⋆ and b∗1, . . . , b∗p, c∗ ∈ Y⋆, scalars β1, . . . , βp ∈ R, as well as

ξ ∈ Z ′, we consider

∀x ∈ X ∀y ∈ Y : f(x, y) := 〈c∗, y〉Y , g(x, y) :=




A

a∗1
...
a∗p


 [x] +




B

b∗1
...
b∗p


 [y]−




ξ
β1
...
βp


 .

We set K := {0} ×
(
−Rp,+0

)
. Finally, we assume that Y is reflexive and that B possesses a closed range.

Fix some (x̃, ỹ) ∈ X × Y which satisfy g(x̃, ỹ) ∈ K and assume that Ψ(x̃) is nonempty. Since the latter
set is convex and closed (due to the linearity of f and g), there exists ȳ ∈ Argminy′∈Ψ(x̃) ‖y′ − ỹ‖Y , see
Lemma 2.5. Obviously, we have

Ψ(x̃) = {y ∈ Y | 〈c∗, y − ȳ〉Y = 0, g(x̃, y) ∈ K}.
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Invoking Hoffmann’s lemma, see [17, Theorem 2.200], and g(x̃, ỹ) ∈ K, there is a scalar ̺ > 0 depen-
ding only on B and b∗1, . . . , b

∗
p, c

∗ such that

min
y′∈Ψ(x̃)

‖y′ − ỹ‖Y = ‖ȳ − ỹ‖Y

≤ ̺
(
‖A[x̃] + B[ỹ]− ξ‖Z′ +

p∑

i=1

max{〈a∗i , x̃〉X + 〈b∗i , ỹ〉Y − βi; 0}+
∣∣〈c∗, ỹ − ȳ〉Y

∣∣
)

= ̺
∣∣〈c∗, ỹ − ȳ〉Y

∣∣ = ̺
(
〈c∗, ỹ〉Y − 〈c∗, ȳ〉Y

)
= ̺
(
f(x̃, ỹ)− ϕ(x̃)

)

is valid. Since ̺ is independent of the choice of (x̃, ỹ), the considered parametric optimization problem
possesses a uniformly weak sharp minimum. �

In the following proposition, which is related to [138, Proposition 5.1], we show that the presence of a
uniformly weak sharp minimum for (4.1) implies that (OV) is partially calm at all local optimal solutions
where the objective function is continuously Fréchet differentiable.

Proposition 4.35. Let (x̄, ȳ) ∈ X ×Y be a local optimal solution of (BPP) where F is continuously Fréchet
differentiable. Furthermore, assume that (4.1) possesses a uniformly weak sharp minimum. Then (OV) is
partially calm at (x̄, ȳ).

Proof. Since (x̄, ȳ) is a local optimal solution of (BPP) where F is continuously Fréchet differentiable, we
find a constant ε > 0 such that F is Lipschitz continuous on UεX×Y(x̄, ȳ) with Lipschitz modulus L > 0 and
satisfies F (x, y) ≥ F (x̄, ȳ) for all (x, y) ∈ UεX×Y(x̄, ȳ) which are feasible for (BPP). Furthermore, there is a
constant γ > 0 which satisfies (4.53).
We set δ := min{ ε4 ;

εγ
4 } and choose (x, y, r) ∈ UδX×Y×R(x̄, ȳ, 0) which satisfies G(x) ∈ C, g(x, y) ∈ K,

and f(x, y) − ϕ(x) ≤ r. Due to the definition of the uniformly weak sharp minimum, we find a point
y(x) ∈ Argminy′∈Ψ(x) ‖y − y′‖Y . This yields

‖y(x)− ȳ‖Y ≤ ‖y(x)− y‖Y + ‖y − ȳ‖Y < 1
γ

(
f(x, y)− ϕ(x)

)
+ ε

4 ≤ r
γ + ε

4 <
ε
2 .

Clearly, (x, y(x)) ∈ UεX×Y(x̄, ȳ) is feasible for (BPP) and, thus, satisfies F (x, y(x)) ≥ F (x̄, ȳ). Finally, this
leads to

F (x, y)− F (x̄, ȳ) ≥ F (x, y)− F (x, y(x)) ≥ −L ‖y − y(x)‖Y ≥ −Lγ
(
f(x, y)− ϕ(x)

)
≥ −Lγ r,

i.e. (OV) is partially calm at (x̄, ȳ).

As we mentioned earlier, we need to ensure that the function ϕ possesses certain generalized differentia-
bility properties in order to derive KKT-type necessary optimality conditions for the problem (OVκ). Here
we just focus on the local Lipschitz continuity of ϕ which ensures the nonemptyness of its limiting and,
thus, Clarke subdifferential. The following result is taken from [31, Lemma 3.1, Theorem 3.1].

Lemma 4.36. Let (x̄, ȳ) ∈ gphΨ be a point where Ψ is inner semicontinuous. Assume that the Banach
spaces X , Y, and Z are reflexive. Moreover, let K be SNC at g(x̄, ȳ) and let the constraint qualification

g′y(x̄, ȳ)[Y]−RK(g(x̄, ȳ)) = Z (4.54)

be valid. Then ϕ is locally Lipschitz continuous at x̄ and the following formula holds true:

∂cϕ(x̄) ⊆ {f ′x(x̄, ȳ) + g′x(x̄, ȳ)
⋆[λ] |λ ∈ Λ(x̄, ȳ)} .

Therein, Λ(x̄, ȳ) denotes the set of lower level Lagrange multipliers at (x̄, ȳ) given by

Λ(x̄, ȳ) :=
{
λ ∈ NK(g(x̄, ȳ))

∣∣ 0 = f ′y(x̄, ȳ) + g′y(x̄, ȳ)
⋆[λ]

}
.
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Note that the inner semicontinuity of the solution set mapping Ψ needed in the above lemma is a very
restrictive assumption. However, we exploited it here to get rid of compactness assumptions (as they are
postulated in e.g. [26]) which are rarely satisfied in the infinite-dimensional setting. In [29, Remark 3.2],
the authors present an overview of conditions ensuring the inner semicontinuity of Ψ at a given point.
Recalling Proposition 4.1 and Lemma 4.2, the solution set mapping of the parametric optimization prob-
lem (4.3) is singleton-valued as well as Lipschitz continuous and, thus, inner semicontinuous. Clearly, the
corresponding optimal value function is locally Lipschitz continuous.
It is worth to mention that the results of Lemma 4.36 stay valid if the inner semicontinuity of Ψ at the point
(x̄, ȳ) ∈ gphΨ is weakend to ϕ-inner-semicontinuity and ϕ is lower semicontinuous at x̄, see [91, Sec-
tion 5] for the definition of ϕ-inner-semicontinuity and [91, Theorem 5.2] as well as [93, Theorem 7] for
the validation of this result. However, the usual way to guarantee the lower semicontinuity of an optimal
value function is to postulate certain compactness assumptions on the underlying data, see [7, Theo-
rems 4.2.1. and 4.2.2.], which, as we mentioned earlier, is often too restrictive when infinite-dimensional
parametric optimization problems are under consideration.
Finally, we would like to emphasize that results similar to Lemma 4.36 can be given in the case where Ψ
is only inner semicompact (ϕ-inner-semicompact) at the reference point x̄, see [91, 93] for the details.
We combine Proposition 4.33 and Lemma 4.36 in order to obtain the following necessary optimality
conditions of KKT-type. Although the technique of their validation is the same as used in [29, 30, 34] to
derive similar results, we decided to present the proof here in order to show the reader how all the above
preliminaries come together.

Theorem 4.37. Let (x̄, ȳ) ∈ X × Y be a local optimal solution of (BPP) where F in continuously Fréchet
differentiable, Ψ is inner semicontinuous, and the constraint qualifications (4.21) as well as (4.54) are
valid. Furthermore, let X , Y, and Z be reflexive, whereas K is SNC at g(x̄, ȳ). Finally, assume that (OV)
is partially calm at (x̄, ȳ). Then there exist multipliers ρ ∈ W⋆ and λ, λ̄ ∈ Z⋆ as well as a scalar κ > 0
which satisfy the following conditions:

0 = F ′
x(x̄, ȳ) +G′(x̄)⋆[ρ] + g′x(x̄, ȳ)

⋆[λ− κλ̄], (4.55a)

0 = F ′
y(x̄, ȳ) + κf ′y(x̄, ȳ) + g′y(x̄, ȳ)

⋆[λ], (4.55b)

0 = f ′y(x̄, ȳ) + g′y(x̄, ȳ)
⋆[λ̄], (4.55c)

ρ ∈ NC(G(x̄)), (4.55d)

λ ∈ NK(g(x̄, ȳ)), (4.55e)

λ̄ ∈ NK(g(x̄, ȳ)). (4.55f)

Proof. Due to Proposition 4.33, we find some κ > 0 such that (x̄, ȳ) is a local optimal solution of (OVκ).
The theorem’s assumptions guarantee that the objective function of the latter program is locally Lipschitz
continuous at (x̄, ȳ), see Lemma 4.36. We set M := {(x, y) ∈ X × Y |G(x) ∈ C, g(x, y) ∈ K} and obtain

0 ∈ ∂c
(
F + κ(f − ϕ)

)
(x̄, ȳ) +NM (x̄, ȳ)

from Lemma 2.29. Invoking the sum rule for Clarke’s subdifferential, see [24, Corollary 2 in Section 2.3],
we have

∂c
(
F + κ(f − ϕ)

)
(x̄, ȳ) =

{
F ′(x̄, ȳ) + κf ′(x̄, ȳ)

}
− κ∂cϕ(x̄)× {0}.

Clearly, the validity of the constraint qualifications (4.21) as well as (4.54) implies that the constraint
qualification (4.49) holds as well. Hence, we can apply Lemma 2.31 in order to obtain

NM (x̄, ȳ) =
{(
G′(x̄)⋆[ρ] + g′x(x̄, ȳ)

⋆[λ], g′y(x̄, ȳ)
⋆[λ]

)
∈ X ⋆ × Y⋆

∣∣ ρ ∈ NC(G(x̄)), λ ∈ NK(g(x̄, ȳ))
}
.

Consequently, we find x∗ ∈ ∂cϕ(x̄), ρ ∈ W⋆, and λ ∈ Z⋆ which satisfy

0 = F ′
x(x̄, ȳ) + κ(f ′x(x̄, ȳ)− x∗) +G′(x̄)⋆[ρ] + g′x(x̄, ȳ)

⋆[λ], (4.56)

(4.55b), (4.55d), and (4.55e). Finally, Lemma 4.36 yields the existence of λ̄ ∈ Z⋆ satisfying (4.55c),
(4.55f), and

x∗ = f ′x(x̄, ȳ) + g′x(x̄, ȳ)
⋆[λ̄].

Putting this representation of x∗ into (4.56) leads to (4.55a) and, consequently, the proof is completed.
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5. Selected applications of bilevel programming

In this chapter, we are going to apply the theory developed in the above sections in order to state nec-
essary optimality conditions and constraint qualifications for three different types of bilevel programming
problems. First, we discuss a special hierarchical semidefinite optimization problem whose lower level
is governed by a certain operator equation. Therefore, we exploit the results obtained in Section 4.1.
Afterwards, bilevel optimal control problems of ODEs with lower level control constraints are considered
in more detail. Here our findings from Chapter 3 and Section 4.2 are useful. Finally, we study an optimal
control problem with an implicit pointwise state constraint determined by a finite-dimensional optimiza-
tion problem. Necessary optimality conditions and constraint qualifications for this problem are derived
via the optimal value reformulation of the hierarchical optimization problem.

5.1. A special class of hierarchical semidefinite programming

problems

Here we want to illustrate the theory from Section 4.1 for the situation where U equals the Hilbert space
Sp and Uad is given by the positive semidefinite cone in S+p . Note that in this case, the surrogate MPCCs
(4.22) and (4.32) will be semidefinite complementarity problems. Thus, it will be possible to compare
our results to the achievements in [37, 124, 127]. Bilevel programming problems with finite-dimensional
decision variables and a semidefinite lower level problem were recently considered in [30].
Let us motivate the setting of this section by means of the following example.

Example 5.1. Let C ⊆ Sp be a closed, convex set of real symmetric matrices, let Yd ∈ Sp be a given
matrix, and let λ0 ∈ R be a fixed real number. We consider the problem of finding a matrix Y not too
far away from C, whose eigenvalues are at least as large as λ0, and whose distance to Yd is minimal. In
order to emphasize thatY does not necessarily need to be an element of C while the eigenvalue condition
has to be satisfied in any case, a possible formulation of this problem can be stated as follows:

1
2 ‖Y −Yd‖2Sp

→ min
X,Y,U

X ∈ C

(Y,U) ∈ Argmin
Y,U

{
1
2 ‖Y −X‖2Sp

+ σ
2 ‖U‖

2
Sp

∣∣∣∣∣
Y −U− λ0Ip = O

U ∈ S+p

}
.

Therein, the fixed parameter σ > 0 controls the preference between the goals stay close to the set C (σ
small) and stay close to the matrix λ0Ip (σ large). �

We start the paragraph with a short introduction to variational analysis in the Hilbert space Sp. Afterwards,
we apply our findings to state necessary optimality conditions for the bilevel program of interest and
compare the results to the ones in literature. Especially, we will show that there are essential differences
between the results in Theorem 4.10 and Proposition 4.13.

5.1.1. Variational analysis in Sp

LetOp denote the set of all real orthogonal matrices from Rp×p. For an arbitrary matrixM ∈ Sp, there exist
a matrix P ∈ Op and a diagonal matrix Λ ∈ Rp×p whose diagonal entries are ordered nonincreasingly
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such that M = PΛP⊤ holds true. This representation is called an ordered eigenvalue decomposition of
M. For fixed index sets I, J ⊆ {1, . . . , p} and an orthogonal matrix Q ∈ Op, we define MQ := Q⊤MQ

and M
Q
IJ := (MQ)IJ .

Recall that S+p denotes the cone of all positive semidefinite matrices in Sp. Furthermore, we use S++
p to

denote the (nonclosed) convex cone of all positive definite matrices in Sp. Clearly, we have the relation
Sp = S++

p − S++
p . In our subsequent analysis, we need to characterize the positive definiteness of block

matrices. Therefore, we will exploit the following well-known result taken from [141, Theorem 1.12].

Lemma 5.2. Let n,m ∈ N satisfy n+m = p and let R ∈ Sn, S ∈ Rn×m, as well as T ∈ Sm be fixed. Then
the block matrix

M :=

[
R S

S⊤ T

]
∈ Sp

is positive definite if and only if T ∈ Sm and R− ST−1S⊤ ∈ Sn are both positive definite.

Fix some matrix A ∈ Sp and let Ā be the projection of A onto S+p . Furthermore, let PΛP⊤ be an ordered
eigenvalue decomposition of A. Then, by means of [69, Section 4.2.3], we obtain

Ā = Pmax{Λ;O}P⊤ ∈ S+p , A− Ā = Pmin{Λ;O}P⊤ ∈ S−p
where minimum and maximum are interpreted in entrywise fashion and S−p denotes the closed, convex
cone of all negative semidefinite and symmetric matrices from Rp×p. Clearly, S+p and S−p are polar to
each other. Let α, β, and γ denote the index sets corresponding to the positive, zero, and negative
eigenvalues of Λ.

Lemma 5.3. Using the above notation, we have

cl
(
S+p − S+p ∩ {A− Ā}⊥

)
∩ {A− Ā}⊥ =

{
W ∈ Sp

∣∣WP
γγ = O

}
,

cl
(
S−p − S−p ∩ {Ā}⊥

)
∩ {Ā}⊥ =

{
V ∈ Sp

∣∣VP
αα = O

}
.

Proof. We only show the first assertion since the proof of the second one is analogous.
For an arbitrary matrix W ∈ Sp, we obtain

W ∈ {A− Ā}⊥ ⇐⇒ tr
(
(A− Ā)W

)
= 0

⇐⇒ tr
(
(A− Ā)PWP

)
= 0

⇐⇒ tr
(
min{Λ;O}WP

)
= 0 ⇐⇒ tr

(
ΛγγW

P
γγ

)
= 0.

(5.1)

Thus, if W comes from S+p ∩ {A − Ā}⊥, then we have WP
γγ ∈ S+|γ| and, due to the above arguments,

WP
γγ = O. We conclude

S+p ∩ {A− Ā}⊥ =
{
W ∈ Sp |WP

α∪β,α∪β ∈ S+|α∪β|, WP
αγ = O, WP

βγ = O, WP
γγ = O

}
. (5.2)

Choose W ∈ cl
(
S+p − S+p ∩ {A − Ā}⊥

)
∩ {A − Ā}⊥ arbitrarily. Then there are sequences {Sk} ⊆ S+p

and {Tk} ⊆ S+p ∩ {A − Ā}⊥ such that Sk − Tk → W holds true. From (5.2) we deduce the relation

(Sk − Tk)
P
γγ = (Sk)

P
γγ ∈ S+|γ| for all k ∈ N. Taking the limit k → ∞ yields WP

γγ ∈ S+|γ|. Since we have
W ∈ {A− Ā}⊥, WP

γγ = O can be derived from (5.1). This shows the inclusion ⊆.
For the proof of the other inclusion, we pick a matrix W ∈ Sp such that WP

γγ = O holds. Due to (5.1),

we only need to verify W ∈ cl
(
S+p − S+p ∩ {A − Ā}⊥

)
. From WP

α∪β,α∪β ∈ S|α∪β| we find two matrices

X,Y ∈ S++
|α∪β| which satisfy WP

α∪β,α∪β = X −Y. For k ∈ N, we define matrices Sk,Tk ∈ Sp as stated
below:

Sk := P

[
kX+ k2I|α∪β| WP

α∪β,γ
WP

γ,α∪β
1
k I|γ|

]
P⊤, Tk := P

[
Y + (k − 1)X+ k2I|α∪β| O

O O

]
P⊤.

Obviously, TP
k is the sum of the three positive semidefinite matrices

[
Y O

O O

]
, (k − 1)

[
X O

O O

]
, k2

[
I|α∪β| O

O O

]
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and, thus, positive semidefinite. Taking a look at (5.2) yields Tk ∈ S+p ∩ {A − Ā}⊥. Next, we show

Sk ∈ S++
p for sufficiently large k. Therefore, we use Lemma 5.2. First, observe that the matrix 1

k I|γ| is
positive definite. Clearly, the eigenvalues of

(
X+ kI|α∪γ|

)
−WP

α∪β,γW
P
γ,α∪β .

strictly increase for k →∞. Thus, this matrix is positive definite for sufficiently large k ∈ N. Consequently,
the matrix (

kX+ k2I|α∪β|
)
−WP

α∪β,γ
(
1
k I|γ|

)−1
WP

γ,α∪β

is positive definite for sufficiently large k ∈ N. By means of Lemma 5.2 SP
k ∈ S++

p is valid for large
enough k, and since P is orthogonal, the same holds true for Sk. Combining these observations,

P

[
WP

α∪β,α∪β WP
α∪β,γ

WP
γ,α∪β

1
k I|γ|

]
P⊤ = P

[
X−Y WP

α∪β,γ
WP

γ,α∪β
1
k I|γ|

]
P⊤ = Sk −Tk ∈ S+p − S+p ∩ {A− Ā}⊥

is obtained for sufficiently large k ∈ N, and taking the limit k →∞ yieldsW ∈ cl
(
S+p − S+p ∩ {A− Ā}⊥

)
.

This completes the proof.

In [17, Section 5.3.1], the authors provide the following formula for the radial cone to S+p at Ā:

RS+
p
(Ā) =

{
W ∈ Sp

∣∣∣WP
β∪γ,β∪γ ∈ S+|β∪γ|, ∃X ∈ R|α|×|β∪γ| : WP

α,β∪γ = XWP
β∪γ,β∪γ

}
.

Moreover, in [69, Section 5], one can find explicit formulae for the tangent and normal cone to the cone
of positive semidefinite matrices:

TS+
p
(Ā) =

{
W ∈ Sp

∣∣∣WP
β∪γ,β∪γ ∈ S+|β∪γ|

}
,

NS+
p
(Ā) =

{
V ∈ Sp

∣∣∣VP
αα = O, VP

αβ = O, VP
αγ = O, VP

β∪γ,β∪γ ∈ S−|β∪γ|
}
.

Since we have Ā = projS+
p
(A) and

〈
Ā,A− Ā

〉
Sp

= 0, it is reasonable to consider the critical cone

KS+
p
(Ā,A− Ā). An explicit formula for this cone is stated in [99] and presented below:

KS+
p
(Ā,A− Ā) =

{
W ∈ Sp

∣∣∣WP
ββ ∈ S+|β|, WP

βγ = O, WP
γγ = O

}
.

Lemma 5.4. Using the above notations, we have

KS+
p
(Ā,A− Ā)◦ =

{
V ∈ Sp

∣∣∣VP
αα = O, VP

αβ = O, VP
αγ = O, VP

ββ ∈ S−|β|
}
.

Especially, KS+
p
(Ā,A − Ā)◦ 6= KS−

p
(A − Ā, Ā) is valid provided α 6= ∅ and γ 6= ∅ hold, i.e. S+p is not

polyhedric w.r.t. (Ā,A− Ā) in general.

Proof. Let us introduce

D :=
{
V ∈ Sp

∣∣∣VP
αα = O, VP

αβ = O, VP
αγ = O, VP

ββ ∈ S−|β|
}
.

Choosing V ∈ D, we easily see V ∈ KS+
p
(Ā,A− Ā)◦, i.e. D ⊆ KS+

p
(Ā,A− Ā)◦.

For the proof of the converse inclusion, we choose V ∈ KS+
p
(Ā,A − Ā)◦ arbitrarily. For any matrix

W ∈ KS+
p
(Ā,A− Ā), we obtain

0 ≥ 〈V,W〉Sp
= tr (VW) = tr

(
VPWP

)

= tr
(
VP
ααW

P
αα

)
+ 2 tr

(
VP
αβW

P
βα

)
+ 2 tr

(
VP
αγW

P
γα

)
+ tr

(
VP
ββW

P
ββ

)
.

Since there is no information on the blocks WP
αα, W

P
βα, and WP

γα, we deduce VP
αα = O, VP

αβ = O,

and VP
αγ = O. Moreover, the block VP

ββ needs to satisfy 0 ≥ tr
(
VP
ββW

P
ββ

)
=
〈
VP
ββ ,W

P
ββ

〉
S|β|

for any
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WP
ββ ∈ S+|β|. Thus, we obtainVP

ββ ∈ (S+|β|)◦ = S−|β| and, hence, V ∈ D. This shows D = KS+
p
(Ā,A−Ā)◦.

The last statement of the lemma follows from

KS−
p
(A− Ā, Ā) =

{
V ∈ Sp

∣∣∣VP
αα = O, VP

αβ = O, VP
ββ ∈ S−|β|

}

and the characterization of polyhedric cones in (2.5).

Let us introduce a matrix Ξ ∈ Sp as stated below:

∀i, j ∈ {1, . . . , p} : ξi,j :=

{
max{λi,i;0}−max{λj,j ;0}

λi,i−λj,j
if (i, j) ∈ (α× γ) ∪ (γ × α),

1 otherwise.
(5.3)

We obtain from [99, Proposition 9] that the metric projection onto S+p is directionally differentiable at A
and satisfies

∀∆ ∈ Sp : proj′S+
p
(A;∆) = P




∆P
αα ∆P

αβ Ξαγ •∆P
αγ

∆P
βα projS+

|β|

(
∆P
ββ

)
O

Ξγα •∆P
γα O O


P⊤.

Since the projection is Lipschitz continuous and Sp possesses the finite dimension 1
2p(p + 1), projS+

p
is

already B-differentiable. On the other hand, [99, Proposition 9] yields

∀∆ ∈ Sp : proj′S+
p
(A;∆) =

(
projK

S
+
p
(Ā,A−Ā) ◦L2

)
(∆) (5.4)

where L ∈ L[Sp,Sp] is the linear operator defined below:

∀∆ ∈ Sp : L[∆] := P
(√

Ξ •∆P
)
P⊤. (5.5)

Therein, the entries of the matrix
√
Ξ are given by the square roots of the entries of Ξ. In the lemma

below, we study the properties of the operator L in more detail.

Lemma 5.5. Using the above notations, the operator L from (5.5) is a self-adjoint automorphism which
satisfies

L ◦ projK
S
+
p
(Ā,A−Ā) = projK

S
+
p
(Ā,A−Ā) ◦ L, (5.6a)

∀∆ ∈ KS+
p
(Ā,A− Ā) : proj′S+

p
(A;∆) = L2[∆]. (5.6b)

Proof. The fact that L is an isomorphism is easily seen. Its inverse is given by

∀∆ ∈ Sp : L−1[∆] = P

(
1√
Ξ
•∆P

)
P⊤

where the matrix 1√
Ξ
contains entrywise the reciprocal entries of

√
Ξ.

Next, we show that L is self-adjoint. Therefore, choose ∆,Θ ∈ Sp arbitrarily and observe

〈Θ, L[∆]〉Sp
= tr (Θ L[∆]) = tr

(
PΘPP⊤P

(√
Ξ •∆P

)
P⊤
)

= tr
(
ΘP

(√
Ξ •∆P

))
= tr

((√
Ξ •ΘP

)
∆P

)

= tr
(
P
(√

Ξ •ΘP
)
P⊤P∆PP⊤

)
= tr (L[Θ]∆) = 〈L[Θ],∆〉Sp

.

This shows that L is self-adjoint.
Now, we validate property (5.6a). Since L is a self-adjoint automorphism, we can invoke Lemma 4.4 for



5. Selected applications of bilevel programming 100

this issue. For brevity, we set K := KS+
p
(Ā,A− Ā). First, we need to show L [K] = K. Therefore, choose

V ∈ L[K] arbitrarily. Then there exists a matrix W ∈ Sp satisfying WP
ββ ∈ S+|β| and

V = P




WP
αα WP

αβ

√
Ξαγ •WP

αγ

WP
βα WP

ββ O√
Ξγα •WP

γα O O


P⊤.

Consequently, we haveVP
ββ = WP

ββ ∈ S+|β|,VP
βγ = O, andVP

γγ = O, i.e.V ∈ K. This shows the inclusion
L[K] ⊆ K. Similarly, we can show L−1[K] ⊆ K, and applying L to this relation yields the other inclusion
K ⊆ L[K]. Next, we need to verify

∀W ∈ K∀V ∈ K◦ : 〈V,W〉Sp
= 0 ⇐⇒ 〈L[V], L[W]〉Sp

= 0.

However, choosing W ∈ K as well as V ∈ K◦ arbitrarily and respecting Lemma 5.4, we easily see

〈L[V], L[W]〉Sp
= 0 ⇐⇒ tr

(
P
(√

Ξ •VP
)
P⊤P

(√
Ξ •WP

)
P⊤
)
= 0

⇐⇒ tr
((√

Ξ •VP
)(√

Ξ •WP
))

⇐⇒ tr
(
VP
ββW

P
ββ

)
= 0

⇐⇒ tr
(
VPWP

)
= 0

⇐⇒ tr(VW) = 0

⇐⇒ 〈V,W〉Sp
= 0.

By means of Lemma 4.4, (5.6a) is valid.
Property (5.6b) simply follows combining (5.4) and L[K] = K which was shown earlier. This completes the
proof.

Finally, we want to take a closer look at the complementarity set C := gphNK which is induced by the
closed, convex cone K := KS+

p
(Ā,A− Ā). From Lemma 5.4 we obtain

C =




(W,V) ∈ Sp × Sp

∣∣∣∣∣∣∣∣

WP
ββ ∈ S+|β|, WP

βγ = O, WP
γγ = O,

VP
αα = O, VP

αβ = O, VP
αγ = O, VP

ββ ∈ S−|β|,〈
VP
ββ ,W

P
ββ

〉
S|β|

= 0




.

In the following lemma, we compute the limiting normal cone to C at (O,O).

Lemma 5.6. Using the above notations, we have

NC(O,O) =




(M,N) ∈ Sp × Sp

∣∣∣∣∣∣∣∣

MP
αα = O, MP

αβ = O, MP
αγ = O,

NP
βγ = O, NP

γγ = O,

(MP
ββ ,N

P
ββ) ∈ NgphN

S
+
|β|

(O,O)





where

NgphN
S
+
|β|

(O,O) =
⋃

{β+,β0,β−}∈P(β)

Σ∈[0,1]|β+|×|β−|

Q∈O|β|





(V,W) ∈ S|β| × S|β|

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

V
Q
β+β+

= O, VQ
β+β0

= O,

Q⊤
ββ0

VQββ0 ∈ S−|β0|,

W
Q
β0β−

= O, WQ
β−β−

= O,

Q⊤
ββ0

WQββ0 ∈ S+|β0|,

Σ •VQ
β+β−

+ (E−Σ) •WQ
β+β−

= O





holds. Here P(β) denotes the set of all partitions of β.
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Proof. It is sufficient to show the equation involving NC(O,O) since the formula for the limiting normal
cone to gphNS+

|β|
at (O,O) can be found in [37, Proposition 3.3].

We introduce an isomorphism F ∈ L[Sp,Sp] by F[∆] := ∆P for all ∆ ∈ Sp. Moreover, let us define a set
S ⊆ Sp × Sp as stated below:

S :=




(X,Y) ∈ Sp × Sp

∣∣∣∣∣∣∣

Xβγ = O, Xγγ = O,

Yαα = O, Yαβ = O, Yαγ = O,

(Xββ ,Yββ) ∈ gphNS+
|β|




.

Then we easily see C = {(W,V) ∈ Sp × Sp | (F[W], F[V]) ∈ S}. Exploiting the surjectivity of F,

NC(O,O) =
{(

F⋆
[
M̃
]
, F⋆
[
Ñ
])
∈ Sp × Sp

∣∣∣
(
M̃, Ñ

)
∈ NS(O,O)

}

is obtained from Lemma 2.38. We apply the product rule for limiting normals (2.6) in order to see

NS(O,O) =





(
M̃, Ñ

)
∈ Sp × Sp

∣∣∣∣∣∣∣∣∣

M̃αα = O, M̃αβ = O, M̃αγ = O,

Ñβγ = O, Ñγγ = O,
(
M̃ββ , Ñββ

)
∈ NgphN

S
+
|β|

(O,O)




.

Thus, the formula for the limiting normal cone to C follows from

∀Θ ∈ Sp : F⋆[Θ] = PΘP⊤

which is easily obtained from the definition of the adjoint operator. This completes the proof.

5.1.2. Necessary optimality conditions and constraint qualifications

We consider the bilevel programming problem

F (x, y,U) → min
x,y,U

G(x) ∈ C

(y,U) ∈ Ψ(x)

(5.7)

where Ψ: X ⇒ Ys × Sp denotes the solution mapping of the parametric optimization problem

1
2 ‖C[y]− P[x]‖2M + σ

2 ‖U− Q[x]‖2Sp
→ min

y,U

A[y]− B[U]− h(x) = 0

U ∈ S+p .
(5.8)

Here Assumption 4.2 shall hold with U = Sp and Uad = S+p . From Proposition 4.1 we already know that
for any x ∈ X , the lower level problem possesses a unique solution which can be characterized by the
projection operator onto the positive semidefinite cone. As we mentioned in Section 5.1.1, the mapping
projS+

p
is B-differentiable everywhere and the corresponding directional derivative can be characterized

in the sense of Haraux’s lemma, see (5.4) and Lemma 5.5. Thus, all assumptions of Lemma 4.8 hold.
We define the Lipschitz continuous and Fréchet differentiable function η : X → Sp and the bounded, linear
operator E ∈ L[Sp,Sp] as we did at the beginning of Section 4.1. Invoking Proposition 4.9, we obtain the
following intermediate result.

Proposition 5.7. Let (x̄, ȳ, Ū) ∈ X×Ys×Sp be a local optimal solution of (5.7) with lower level (5.8) where
the function F is continuously Fréchet differentiable. Let the constraint qualification (4.21) be satisfied.
Set W̄ := η(x̄) − E[Ū], let PΛP⊤ be an ordered eigenvalue decomposition of W̄, and let L ∈ L[Sp,Sp]
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be the operator defined in (5.5) where Ξ ∈ Sp is given in (5.3).
Then (δ̄x, ∆̄U, ∆̄Π) := (0,O,O) is a global optimal solution of the following MPCC:

(
F ′
x(x̄, ȳ, Ū) + F ′

y(x̄, ȳ, Ū) ◦ A−1 ◦ h′(x̄)
)
[δx]

+
(
F ′
y(x̄, ȳ, Ū) ◦ A−1 ◦ B+ F ′

U(x̄, ȳ, Ū)
)
[∆U] → min

δx,∆U,∆Π

G′(x̄)[δx] ∈ TC(G(x̄))
∆U − L2[∆Π] = 0

∆Π ∈ KS+
p
(Ū,W̄ − Ū)

η′(x̄)[δx]− E[∆U]−∆Π ∈ KS+
p
(Ū,W̄ − Ū)◦

〈η′(x̄)[δx]− E[∆U]−∆Π,∆Π〉Sp
= 0.

(5.9)

Before we apply our optimality conditions from Theorem 4.10 to (5.7), we state the following supplemen-
tary result which helps us to characterize the constraint qualifications (4.23) and (4.27) in the semidefinite
case.

Lemma 5.8. Let (x̄, ȳ, Ū) ∈ X ×Ys×Sp be a feasible point of (5.7). Define W̄ := η(x̄)−E[Ū], let PΛP⊤

be an ordered eigenvalue decomposition of W̄, let α, β, and γ denote the index sets corresponding to
the positive, zero, and negative eigenvalues of Λ, and let L ∈ L[Sp,Sp] be the operator defined in (5.5)
where Ξ ∈ Sp is given in (5.3).
We define a set W (Ū,W̄ − Ū) ⊆ Sp × Sp as stated below:

W (Ū,W̄ − Ū) :=




(W,V) ∈ Sp × Sp

∣∣∣∣∣∣∣

WP
ββ = O, WP

βγ = O, WP
γγ = O,

VP
αα = O, VP

αβ = O, VP
ββ = O,

Ξαγ •
(
WP

αγ +VP
αγ

)
−WP

αγ = O




.

Then we have

W (Ū,W̄ − Ū) =

[
L2 O

ISp
− L2 ISp

](KS+
p
(Ū,W̄ − Ū)◦⊥

KS+
p
(Ū,W̄ − Ū)⊥

)
.

Proof. We show both inclusions separately. Choosing (W,V) ∈W (Ū,W̄ − Ū), we define

W̃P :=
1

Ξ
•WP =




WP
αα WP

αβ

(
1
Ξ

)
αγ
•WP

αγ

WP
βα O O(

1
Ξ

)
γα
•WP

γα O O


 , ṼP :=



O O O

O O VP
βγ

O VP
γβ VP

γγ


 .

Therein, 1
Ξ
∈ Sp denotes the matrix which contains entrywise the reciprocal entries of Ξ. From Lemmas

2.12 and 5.4 we obtain W̃ ∈ KS+
p
(Ū,W̄ − Ū)◦⊥ and Ṽ ∈ KS+

p
(Ū,W̄ − Ū)⊥. The definition of the set

W (Ū,W̄ − Ū) yields VP
αγ =

((
1
Ξ

)
αγ
−E

)
•WP

αγ . Thus, we derive

(E−Ξ) • W̃P + ṼP =

(
1

Ξ
−E

)
•WP + ṼP = VP

and this leads to
W = L2[W̃], V = (ISp

− L2)[W̃] + Ṽ.

This shows the inclusion ⊆.
For the proof of the converse inclusion, choose W̃ ∈ KS+

p
(Ū,W̄ − Ū)◦⊥ and Ṽ ∈ KS+

p
(Ū,W̄ − Ū)⊥

arbitrarily. This yields W̃P
ββ = O, W̃P

βγ = O, W̃P
γγ = O, ṼP

αα = O, ṼP
αβ = O, ṼP

αγ = O, and ṼP
ββ = O.

Thus, we obtain

L2[W̃] = P




W̃P
αα W̃P

αβ Ξαγ • W̃P
αγ

W̃P
βα O O

Ξγα • W̃P
γα O O


P⊤
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and

(ISp
− L2)[W̃] + Ṽ = P




O O (E−Ξαγ) • W̃P
αγ

O O ṼP
βγ

(E−Ξγα) • W̃P
γα ṼP

γβ ṼP
γγ


P⊤.

We easily see

Ξαγ •
[[
Ξαγ • W̃P

αγ

]
+
[
(E−Ξαγ) • W̃P

αγ

]]
−
[
Ξαγ • W̃P

αγ

]
= O.

This shows
(
L2[W̃], (ISp

− L2)[W̃] + Ṽ
)
∈W (Ū,W̄ − Ū) and, thus, completes the proof.

Now, we are in position to restate the necessary optimality conditions from Theorem 4.10 in terms of
problem (5.7).

Proposition 5.9. Let (x̄, ȳ, Ū) ∈ X × Ys × Sp be a local optimal solution of (5.7) where F is continuously
Fréchet differentiable. Suppose that the constraint qualification (4.21) holds. Set W̄ := η(x̄) − E[Ū]. Let
PΛP⊤ be an ordered eigenvalue decomposition of W̄, let α, β, and γ denote the index sets correspon-
ding to the positive, zero, and negative eigenvalues of Λ, and let Ξ be the matrix defined in (5.3). Then
the following statements hold:

1. Assume that the constraint qualification


G′(x̄) O

O ISp

η′(x̄) −E− ISp



(
X
Sp

)
−
(
TC(G(x̄))

W (Ū,W̄ − Ū)

)
=



W
Sp
Sp


 (5.10)

holds. Then there exist multipliers ρ ∈ W⋆, M,N ∈ Sp, and p ∈ Ys which satisfy (4.24d) as well as

0 = F ′
x(x̄, ȳ, Ū) + h′(x̄)⋆[p] +G′(x̄)⋆[ρ] + η′(x̄)⋆[N], (5.11a)

O = F ′
U(x̄, ȳ, Ū) + B⋆[p] +M− (E+ ISp

)[N], (5.11b)

0 = A⋆[p]− F ′
y(x̄, ȳ, Ū), (5.11c)

MP
αα = O, MP

αβ = O, (5.11d)

NP
βγ = O, NP

γγ = O, (5.11e)

Ξαγ • (MP
αγ −NP

αγ) +NP
αγ = O. (5.11f)

2. Let X andW be reflexive. Suppose that the constraint qualification

0 = G′(x̄)⋆[ρ] + η′(x̄)⋆[N],

O = M− (E+ ISp
)[N],

ρ ∈ NC(G(x̄)),
MP

αα = O, MP
αβ = O,

NP
βγ = O, NP

γγ = O,

Ξαγ • (MP
αγ −NP

αγ) +NP
αγ = O,

(MP
ββ ,N

P
ββ) ∈ NgphN

S
+
|β|

(O,O)





=⇒ ρ = 0, M = O, N = O (5.12)

is satisfied while TC(G(x̄)) is SNC at 0. Then there exist multipliers ρ ∈ W⋆, M,N ∈ Sp, and p ∈ Ys
which satisfy (4.24d), (5.11), and

(MP
ββ ,N

P
ββ) ∈ NgphN

S
+
|β|

(O,O). (5.13)

3. Assume that the constraint qualifications (5.10) and

cl





G′(x̄) O

O ISp

η′(x̄) −E− ISp



(
X
Sp

)
−
(
NC(G(x̄))⊥

W (Ū,W̄ − Ū)

)
 =



W
Sp
Sp


 (5.14)
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hold. Then there exist multipliers ρ ∈ W⋆, M,N ∈ Sp, and p ∈ Ys which satisfy (4.24d), (5.11),
and

(MP
ββ ,N

P
ββ) ∈ S−|β| × S+|β|. (5.15)

Proof. Applying Lemmas 5.4, 5.6, and 5.8, the results directly follow from Theorem 4.10.

Obviously, the constraint qualifications (4.21) and (5.10) are both implied by



G′(x̄) O

O ISp

η′(x̄) −E− ISp



(
X
Sp

)
−
(
RC(G(x̄))

W (Ū,W̄ − Ū)

)
=



W
Sp
Sp


 (5.16)

which was introduced in [124, Definition 5.5] under the name SDPMPCC-MFCQ. In [124, Definition 5.7],
the author refers to the constraint qualification (5.14) as SDPMPCC-LICQ. Observe that SDPMPCC-LICQ
does not need to imply SDPMPCC-MFCQ as long asW is infinite-dimensional. Using [124, Lemma 5.4],
we obtain

W (Ū,W̄ − Ū)◦ =




(M,N) ∈ Sp × Sp

∣∣∣∣∣∣∣

MP
αα = O, MP

αβ = O,

NP
βγ = O, NP

γγ = O,

Ξαγ • (MP
αγ −NP

αγ) +NP
αγ = O




.

Thus, if (5.10) holds, then by polarization and Remark 2.33 we easily see that (5.12) is satisfied as well.
Especially, SDPMPCC-MFCQ implies (5.12).
If we interpret the first, second, and third set of optimality conditions provided in Proposition 5.9 as
some W-, M-, and S-stationarity-type conditions, respectively, then we easily see from Lemma 5.6 that
the S-stationarity-type conditions are stronger than the M-stationarity-type conditions, whereas the M-
stationarity-type conditions are stronger than the W-stationarity-type conditions. Due to the fact that
these optimality conditions were derived via the surrogate MPCC (5.9) whose complementarity cone is
trivially polyhedric w.r.t. the point of interest (i.e. the zero vector), the S-stationarity-type conditions possess
reasonable strength. From above we obtain that a local minimizer of (5.7) where SDPMPCC-MFCQ is
valid, X and W are reflexive, and TC(G(x̄)) is SNC at 0 satisfies the M-stationarity-type conditions. This
observation is related to [127, Theorem 3.5] where a similar result was obtained for general semidefinite
MPCCs in finite-dimensional spaces.
Since S+p is a closed, convex cone, (5.7) is fully equivalent to the MPCC

F (x, y,U) → min
x,y,U

G(x) ∈ C

A[y]− B[U]− h(x) = 0

U ∈ S+p
η(x)− (E+ ISp

)[U] ∈ S−p〈
η(x)− (E+ ISp

)[U],U
〉
Sp

= 0.

(5.17)

It is easy to see that the W-, M-, and S-stationarity-type necessary optimality conditions from Proposition
5.9 coincide with the W-, M-, and S-stationarity conditions as they are introduced in [127, Definition 3.3]
for the above MPCC (5.17). This underlines the strength of the derived conditions. In [124, Theorem 5.8],
the author shows that SDPMPCC-MFCQ and SDPMPCC-LICQ together imply that a local optimal solution
of a general semidefinite complementarity problem satisfies the S-stationarity-type conditions. Here we
obtained an analogous result for our special problem class (5.7) in Proposition 5.9.
Let us check how our notions of W-, M-, and S-stationarity from Definitions 3.1 and 3.2 can be used to
derive necessary optimality conditions for (5.7) via the equivalent surrogate problem (5.17). Therefore,
we just recall Proposition 4.13.

Proposition 5.10. Let (x̄, ȳ, Ū) ∈ X ×Ys×Sp be a local optimal solution of (5.7). Set W̄ := η(x̄)− E[Ū],
let PΛP⊤ be an ordered eigenvalue decomposition of W̄, and let α, β, and γ denote the index sets
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corresponding to the positive, zero, and negative eigenvalues of Λ. We define T (Ū,W̄ − Ū) ⊆ Sp × Sp
as stated below:

T (Ū,W̄ − Ū) :=

{
(W,V) ∈ Sp × Sp

∣∣∣∣∣
WP

αβ = O, WP
αγ = O, WP

ββ = O, WP
βγ = O, WP

γγ = O,

VP
αα = O, VP

αβ = O, VP
αγ = O, VP

ββ = O, VP
βγ = O

}
.

Then the following statements hold.

1. Assume that the constraint qualification


G′(x̄) O

O ISp

η′(x̄) −E− ISp



(
X
Sp

)
−
(
RC(G(x̄))

T (Ū,W̄ − Ū)

)
=



W
Sp
Sp


 (5.18)

is valid. Then there exist multipliers ρ ∈ W⋆, M,N ∈ Sp, and p ∈ Ys which satisfy (4.24d), (5.11a)
- (5.11c), and

MP
αα = O, NP

γγ = O.

2. Let X andW be reflexive, and let F be continuously Fréchet differentiable at (x̄, ȳ, Ū). Assume that
the constraint qualification (5.12) is satisfied while C is SNC at G(x̄). Then there exist multipliers
ρ ∈ W⋆, M,N ∈ Sp, and p ∈ Ys which satisfy (4.24d), (5.11), and (5.13).

3. Suppose that the constraint qualifications (5.18) and

cl





G′(x̄) O

O ISp

η′(x̄) −E− ISp



(
X
Sp

)
−
(
NC(G(x̄))⊥
T (Ū,W̄ − Ū)

)
 =



W
Sp
Sp


 (5.19)

are satisfied. Then there are multipliers ρ ∈ W⋆, M,N ∈ Sp, and p ∈ Ys which satisfy (4.24d),
(5.11a) - (5.11e), and (5.15).

Proof. The proof mainly follows applying Proposition 4.13 to (5.17).
Let us start with the validation of the first statement. Due to Lemma 5.3, it is sufficient to show

T (Ū,W̄ − Ū) =
(
RS+

p
(Ū) ∩

(
−KS+

p
(Ū,W̄ − Ū)

))
×
(
RS−

p
(W̄ − Ū) ∩

(
−KS−

p
(W̄ − Ū, Ū)

))
.

This, however, is a simple consequence of the formulae for radial and critical cone to the semidefinite
cone provided in Section 5.1.1.
The proof of the second statement follows easily from [37, Theorem 3.1] where an explicit formula for the
limiting normal cone to gphNS+

p
is presented.

Recalling the formula for the critical cone to S+p , we only need to verify

T (Ū,W̄ − Ū) =

(
TS+

p ∩(−T
S
+
p
(Ū))(Ū)◦⊥

)
×
(
TS−

p ∩(−T
S
−
p
(W̄−Ū))(W̄ − Ū)◦⊥

)
.

This formula easily follows from

S+p ∩
(
−TS+

p
(Ū)

)
=

{
W ∈ Sp

∣∣∣∣∣
WP

αα ∈ S+|α|, WP
αβ = O, WP

αγ = O,

WP
ββ = O, WP

βγ = O, WP
γγ = O

}
,

S−p ∩
(
−TS−

p
(W̄ − Ū)

)
=

{
V ∈ Sp

∣∣∣∣∣
VP
αα = O, VP

αβ = O, VP
αγ = O,

VP
ββ = O, VP

βγ = O, VP
γγ ∈ S−|γ|

}
,

and, thus,

TS+
p ∩(−T

S
+
p
(Ū))(Ū) =

{
W ∈ Sp

∣∣∣∣∣
WP

αβ = O, WP
αγ = O, WP

ββ = O,

WP
βγ = O, WP

γγ = O

}
,

TS−
p ∩(−T

S
−
p
(W̄−Ū))(W̄ − Ū) =

{
V ∈ Sp

∣∣∣∣∣
VP
αα = O, VP

αβ = O, VP
αγ = O,

VP
ββ = O, VP

βγ = O

}
.

Now, we can apply Lemma 2.12 in order to complete the proof.



5. Selected applications of bilevel programming 106

Here we see that the linearization approach we used in Section 4.1.2 leads to much better results in terms
of the W- and S-stationarity conditions than the direct consideration of the equivalent MPCC (5.17): It
is obvious that the constraint qualification (5.18) is much stronger than SDPMPCC-MFCQ while (5.19) is
much stronger than SDPMPCC-LICQ. On the other hand, the W- and S-stationarity conditions provided in
Proposition 5.10 are much weaker than the W- and S-stationarity-type conditions we derived in Proposition
5.9. Interestingly, the corresponding M-stationarity-type results are nearly the same; they only differ in the
SNC assumption and the additional constraint qualification (4.21) needed in Proposition 5.9.
Following Lemma 5.3, Theorem [37, Theorem 3.1], and the formula for the critical cone to Sp stated
earlier, we obtain how the W-, M-, and S-stationarity conditions according to Definitions 3.1 and 3.2 for
generalized MPCCs whose cone inducing the complementarity constraint equals S+p look like.

Remark 5.11. Consider the mathematical program (MPCC) under Assumption 3.1 with Z := Sp and
K := S+p . Let the point x̄ ∈ X be feasible for this problem. Furthermore, let PΛP⊤ be an ordered
eigenvalue decomposition of G(x̄)+H(x̄) and let α, β, and γ denote the index sets of positive, zero, and
negative eigenvalues of Λ.

1. The point x̄ is W-stationary for the corresponding problem (MPCC) in the sense of Definition 3.1 if
and only if there are multipliers λ ∈ Y⋆ and M,N ∈ Sp which solve the system

0 = ψ′(x̄) + g′(x̄)⋆[λ] +G′(x̄)⋆[M] +H ′(x̄)⋆[N], (5.20a)

λ ∈ NC(G(x̄)), (5.20b)

MP
αα = O, (5.20c)

NP
γγ = O. (5.20d)

2. The point x̄ is M-stationary for the corresponding problem (MPCC) in the sense of Definition 3.2 if
and only if there are multipliers λ ∈ Y⋆ and M,N ∈ Sp which satisfy (5.20a), (5.20b), and

MP
αα = O, MP

αβ = O, (5.21a)

NP
βγ = O, NP

γγ = O, (5.21b)

Ξαγ • (MP
αγ −NP

αγ) +NP
αγ = O, (5.21c)

(MP
ββ ,N

P
ββ) ∈ NgphN

S
+
|β|

(O,O) (5.21d)

where Ξ is defined in (5.3).

3. The point x̄ is S-stationary for the corresponding problem (MPCC) in the sense of Definition 3.1 if
and only if there are multipliers λ ∈ Y⋆ and M,N ∈ Sp which satisfy (5.20a), (5.20b), (5.21a),
(5.21b), and

MP
ββ ∈ S−|β|,

NP
ββ ∈ S+|β|.

Note that our notions of W- and S-stationarity are substantially weaker than the ones used in [37], [124],
and [127]. For the S-stationarity conditions, this phenomenon was depicted in [121] already. One reason
for that might be the fact that S+p is not polyhedric. This points out that the generalized stationarity notions
for W- and S-stationarity from Chapter 3 for nonpolyhedric complementarity cones may turn out to be too
weak to yield good necessary optimality conditions. In this section, by means of a linearization approach,
we overcame this drawback. A related idea was exploited in [121] and [124].
Using the notions of stationarity for semidefinite complementarity programs from Remark 5.11, we easily
see that any M-stationary point is W-stationary as well. On the other hand, there is no implication between
the S- and M-stationarity conditions. Thus, the implications (3.10) do not hold for semidefinite MPCCs.
This shows once more that the generalized concepts of stationarity for (MPCC) and their relation to each
other need to be discussed carefully for different choices for the complementarity cone.
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5.2. Bilevel optimal control of linear ODEs with lower level control

constraints

For some instance T > 0, we set Ω := (0, T ). In this section, we want to use the KKT approach to derive
necessary optimality conditions for the bilevel optimal control problem

F0(x(T ), y(T )) +

∫ T

0

F1(t, x(t), y(t), u(t), v(t))dt → min
x,u,y,v

∇x(t)−Cxx(t)−Cuu(t) = 0 a.e. on Ω

x(0)− x0 = 0

(y, v) ∈ Ψ(x, u)

(BOC)

where Ψ: AC1,2(Ω,Rn) × L2(Ω,Rk) ⇒ AC1,2(Ω,Rm) × L2(Ω,Rl) denotes the solution set mapping of
the parametric optimal control problem stated below:

1
2y(T ) ·

(
Ry(T )

)
+ 1

2

∫ T

0

[
y(t) ·

[
Ryy(t) + 2Px(t)

]
+ v(t) ·

(
Rvv(t)

)]
dt → min

y,v

∇y(t)−Axx(t)−Byy(t)−Auu(t)−Bvv(t) = 0 a.e. on Ω

y(0)− y0 = 0

Duu(t) +Dvv(t)− d(t) ≥ 0 a.e. on Ω.

(5.22)

Many mathematical models arising from practical applications possess a hierarchical structure where at
least one decision level is a dynamic program of ODEs, see e.g. [3, 4, 41, 58, 59, 74, 76, 77, 89] for
examples and numerical solution approaches. However, there exist surprisingly few theoretical results
and optimality conditions for such problems which are not based on discretization, see [14, 18, 130] and
other publications by these authors. Here we want to study the bilevel optimal control problem (BOC) in
order to reduce the size of this gap.
Below, we list our standing assumptions on the model problem.

Assumption 5.1. The function F0 : Rn × Rm → R is continuously differentiable, whereas the function
F1 : R × Rn × Rm × Rk × Rl → R is (Lebesgue-)measurable w.r.t. its first argument and continuously
differentiable w.r.t. its last four arguments. Furthermore, there are scalars C,C ′ > 0 such that the following
estimates hold for all t ∈ (0, T ), x ∈ Rn, y ∈ Rm, u ∈ Rk, and v ∈ Rl:

|F1(t, x, y, u, v)| ≤ C
(
1 + |x|22 + |y|

2
2 + |u|

2
2 + |v|

2
2

)
,

∣∣∇(x,y,u,v)F1(t, x, y, u, v)
∣∣
2
≤ C ′(1 + |x|2 + |y|2 + |u|2 + |v|2

)
.

The matrices Ax ∈ Rm×n, Au ∈ Rm×k, By ∈ Rm×m, Bv ∈ Rm×l, Cx ∈ Rn×n, Cu ∈ Rn×k, Du ∈ Rq×k,
Dv ∈ Rq×l, P ∈ Rm×n, R,Ry ∈ Rm×m, and Rv ∈ Rl×l are fixed. Furthermore, we assume that R, Ry,
as well asRv are symmetric and positive semidefinite, whereasDv possesses full row rank q. Additionally,
the function d ∈ L2(Ω,Rq) and the initial states x0 ∈ Rn as well as y0 ∈ Rm are fixed. The decision spaces
are fixed to AC1,2(Ω,Rn) and AC1,2(Ω,Rm) for the state functions x and y, as well as to L2(Ω,Rk) and
L2(Ω,Rl) for the control functions u and v, respectively.

We want to mention that the upcoming results stay valid in the case where all the autonomous matrices
are replaced by time-dependent ones under not too hard assumptions. However, for the purpose of
simplicity, we restict ourselves to the investigation of the autonomous case. Furthermore, one can modify
the lower level objective function such that it contains desired targets as long as its quadratic structure is
preserved.
Let us transfer (BOC) into a bilevel progamming problem discussed in Section 4.2 which satisfies As-
sumption 4.4. We introduce the spaces X := AC1,2(Ω,Rn)×L2(Ω,Rk), Y := AC1,2(Ω,Rm)×L2(Ω,Rl),
W := AC1,2(Ω,Rn), as well as Z := AC1,2(Ω,Rm)×L2(Ω,Rq) and define the mappings F : X ×Y → R,



5. Selected applications of bilevel programming 108

G : X → W, f : X × Y → R, and g : X × Y → Z as stated below for all (x, u) ∈ X and (y, v) ∈ Y:

F (x, u, y, v) := F0(x(T ), y(T )) +

∫ T

0

F1(t, x(t), y(t), u(t), v(t))dt,

G(x, u) := x(·)− x0 −
∫ ·

0

[
Cxx(τ) +Cuu(τ)

]
dτ,

f(x, u, y, v) := 1
2y(T ) ·

(
Ry(T )

)
+ 1

2

∫ T

0

[
y(t) ·

[
Ryy(t) + 2Px(t)

]
+ v(t) ·

(
Rvv(t)

)]
dt,

g(x, u, y, v) :=

(
y(·)− y0 −

∫ ·

0

[
Axx(τ) +Byy(τ) +Auu(τ) +Bvv(τ)

]
dτ, Duu(·) +Dvv(·)− d(·)

)
.

We introduce closed, convex cones C ⊆ W and K ⊆ Z by C := {0} and K := {0} × L2(Ω,Rq)+0 ,
respectively.
The function F is Fréchet differentiable by means of [117, Lemma 3.1(b)]. Due to its quadratic structure,
f is twice continuously Fréchet differentiable, see Examples 2.27 and 2.28 which provide a strategy
for the validation of this result. Reprising the argumentation which was used to prove Lemma A.6, we
easily see that G and g are continuous affine operators and, thus, arbitrarily often continuously Fréchet
differentiable. Due to the positive semidefiniteness of the matricesR,Ry, andRv, the mapping f(x, u, ·, ·)
is convex for fixed (x, u) ∈ X . Since g is affine, it is also −K-convex.
In the upcoming lemma, we show that g possesses a surjective partial Fréchet derivative w.r.t. the lower
level decision variables which implies that KRZCQ holds at all lower level feasible points.

Lemma 5.12. For any point (x̄, ū, ȳ, v̄) ∈ X × Y, we have

∀(hy, hv) ∈ Y : g′(y,v)(x̄, ū, ȳ, v̄)[hy, hv] =

(
hy(·)−

∫ T

0

[
Byhy(τ) +Bvhv(τ)

]
dτ, Dvhv(·)

)

and this operator is surjective.

Proof. The representation of the Fréchet derivative follows from the fact that g is an affine and continuous
mapping.
For the proof of the surjectivity of G := g′(y,v)(x̄, ū, ȳ, v̄), we choose (z1, z2) ∈ Z arbitrarily and consider

the equation G[hy, hv] = (z1, z2) for variables (hy, hv) ∈ Y. Due to Assumption 5.1, Dv possesses full row

rank q. Thus, we can set h̄v(·) := D⊤
v

(
DvD

⊤
v

)−1
z2(·) = D†

vz2(·). Next, consider

hy(·)−
∫ ·

0

Byhy(τ)dτ = z1(·) +
∫ ·

0

BvD
†
vz2(τ)dτ.

Since the right hand side of this equation belongs to AC1,2(Ω,Rm), a solution h̄y ∈ AC1,2(Ω,Rm) of it
can be explicitly constructed using the fundamental matrix function Φ: Ω → Rm×m given as the solution
of the matrix differential equation

∇Φ(t) = ByΦ(t) f.a.a. t ∈ Ω, Φ(0) = Im,

see [71, proof of Theorem 5.19]. Thus, we have G[h̄y, h̄v] = (z1, z2) which shows the surjectivity of G.

Combining the above observations and keeping Assumption 4.4 in mind, it is reasonable to discuss
the model problem (BOC) using the KKT approach from Section 4.2. Note that by means of Corollary
4.23 and Lemma 5.12 we already know that the bilevel optimal control problem (BOC) and its KKT
reformulation are equivalent w.r.t. local and global optimal solutions.



5. Selected applications of bilevel programming 109

5.2.1. The lower level KKT conditions and the KKT reformulation of the original
problem

In order to study the KKT reformulation of (BOC), we have to derive the KKT conditions of the lower level
problem (5.22) first. Therefore, we fix a lower level feasible point p := (x̄, ū, ȳ, v̄) ∈ X × Y and observe
that

f ′(y,v)(p)[hy, hv] = hy(T ) ·
(
Rȳ(T )

)
+

∫ T

0

hy(t) ·
[
Ry ȳ(t) +Px̄(t)

]
dt+

∫ T

0

hv(t) ·
(
Rv v̄(t)

)
dt

holds true for arbitrary (hy, hv) ∈ Y, see Example 2.27. We apply Lemma A.5 in order to obtain the
alternative representation

f ′(y,v)(p) =

((
Rȳ(T ) +

∫ T

0

[
Ry ȳ(τ) +Px̄(τ)

]
dτ, Rȳ(T ) +

∫ T

·

[
Ry ȳ(τ) +Px̄(τ)

]
dτ

)
, Rv v̄(·)

)
.

Combining Lemmas 5.12 and A.6, we have

g′(y,v)(p)
⋆[θy, λ] =

((
θy(0)−

∫ T

0

B⊤
y ∇θy(τ)dτ, ∇θy(·)−

∫ T

·
B⊤
y ∇θy(τ)dτ

)
, D⊤

v λ(·)−B⊤
v ∇θy(·)

)

for any (θy, λ) ∈ Z⋆ ∼= Z. Consequently, the lower level KKT conditions reduce to the existence of functions
θy ∈ AC1,2(Ω,Rm) and λ ∈ L2(Ω,Rq) which satisfy

0 = Rȳ(T ) + θy(0) +

∫ T

0

[
Ry ȳ(τ) +Px̄(τ)−B⊤

y ∇θy(τ)
]
dτ, (5.23a)

0 = Rȳ(T ) +∇θy(t) +
∫ T

t

[
Ry ȳ(τ) +Px̄(τ)−B⊤

y ∇θy(τ)
]
dτ f.a.a. t ∈ Ω, (5.23b)

0 = Rv v̄(t) +D⊤
v λ(t)−B⊤

v ∇θy(t) f.a.a. t ∈ Ω, (5.23c)

0 ≥ λ(t) f.a.a. t ∈ Ω, (5.23d)

0 = λ(t) ·
(
Duū(t) +Dv v̄(t)− d(t)

)
f.a.a. t ∈ Ω, (5.23e)

see Section 3.2 for the derivation of the expression of the complementarity conditions (5.23d), (5.23e).
Equation (5.23b) yields that p := ∇θy solves the boundary value problem

0 = ∇p(t)−Ry ȳ(t)−Px̄(t) +B⊤
y p(t) f.a.a. t ∈ Ω, (5.24a)

0 = p(T ) +Rȳ(T ) (5.24b)

and, thus, is already an element of AC1,2(Ω,Rm). On the other hand, if p ∈ AC1,2(Ω,Rm) solves (5.24),

then defining θy(t) := p(0) +
∫ t
0
p(τ)dτ for all t ∈ Ω produces a function which satisfies the conditions

(5.23a) and (5.23b).
Consequently, the KKT conditions (5.23) are equivalent to the existence of functions p ∈ AC1,2(Ω,Rm)
and λ ∈ L2(Ω,Rq) which satisfy (5.23d), (5.23e), (5.24), and

0 = Rv v̄(t) +D⊤
v λ(t)−B⊤

v p(t) f.a.a. t ∈ Ω. (5.25)

These optimality conditions for (5.22) are of so-called Pontryagin-type, see [102], since they comprise an
adjoint equation (5.24a) on the so-called adjoint state p, transversality conditions (i.e. boundary condi-
tions) (5.24b) on p, and Pontryagin’s (linearized) Maximum Principle (5.25) where the appearing Lagrange
multiplier λ is characterized in (5.23d), (5.23e) .
The above considerations show that the KKT reformulation of the bilevel programming problem (BOC) is
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equivalent to the optimal control problem

F0(x(T ), y(T )) +

∫ T

0

F1(t, x(t), y(t), u(t), v(t))dt → min
x,u,y,v,p,λ,ξ

∇x(t)−Cxx(t)−Cuu(t) = 0 a.e. on Ω

∇y(t)−Axx(t)−Byy(t)−Auu(t)−Bvv(t) = 0 a.e. on Ω

∇p(t)−Ryy(t)−Px(t) +B⊤
y p(t) = 0 a.e. on Ω

x(0)− x0 = 0

y(0)− y0 = 0

p(0)− ξ = 0

p(T ) +Ry(T ) = 0

Rvv(t) +D⊤
v λ(t)−B⊤

v p(t) = 0 a.e. on Ω

Duu(t) +Dvv(t)− d(t) ≥ 0 a.e. on Ω

λ(t) ≤ 0 a.e. on Ω

λ(t) ·
(
Duu(t) +Dvv(t)− d(t)

)
= 0 a.e. on Ω

(5.26)

which comprises a complementarity constraint in the Lebesgue space L2(Ω,Rq). Note that we introduced
a dummy variable ξ ∈ Rm. This will be beneficial when deriving applicable constraint qualifications to
handle (5.26). Recall that the state functions in this problem are x, y, and p, whereas the control functions
are given by u, v, and λ. From Theorem 4.18 we know that if (x̄, ū, ȳ, v̄) ∈ X × Y is a local optimal
solution of (BOC), then there are p ∈ AC1,2(Ω,Rm) and λ ∈ L2(Ω,Rq) such that (x̄, ū, ȳ, v̄, p, λ, p(0)) is a
local optimal solution of (5.26).
In order to write the above program in a compact way, we introduce matrices M̂ ∈ R(n+2m)×(n+2m),
N̂ ∈ R(n+2m)×(k+l+q), K̂ ∈ R(n+2m)×m, P̂ ∈ Rl×(n+2m), Q̂ ∈ Rl×(k+l+q), and R̂ ∈ Rm×(n+2m) as stated
below:

M̂ :=



Cx O O

Ax By O

P Ry −B⊤
y


 , N̂ :=



Cu O O

Au Bv O

O O O


 , K̂ :=



O

O

Im


 ,

P̂ :=
[
O O −B⊤

v

]
, Q̂ :=

[
O Rv D⊤

v

]
, R̂ :=

[
O R Im

]
.

Using these matrices, we can write (5.26) equivalently as

F0(x(T ), y(T )) +

∫ T

0

F1(t, x(t), y(t), u(t), v(t))dt → min
x,y,p,u,v,λ,ξ


x(t)
y(t)
p(t)


−



x0
y0
0


− K̂ξ −

∫ t

0


M̂



x(τ)
y(τ)
p(τ)


+ N̂



u(τ)
v(τ)
λ(τ)




 dτ = 0 a.e. on Ω

P̂



x(t)
y(t)
p(t)


+ Q̂



u(t)
v(t)
λ(t)


 = 0 a.e. on Ω

R̂



x(T )
y(T )
p(T )


 = 0

Duu(t) +Dvv(t)− d(t) ≥ 0 a.e. on Ω

λ(t) ≤ 0 a.e. on Ω

λ(t) ·
(
Duu(t) +Dvv(t)− d(t)

)
= 0 a.e. on Ω.

5.2.2. The W- and S-stationarity conditions of the bilevel optimal control problem

In this section, we want to derive explicit representations of the W- and S-stationarity conditions which
correspond to the bilevel programming problem (BOC). Recalling Definition 4.1, we only need to state
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the W- and S-stationarity conditions of the MPCC (5.26) for that purpose. Note that the complementarity
constraint of this program is induced by the nonnegative cone in L2(Ω,Rq) and, thus, we already know
that the consideration of the M-stationarity concept is not reasonable here since it coincides with W-
stationarity and the corresponding constraint qualifications are not applicable, see Section 3.2 for the
details.
In order to stay close to the notation used in Chapter 3, we define the Banach spaces

X̃ := AC1,2(Ω,Rn+2m)× L2(Ω,Rk+l+q)× Rm,

Ỹ := AC1,2(Ω,Rn+2m)× L2(Ω,Rl)× Rm,

Z̃ := L2(Ω,Rq).

We introduce the notation x := (x, y, p, u, v, λ, ξ) ∈ X̃ as well as functions ψ : X̃ → R, g̃ : X̃ → Ỹ,
G̃ : X̃ → Z̃, and H̃ : X̃ → Z̃⋆ as stated below for arbitrary x ∈ X̃ :

ψ(x) := F (x, u, y, v),

g̃(x) :=





x(·)
y(·)
p(·)


−



x0
y0
0


− K̂ξ −

∫ ·

0


M̂



x(τ)
y(τ)
p(τ)


+ N̂



u(τ)
v(τ)
λ(τ)




 dτ,

P̂



x(·)
y(·)
p(·)


+ Q̂



u(·)
v(·)
λ(·)


 , R̂



x(T )
y(T )
p(T )




 ,

G̃(x) := Duu(·) +Dvv(·)− d(·),
H̃(x) := λ(·).

Finally, we fix the closed, convex cones C̃ := {0} and K̃ := L2(Ω,Rq)+0 in order to see that the KKT
reformulation (5.26) of the bilevel programming problem (BOC) is equivalent to

ψ(x) → min

g̃(x) ∈ C̃

G̃(x) ∈ K̃

H̃(x) ∈ K̃◦
〈
H̃(x), G̃(x)

〉
Z̃ = 0.

From Section 5.2.1 we already know that ψ is Fréchet differentiable. Lemma A.6 can be used to show
that g̃, G̃, and H̃ are continuous, affine operators and, thus, continuously Fréchet differentiable.
Below, we characterize the Fréchet derivatives of the functions ψ, g̃, G̃, and H̃ at some point x ∈ X̃ .
Therefore, we fix some direction d := (dx, dy, dp, du, dv, dλ, dξ) ∈ X̃ . Using [117, Lemma 3.1], we obtain

ψ′(x) =

((
∇xF0(x(T ), y(T )) +

∫ T

0

∇xF1(t, x(t), y(t), u(t), v(t))dt,

∇xF0(x(T ), y(T )) +

∫ T

·
∇xF1(t, x(t), y(t), u(t), v(t))dt

)
,

(
∇yF0(x(T ), y(T )) +

∫ T

0

∇yF1(t, x(t), y(t), u(t), v(t))dt,

∇yF0(x(T ), y(T )) +

∫ T

·
∇yF1(t, x(t), y(t), u(t), v(t))dt

)
,

(0, 0), ∇uF1(·, x(·), y(·), u(·), v(·)), ∇vF1(·, x(·), y(·), u(·), v(·)), 0, 0
)
.
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The affine structure of g̃, G̃, and H̃ makes it easy to see

g̃′(x)[d] =





dx(·)
dy(·)
dp(·)


− K̂dξ −

∫ ·

0


M̂



dx(τ)
dy(τ)
dp(τ)


+ N̂



du(τ)
dv(τ)
dλ(τ)




 dτ,

P̂



dx(·)
dy(·)
dp(·)


+ Q̂



du(·)
dv(·)
dλ(·)


 , R̂



dx(T )
dy(T )
dp(T )




 ,

G̃′(x)[d] := Dudu(·) +Dvdv(·),
H̃ ′(x)[d] := dλ(·).

Now, we characterize the corresponding adjoint operators. First, we recall Ỹ⋆ ∼= Ỹ and choose a vector
w := (wx, wy, wp, υ, s) ∈ Ỹ arbitrarily. Then Lemma A.6 yields

g̃′(x)⋆[w] =







wx(0)
wy(0)
wp(0)


+ R̂⊤s+

∫ T

0


P̂⊤υ(τ)− M̂⊤



∇wx(τ)
∇wy(τ)
∇wp(τ)




 dτ,



∇wx(·)
∇wy(·)
∇wp(·)


+ R̂⊤s+

∫ T

·


P̂⊤υ(τ)− M̂⊤



∇wx(τ)
∇wy(τ)
∇wp(τ)




 dτ


 ,

Q̂⊤υ(·)− N̂⊤



∇wx(·)
∇wy(·)
∇wp(·)


 , −K̂⊤



wx(0)
wy(0)
wp(0)






=

((
wx(0)−

∫ T

0

[
C⊤
x∇wx(τ) +A⊤

x∇wy(τ) +P⊤∇wp(τ)
]
dτ,

∇wx(·)−
∫ T

·

[
C⊤
x∇wx(τ) +A⊤

x∇wy(τ) +P⊤∇wp(τ)
]
dτ

)
,

(
wy(0) +Rs−

∫ T

0

[
B⊤
y ∇wy(τ) +Ry∇wp(τ)

]
dτ,

∇wy(·) +Rs−
∫ T

·

[
B⊤
y ∇wy(τ) +Ry∇wp(τ)

]
dτ

)
,

(
wp(0) + s−

∫ T

0

[
Bvυ(τ)−By∇wp(τ)

]
dτ,

∇wp(·) + s−
∫ T

·

[
Bvυ(τ)−By∇wp(τ)

]
dτ

)
,

−C⊤
u∇wx(·)−A⊤

u∇wy(·), Rvυ(·)−B⊤
v ∇wy(·), Dvυ(·), −wp(0)

)
.

For z ∈ L2(Ω,Rq), we obtain

G̃′(x)⋆[z] =
(
0, 0, 0, D⊤

u z(·), D⊤
v z(·), 0, 0

)
,

H̃ ′(x)⋆[z] = (0, 0, 0, 0, 0, z, 0) .

We are well-prepared to state the W- and S-stationarity conditions for the bilevel optimal control problem
of interest. Let p̄ = (x̄, ū, ȳ, v̄) ∈ X × Y be a fixed feasible point of the bilevel optimal control problem
(BOC). Then we find p̄ ∈ AC1,2(Ω,Rm) and λ̄ ∈ L2(Ω,Rq) such that x̄ = (x̄, ȳ, p̄, ū, v̄, λ̄, p̄(0)) ∈ X̃
is a local optimal solution of (5.26). Similar as in Section 3.2, for all i ∈ Q := {1, . . . , q}, we define
measurable sets I+0(x̄, i), I0−(x̄, i), and I00(x̄, i) as stated below:

I+0(x̄, i) := {t ∈ Ω | G̃(x̄)i(t) > 0, H̃(x̄)i(t) = 0},
I0−(x̄, i) := {t ∈ Ω | G̃(x̄)i(t) = 0, H̃(x̄)i(t) < 0},
I00(x̄, i) := {t ∈ Ω | G̃(x̄)i(t) = 0, H̃(x̄)i(t) = 0}.

(5.27)
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Then we know from Theorem 3.14 that x̄ is W-stationary for (5.26) if and only if there are w ∈ Ỹ⋆ and
µ, ν ∈ L2(Ω,Rq) which satisfy the following set of conditions:

0 = ∇xF0(x̄(T ), ȳ(T )) + wx(0)

+

∫ T

0

[
∇xF1(τ, x̄(τ), ȳ(τ), ū(τ), v̄(τ))−C⊤

x∇wx(τ)−A⊤
x∇wy(τ)−P⊤∇wp(τ)

]
dτ, (5.28a)

0 = ∇xF0(x̄(T ), ȳ(T )) +∇wx(·)

+

∫ T

·

[
∇xF1(τ, x̄(τ), ȳ(τ), ū(τ), v̄(τ))−C⊤

x∇wx(τ)−A⊤
x∇wy(τ)−P⊤∇wp(τ)

]
dτ, (5.28b)

0 = ∇yF0(x̄(T ), ȳ(T )) + wy(0) +Rs

+

∫ T

0

[
∇yF1(τ, x̄(τ), ȳ(τ), ū(τ), v̄(τ))−B⊤

y ∇wy(τ)−Ry∇wp(τ)
]
dτ, (5.28c)

0 = ∇yF0(x̄(T ), ȳ(T )) +∇wy(·) +Rs

+

∫ T

·

[
∇yF1(τ, x̄(τ), ȳ(τ), ū(τ), v̄(τ))−B⊤

y ∇wy(τ)−Ry∇wp(τ)
]
dτ, (5.28d)

0 = wp(0) + s+

∫ T

0

[
By∇wp(τ)−Bvυ(τ)

]
dτ, (5.28e)

0 = ∇wp(·) + s+

∫ T

·

[
By∇wp(τ)−Bvυ(τ)

]
dτ, (5.28f)

0 = ∇uF1(·, x̄(·), ȳ(·), ū(·), v̄(·))−C⊤
u∇wx(·)−A⊤

u∇wy(·) +D⊤
u µ(·), (5.28g)

0 = ∇vF1(·, x̄(·), ȳ(·), ū(·), v̄(·)) +Rvυ(·)−B⊤
v ∇wy(·) +D⊤

v µ(·), (5.28h)

0 = Dvυ(·) + ν(·), (5.28i)

0 = −wp(0), (5.28j)

∀i ∈ Q :
µi(t) = 0 f.a.a. t ∈ I+0(x̄, i),

νi(t) = 0 f.a.a. t ∈ I0−(x̄, i).
(5.28k)

For the S-stationarity conditions, the additional condition

∀i ∈ Q : µi(t) ≤ 0, νi(t) ≥ 0 f.a.a. t ∈ Ω

needs to be satisfied as well.
Similar as in Section 5.2.1 we can show that introducing φx ∈ AC1,2(Ω,Rn), φy ∈ AC1,2(Ω,Rm), and
φp ∈ AC1,2(Ω,Rm) by means of φx := ∇wx, φy := ∇wy, and φp := ∇wp, the conditions (5.28a) - (5.28f)
and (5.28j) are equivalent to

0 = ∇φx(t) +C⊤
x φx(t) +A⊤

x φy(t) +P⊤φp(t)−∇xF1(t, x̄(t), ȳ(t), ū(t), v̄(t)) f.a.a. t ∈ Ω,

0 = ∇φy(t) +B⊤
y φy(t) +Ryφp(t)−∇yF1(t, x̄(t), ȳ(t), ū(t), v̄(t)) f.a.a. t ∈ Ω,

0 = ∇φp(t)−Byφp(t) +Bvυ(t) f.a.a. t ∈ Ω,

0 = φp(0),

0 = φx(T ) +∇xF0(x̄(T ), ȳ(T )),

0 = φy(T )−Rφp(T ) +∇yF0(x̄(T ), ȳ(T )).

Adding the lower level KKT system to this set of conditions, we obtain the following result.

Proposition 5.13. Let p̄ := (x̄, ū, ȳ, v̄) ∈ X × Y be a feasible point of the bilevel optimal control problem
(BOC). The point p̄ is a W-stationary point of the bilevel programming problem if and only if there exist
functions φx ∈ AC1,2(Ω,Rn), p̄, φy, φp ∈ AC1,2(Ω,Rm), υ ∈ L2(Ω,Rl), and λ̄, µ ∈ L2(Ω,Rq) which satisfy
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the following set of conditions:

0 = ∇p̄(t) +B⊤
y p̄(t)−Px̄(t)−Ry ȳ(t) f.a.a. t ∈ Ω,

0 = ∇φx(t) +C⊤
x φx(t) +A⊤

x φy(t) +P⊤φp(t)−∇xF1(t, x̄(t), ȳ(t), ū(t), v̄(t)) f.a.a. t ∈ Ω,

0 = ∇φy(t) +B⊤
y φy(t) +Ryφp(t)−∇yF1(t, x̄(t), ȳ(t), ū(t), v̄(t)) f.a.a. t ∈ Ω,

0 = ∇φp(t)−Byφp(t) +Bvυ(t) f.a.a. t ∈ Ω,

(5.29a)

0 = φp(0),

0 = Rȳ(T ) + p̄(T ),

0 = φx(T ) +∇xF0(x̄(T ), ȳ(T )),

0 = φy(T )−Rφp(T ) +∇yF0(x̄(T ), ȳ(T )),

(5.29b)

0 = Rv v̄(t) +D⊤
v λ̄(t)−B⊤

v p̄(t) f.a.a. t ∈ Ω,

0 = ∇uF1(t, x̄(t), ȳ(t), ū(t), v̄(t))−C⊤
u φx(t)−A⊤

u φy(t) +D⊤
u µ(t) f.a.a. t ∈ Ω,

0 = ∇vF1(t, x̄(t), ȳ(t), ū(t), v̄(t)) +Rvυ(t)−B⊤
v φy(t) +D⊤

v µ(t) f.a.a. t ∈ Ω,
(5.29c)

0 ≤ Duū(t) +Dv v̄(t)− d(t) f.a.a. t ∈ Ω,

0 ≥ λ̄(t) f.a.a. t ∈ Ω,

0 = λ̄(t) ·
(
Duū(t) +Dv v̄(t)− d(t)

)
f.a.a. t ∈ Ω,

(5.29d)

0 = µi(t) f.a.a. t ∈ I+0(x̄, i), i ∈ Q,
0 =

(
Dvυ(t)

)
i

f.a.a. t ∈ I0−(x̄, i), i ∈ Q.
(5.29e)

Furthermore, p̄ is an S-stationary point of the bilevel programming problem if and only if there exist
functions φx ∈ AC1,2(Ω,Rn), p̄, φy, φp ∈ AC1,2(Ω,Rm), υ ∈ L2(Ω,Rl), and λ̄, µ ∈ L2(Ω,Rq) which satisfy
(5.29) and

0 ≥ µi(t) f.a.a. t ∈ I00(x̄, i), i ∈ Q,
0 ≥

(
Dvυ(t)

)
i

f.a.a. t ∈ I00(x̄, i), i ∈ Q.
Therein, we set x̄ := (x̄, ȳ, p̄, ū, v̄, λ̄, p̄(0)), and the measurable sets I+0(x̄, i), I0−(x̄, i), as well as I00(x̄, i)
are defined in (5.27) for all i ∈ Q.

Remark 5.14. Using the terminology of optimal control, the dynamical system (5.29a) is called the adjoint
system, its boundary conditions (5.29b) are called the transversality conditions, and one refers to the
algebraic equations (5.29c) as Pontryagin’s (linearized) Maximum Principle, see [102].

5.2.3. A constraint qualification implying S-stationarity of local optimal solutions

We want to close our considerations addressing (BOC) by constructing a constraint qualification which
implies that the local optimal solutions of this problem are always S-stationary points. Therefore, we
exploit the notation introduced in the previous sections.
Let p̄ := (x̄, ū, ȳ, v̄) ∈ X × Y be a local optimal solution of (BOC) and let x̄ := (x̄, ȳ, p̄, ū, v̄, λ̄, p̄(0)) ∈ X̃
denote a feasible point of the KKT reformulation (5.26) associated to p̄. Due to Theorem 4.18, x̄ is a
local optimal solution of (5.26) as well. By definition p̄ is an S-stationary point of (BOC) provided x̄ is
an S-stationary point of (5.26). Thus, following Proposition 3.4, the surjectivity of the continuous linear
operator

H(x̄) :=



g̃′(x̄)
G̃′(x̄)
H̃ ′(x̄)


 ∈ L[X̃ , Ỹ × Z̃ × Z̃⋆]
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implies the S-stationarity of p̄ for (BOC). Obviously, H = H(x̄) is independent of x̄. Noting that H̃ ′(x̄) equals
the projection onto the λ-component and setting

X := AC1,2(Ω,Rn)×AC1,2(Ω,Rm)×AC1,2(Ω,Rm)× L2(Ω,Rk)× L2(Ω,Rl)× Rm,

Y := AC1,2(Ω,Rn)×AC1,2(Ω,Rm)×AC1,2(Ω,Rm)× L2(Ω,Rl)× L2(Ω,Rq)× Rm,

the surjectivity of H is equivalent to the surjectivity of the operator H̃ ∈ L[X ,Y] defined below for any
h = (hx, hy, hp, hu, hv, hξ) ∈ X :

H̃[h] :=





hx(·)
hy(·)
hp(·)


− K̂hξ −

∫ ·

0


M̂



hx(τ)
hy(τ)
hp(τ)


+ Ñ

(
hu(τ)
hv(τ)

)
 dτ,

P̃



hx(·)
hy(·)
hp(·)


+ Q̃

(
hu(·)
hv(·)

)
, R̂



hx(T )
hy(T )
hp(T )




 .

Therein, the matrices Ñ ∈ R(n+2m)×(k+l), P̃ ∈ R(l+q)×(n+2m), and Q̃ ∈ R(l+q)×(k+l) are given by

Ñ :=



Cu O

Au Bv

O O


 , P̃ :=

[
O O −B⊤

v

O O O

]
, Q̃ :=

[
O Rv

Du Dv

]
.

Now, choose an arbitrary vector y = (wx, wy, wp, υ, z, s) ∈ Y and consider the linear equation H̃[h] = y.

Assume that Q̃ possesses full row rank l + q while q < k is satisfied. Let Y ∈ R(k+l)×(k−q) be a matrix
whose columns form a basis of the null space of Q̃, i.e. a matrix with full column rank k−q which satisfies
Q̃Y = O. Considering

P̃



hx(·)
hy(·)
hp(·)


+ Q̃

(
hu(·)
hv(·)

)
=

(
υ(·)
z(·)

)
,

an explicit solution is given by

(
hu(·)
hv(·)

)
= Yϑ(·) + Q̃†



(
υ(·)
z(·)

)
− P̃



hx(·)
hy(·)
hp(·)






for any function ϑ ∈ L2(Ω,Rk−q). Putting this solution into the variational part of the definition of H̃, we
only need to find a solution of the ODE



∇hx(·)
∇hy(·)
∇hp(·)


−

(
M̂− ÑQ̃†P̃

)


hx(·)
hy(·)
hp(·)


− ÑYϑ(·) =



∇wx(·)
∇wy(·)
∇wp(·)


+ ÑQ̃†

(
υ(·)
z(·)

)
(5.30)

which satisfies the boundary conditions


hx(0)
hy(0)
hp(0)


−




0
0
hξ


 =



wx(0)
wy(0)
wp(0)


 , R̂



hx(T )
hy(T )
hp(T )


 = s (5.31)

(due to the presence of the variable hξ, the initial value of hp is actually free). First, we find a solution

(h̃x, h̃y, h̃p) of the linear Volterra equation of the second kind



hx(·)
hy(·)
hp(·)


−

∫ ·

0

(
M̂− ÑQ̃†P̃

)


hx(τ)
hy(τ)
hp(τ)


 dτ =



wx(·)
wy(·)
wp(·)


+

∫ ·

0

ÑQ̃†
(
υ(τ)
z(τ)

)
dτ,

see the proof of Lemma 5.12 and the reference therein. Next, we consider the homogeneous system


∇hx(·)
∇hy(·)
∇hp(·)


 =

(
M̂− ÑQ̃†P̃

)


hx(·)
hy(·)
hp(·)


+ ÑYϑ(·)
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equipped with the boundary conditions



hx(0)
hy(0)
hp(0)


 =




0
0
hξ


 , R̂



hx(T )
hy(T )
hp(T )


 = s− R̂



h̃x(T )

h̃y(T )

h̃p(T )


 .

Assuming that it possesses a solution (h′x, h
′
y, h

′
p, ϑ

′, h′ξ), we find that (h̃x + h′x, h̃y + h′y, h̃p + h′p, ϑ
′, h′ξ)

provides a solution of (5.30), (5.31). This, however, means that H̃ is surjective. Thus, we need to demand
that the homogeneous ODE system



∇hx(·)
∇hy(·)
∇hp(·)


 =

(
M̂− ÑQ̃†P̃

)


hx(·)
hy(·)
hp(·)


+ ÑYϑ(·),



hx(0)
hy(0)
hp(0)


 =




0
0
hξ


 , R̂



hx(T )
hy(T )
hp(T )


 = r (5.32)

possesses a solution for any r ∈ Rm in order to obtain the surjectivity of H̃ and, consequently, of H.
Note that the matrix R̂ possesses full row rank by definition while hξ is a variable. Thus, we have the
surjectivity of H if



∇hx(·)
∇hy(·)
∇hp(·)


 =

(
M̂− ÑQ̃†P̃

)


hx(·)
hy(·)
hp(·)


+ ÑYϑ(·),



hx(0)
hy(0)
hp(0)


 = 0,



hx(T )
hy(T )
hp(T )


 = r′

possesses a solution for any r′ ∈ Rn+2m. A sufficient condition for this property is the controllability of the
linear dynamical system



∇hx(·)
∇hy(·)
∇hp(·)


 =

(
M̂− ÑQ̃†P̃

)


hx(·)
hy(·)
hp(·)


+ ÑYϑ(·), (5.33)

see [9] for a detailed introduction to the theory of linear dynamical systems, their properties, and their
behavior. By means of the famous Kalman theorem, see [9, Theorem 4.1], the system (5.33) is controllable
if and only if its controllability matrix

[
ÑY

(
M̂− ÑQ̃†P̃

)
ÑY . . .

(
M̂− ÑQ̃†P̃

)n+2m−1

ÑY

]
∈ R(n+2m)×(n+2m)(k−q) (5.34)

possesses full row rank n+ 2m.
Summarizing the above considerations, we obtain our final result of this section.

Theorem 5.15. Let Q̃ ∈ R(l+q)×(k+l) defined above possess full row rank l + q where q < k is satisfied.
Moreover, let Y ∈ R(k+l)×(k−q) be a matrix whose columns form a basis of the null space of Q̃.
Suppose that one of the following conditions is valid:

1. For any r ∈ Rm, the system (5.32) possesses a solution.

2. The controllability matrix (5.34) possesses full row rank n+ 2m.

Then any local optimal solution (x̄, ū, ȳ, v̄) ∈ X × Y of (BOC) satisfies the S-stationarity conditions of
Proposition 5.13.

We close this section with the following numerical example which illustrates that the controllability of (5.33)
is a reasonable assumption.

Example 5.16. Consider the bilevel optimal control problem (BOC) with n = m = 1, k = 2, l = 1, and
q = 1 as well as

Ax = 0, Au =
(
1 1

)
, By = 1, Bv = 1, Cx = 0, Cu =

(
1 0

)
,

Du =
(
1 0

)
, Dv = 1, P = 0, R = 0, Ry = 1, Rv = 1.
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Then we have

M̂ =



0 0 0
0 1 0
0 1 −1


 , Ñ =



1 0 0
1 1 1
0 0 0


 , P̃ =

(
0 0 −1
0 0 0

)
, Q̃ =

(
0 0 1
1 0 1

)

which yields

Q̃† =



−1 1
0 0
1 0


 .

We choose

Y :=



0
1
0




to obtain

M̂− ÑQ̃†P̃ =



0 0 −1
0 1 0
0 1 −1


 , ÑY =



0
1
0


 .

Thus, the controllability matrix (5.34) of the corresponding linear dynamical system (5.33) equals



0 0 −1
1 1 1
0 1 0


 .

Clearly, this matrix possesses full row rank 3. Consequently, all local optimal solutions of any correspon-
ding bilevel optimal control problem are S-stationary by means of Theorem 5.15. �

5.3. Optimal control problems with an implicit pointwise state

constraint

For some bounded domain Ω ⊆ Rd with d ∈ {1, 2, 3}, we study the abstract optimal control problem

F0(xu(ω̄), y) +
σx

2 ‖xu − xd‖
2
L2(Ω,Rn) +

σu

2 ‖u− ud‖
2
L2(Ω,Rk) → min

u,y

u ∈ Uad

y ∈ Ψ(u)

(OC)

where Ψ: L2(Ω,Rk) ⇒ Rm denotes the solution set mapping of the parametric optimization problem

f(xu(ω̄), y) → min
y

g(xu(ω̄), y) ≤ 0.
(5.35)

Therein, for any control u ∈ L2(Ω,Rk), the state xu := S[u] ∈ F(Ω,Rn) denotes the unique (weak)
solution of a given linear (ordinary or partial) differential equation whose solution operator is denoted by
S ∈ L[L2(Ω,Rk),F(Ω,Rn)] where F(Ω,Rn) is a certain function space of vector-valued functions with n
components. Below, we list our standing assumptions on (OC).

Assumption 5.2. We fix ω̄ ∈ Ω as well as n = k = 1 for d ∈ {2, 3} and ω̄ := T as well as Ω = (0, T )
for d = 1. The functions F0, f : Rn × Rm → R and g : Rn × Rm → Rl are continuously differentiable,
xd ∈ L2(Ω,Rn) and ud ∈ L2(Ω,Rk) are the fixed desired state and control, respectively, Uad ⊆ L2(Ω,Rk)
is a nonempty, closed, convex set, and σx, σu ≥ 0 are fixed weights. Finally, we assume that F(Ω,Rn)
satisfies F(Ω,Rn) →֒ C

(
Ω
)n

and that this embedding is compact.
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Let us discuss our assumption on F(Ω,Rn): From the compactness of F(Ω,Rn) →֒ C
(
Ω
)n

and the

obvious embedding C
(
Ω
)
→֒ L2(Ω) we already get that F(Ω,Rn) →֒ L2(Ω,Rn) is compact, see [1,

Remark 6.4.2]. Especially, the objective function of (OC) is well-defined. Note that the continuity of the
state function xu ensures that the lower level problem (5.35) is meaningful. In the case d = 1 where
Ω = (0, T ) is some bounded, open interval, we think of F(Ω,Rn) := AC1,2(Ω,Rn), see Theorem 2.10.
For d ∈ {2, 3}, a possible choice is given by F(Ω,R) := H2(Ω) where Ω possesses a Lipschitz continuous
boundary, see Theorem 2.9.
One may think of (OC) as a control constrained optimal control problem where some penalty cost de-
pending on the state function’s value at ω̄ are added to the objective functional, and the penality cost is
calculated by means of the program (5.35). A typical example for such an optimal control problem of
ODEs is given by the so-called natural gas cash-out problem, see [13, 14, 74] and the references therein.
For an example in the context of PDE control, one can think of heating a potato in an oven where the
potato’s core temperature is used to compute a certain quality measure considered in the problem’s ob-
jective. It is not difficult to generalize the upcoming theory to the situation where the lower level problem
depends in a parametric way on the state function’s value at finitely many points from Ω as long as d ≥ 2
holds.
At the beginning of Chapter 4 we mentioned that it can be very difficult to verify the existence of global
optimal solutions for bilevel programming problems where the decision spaces are infinite-dimensional.
However, due to Assumption 5.2, we have the following existence result for (OC).

Theorem 5.17. In addition to Assumption 5.2, let the set Uad of admissible controls be bounded, assume
that the set {(x, y) ∈ Rn × Rm | g(x, y) ≤ 0} is nonempty and compact, and that ϕ̃ : Rn → R defined by
ϕ̃(x) := infy{f(x, y) | g(x, y) ≤ 0} for any x ∈ Rn is upper semicontinuous. Finally, assume that (OC)
possesses at least one feasible point. Then (OC) has a global optimal solution.

Proof. From Section 4.3 we know that (OC) is equivalent to

F0(xu(ω̄), y) +
σx

2 ‖xu − xd‖
2
L2(Ω,Rn) +

σu

2 ‖u− ud‖
2
L2(Ω,Rk) → min

u,y

u ∈ Uad

f(xu(ω̄), y)− ϕ̃(xu(ω̄)) ≤ 0

g(xu(ω̄), y) ≤ 0.

(5.36)

Let {(uk, yk)} ⊆ L2(Ω,Rk) × Rm be a minimizing sequence of (5.36), i.e. a sequence of points feasible
for (5.36) with

lim
k→∞

(
F0(xuk

(ω̄), yk) +
σx

2 ‖xuk
− xd‖2L2(Ω,Rn) +

σu

2 ‖uk − ud‖
2
L2(Ω,Rk)

)
= α

where α ∈ R ∪ {−∞} denotes the infimal objective value of (5.36). Due to the assumptions of the theo-
rem, Uad is weakly sequentially compact. Thus, {uk} possesses a weakly convergent subsequence whose
weak limit ū belongs to Uad. W.l.o.g. we assume uk ⇀ ū. Similary, since {yk} is bounded, it possesses an
accumulation point ȳ ∈ Rm and w.l.o.g. we can assume yk → ȳ.
From uk ⇀ ū in L2(Ω,Rk) we deduce xuk

⇀ xū in F(Ω,Rn). Due to the compactness of the embeddings
F(Ω,Rn) →֒ C

(
Ω
)n

and F(Ω,Rn) →֒ L2(Ω,Rn), we obtain xuk
→ xū in C

(
Ω
)n

and L2(Ω,Rn). Espe-

cially, xuk
(ω̄) → xū(ω̄) holds true due to the definition of the norm in C

(
Ω
)n
. That is why the continuity

of f and g as well as the upper semicontinuity of ϕ̃ lead to

f(xū(ω̄), ȳ)− ϕ̃(xū(ω̄)) ≤ lim inf
k→∞

[
f(xuk

(ω̄), yk)− ϕ̃(xuk
(ω̄))

]
≤ 0,

g(xū(ω̄), ȳ) = lim
k→∞

g(xuk
(ω̄), yk) ≤ 0,

i.e. (ū, ȳ) is feasible for (5.36). Exploiting the continuity of F0, xuk
→ xū in L

2(Ω,Rn), and the weak lower
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semicontinuity of L2(Ω,Rk) ∋ u 7→ σu

2 ‖u− ud‖
2
L2(Ω,Rk) ∈ R, we derive

F0(xū(ω̄), ȳ) +
σx

2 ‖xū − xd‖
2
L2(Ω,Rn) +

σu

2 ‖ū− ud‖
2
L2(Ω,Rk)

= lim
k→∞

F0(xuk
(ω̄), yk) + lim

k→∞
σx

2 ‖xuk
− xd‖2L2(Ω,Rn) +

σu

2 ‖ū− ud‖
2
L2(Ω,Rk)

≤ lim
k→∞

F0(xuk
(ω̄), yk) + lim

k→∞
σx

2 ‖xuk
− xd‖2L2(Ω,Rn) + lim inf

k→∞
σu

2 ‖uk − ud‖
2
L2(Ω,Rk)

= lim inf
k→∞

[
F0(xuk

(ω̄), yk) +
σx

2 ‖xuk
− xd‖2L2(Ω,Rn) +

σu

2 ‖uk − ud‖
2
L2(Ω,Rk)

]

= α.

The feasibility of (ū, ȳ) for (5.36) yields that it is a global optimal solution of this problem and, conse-
quently, the proof is completed.

Note that the above proof is possible without exploiting the compactness of F(Ω,Rn) →֒ L2(Ω,Rn): one
only needs to use the weak lower semicontinuity of L2(Ω,Rn) ∋ v 7→ σx

2 ‖v − xd‖
2
L2(Ω,Rn) and the fact that

for real sequences {ak} and {bk}, lim infk→∞ ak + lim infk→∞ bk ≤ lim infk→∞[ak + bk] holds true.
Due to the equivalence of our model problem (OC) and its optimal value reformulation (5.36), it is rea-
sonable to name (OC) an optimal control problem with implicit pointwise state constraint: The constraints
of (5.36) which result from the reformulation of the lower level problem restrict the choice of the state
function’s value at ω̄. However, due to the presence of the (in general) unknown function ϕ̃, we need to
call this pointwise state constraint implicit.
Note that the upper semicontinuity of the function ϕ̃ demanded in Theorem 5.17 is a reasonable assump-
tion which holds for example if the lower level problem (5.35) is sufficiently regular. More precisely, ϕ̃ is
upper semicontinuous if MFCQ is valid at all lower level feasible points, see [26, proof of Theorem 4.3].
Other criteria for the lower semicontinuity of optimal value functions can be found in [7, Section 4].
The above result justifies the search for conditions which characterize the optimal solutions of (OC). This
will be done in the subsequent parts of this chapter. We will use the optimal value reformulation (5.36) for
that purpose. However, following the arguments in [15], it seems to be possible to apply the KKT approach
as well provided the lower level problem (5.35) possesses certain convexity and regularity properties, see
Section 4.2.

5.3.1. The abstract case

In this section, we first want to study the differentiability properties of the mappings appearing in the
problem (OC).
Recall that S ∈ L[L2(Ω,Rk),F(Ω,Rn)] denotes the linear solution operator of a given differential equation.
Let E ∈ L[F(Ω,Rn), L2(Ω,Rn)] represent the compact embedding F(Ω,Rn) →֒ L2(Ω,Rn) and define
S̄ := E ◦ S ∈ L[L2(Ω,Rk), L2(Ω,Rn)]. Furthermore, let Eω̄ ∈ L[F(Ω,Rn),Rn] be the pointwise evaluation
operator definded by Eω̄[x] := x(ω̄) for all x ∈ F(Ω,Rn). Since we have F(Ω,Rn) →֒ C

(
Ω
)n
, Eω̄ is a

continuous, linear operator. Finally, we put Sω̄ := Eω̄ ◦ S ∈ L[L2(Ω,Rk),Rn].
We define mappings F̄ : L2(Ω,Rk) × Rm → R, f̄ : L2(Ω,Rk) × Rm → R, ḡ : L2(Ω,Rk) × Rm → Rl, and
ϕ̄ : L2(Ω,Rk)→ R formally by

F̄ (u, y) := F0(Sω̄[u], y) +
σx

2 ‖S̄[u]− xd‖
2
L2(Ω,Rn) +

σu

2 ‖u− ud‖
2
L2(Ω,Rk) ,

f̄(u, y) := f(Sω̄[u], y),

ḡ(u, y) := g(Sω̄[u], y),

ϕ̄(u) := ϕ̃(Sω̄[u])

for all u ∈ L2(Ω,Rk) and y ∈ Rm. Note that the function ϕ̃ is defined in Theorem 5.17.
We will exploit the following auxiliary result.

Lemma 5.18. Let θ : Rn → R be a given function and define Θ: L2(Ω,Rk)→ R by Θ := θ ◦ Sω̄. Further-
more, fix ū ∈ L2(Ω,Rk).
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Suppose that θ is locally Lipschitz continuous at Sω̄[ū]. Then Θ is locally Lipschitz continuous at ū. Addi-
tionally, if v ∈ ∂cΘ(ū) holds true, then there exists a ∈ ∂cθ(Sω̄[ū]) which satisfies

∀d ∈ L2(Ω,Rk) : 〈v, d〉L2(Ω,Rk) = a · Sω̄[d] =
∫

Ω

a · S[d](ω)dδω̄(ω)

where δω̄ denotes the Dirac measure of the singleton {ω̄}.
If θ is continuously differentiable at Sω̄[ū], then Θ is continuously Fréchet differentiable at ū and we have

∀d ∈ L2(Ω,Rk) : Θ′(ū)[d] = ∇θ(Sω̄[ū]) · Sω̄[d] =
∫

Ω

∇θ(Sω̄[ū]) · S[d](ω)dδω̄(ω).

Proof. Let θ be locally Lipschitz continuous at Sω̄[ū]. Since Sω̄ is a continuous, linear operator, it is Lipschitz
continuous. Consequently, Θ is the composition of the mappings θ and Sω̄ which are locally Lipschitz
continuous at Sω̄[ū] and ū, respectively. Thus, Θ is locally Lipschitz continuous at ū. We apply Clarke’s
chain rule, see [24, Theorem 2.3.10], in order to obtain ∂cΘ(ū) ⊆ {a ◦ Sω̄ | a ∈ ∂cθ(Sω̄[ū])} which shows
the first claim.
In the case where θ is continuously differentiable at Sω̄[ū], Θ is continuously Fréchet differentiable at ū due
to the chain rule for Fréchet differentiable mappings (clearly, Sω̄ is continuously Fréchet differentiable since
it is a continuous, linear mapping), see [118, Satz 2.20]. The latter result yields Θ′(ū) = θ′(Sω̄[ū]) ◦ Sω̄
which shows the claim.

Using the above lemma and Example 2.27, we obtain the following corollaries.

Corollary 5.19. The mapping F̄ is continuously Fréchet differentiable. For (ū, ȳ) ∈ L2(Ω,Rk) × Rm, we
have

∀d ∈ L2(Ω,Rk) : F̄ ′
u(ū, ȳ)[d] =

∫

Ω

∇xF0(Sω̄[ū], ȳ) · S[d](ω)dδω̄(ω) + σx

∫

Ω

S̄⋆
[
S̄[ū]− xd

]
(ω) · d(ω)dω

+ σu

∫

Ω

[
ū(ω)− ud(ω)

]
· d(ω)dω

and F̄ ′
y(ū, ȳ) = ∇yF0(Sω̄[ū], ȳ).

Corollary 5.20. The mappings f̄ and ḡ are continuously Fréchet differentiable. We have

∀d ∈ L2(Ω,Rk) : f̄ ′u(ū, ȳ)[d] =
∫

Ω

∇xf(Sw̄[ū], ȳ) · S[d](ω)dδω̄(ω),

ḡ′u(ū, ȳ)[d] =
∫

Ω

∇xg(Sw̄[ū], ȳ) S[d](ω)dδω̄(ω),

f̄ ′y(ū, ȳ) = ∇yf(Sω̄[ū], ȳ), and ḡ′y(ū, ȳ) = ∇yg(Sω̄[ū], ȳ) for every (ū, ȳ) ∈ L2(Ω,Rk)× Rm.

Now, we can start to derive necessary optimality conditions for (OC) using the penalization approach
from Section 4.3. For that purpose, we exploit the following lemma which provides a criterion for the
partial calmness property to hold at the local optimal solutions of (5.36).

Lemma 5.21. Suppose that the parametric optimization problem

f(x, y) → min
y

g(x, y) ≤ 0
(5.37)

where the parameter x comes from Rn possesses a uniformly weak sharp minimum. Then (5.36) is
partially calm at its local optimal solutions.
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Proof. First, observe that the presence of a uniformly weak sharp minimum for (5.37) implies that

f̄(u, y) → min
y

ḡ(u, y) ≤ 0

possesses a uniformly weak sharp minimum as well. Noting that the function F̄ is continuously Fréchet
differentiable, see Corollary 5.19, the assertion follows from Proposition 4.35.

Let us denote by Ψ̃ : Rn ⇒ Rm the solution set mapping of the parametric optimization problem (5.37).
Then we obtain the following abstract necessary optimality conditions from Theorem 4.37.

Theorem 5.22. Let (ū, ȳ) ∈ L2(Ω,Rk)×Rm be a local optimal solution of (OC) and set x̄ := S̄[ū]. Assume
that Ψ̃ is inner semicontinuous at (x̄(ω̄), ȳ) and that the constraint qualification

∀λ ∈ Rl : 0 = ∇yg(x̄(ω̄), ȳ)⊤λ, λ ≥ 0, 0 = λ · g(x̄(ω̄), ȳ) =⇒ λ = 0

is valid. Finally, suppose that (5.37) possesses a uniformly weak sharp minimum. Then there are multi-
pliers p ∈ L2(Ω,Rk), ξ ∈ L2(Ω,Rk), κ > 0, and λ, λ̄ ∈ Rl which satisfy the following conditions:

0 =

∫

Ω

[
∇xF0(x̄(ω̄), ȳ) +∇xg(x̄(ω̄), ȳ)⊤[λ− κλ̄]

]
· S[d](ω)dδω̄(ω)

+

∫

Ω

[
σxp(ω) + σu(ū(ω)− ud(ω)) + ξ(ω)

]
· d(ω)dω for all d ∈ L2(Ω,Rk), (5.38a)

0 = S̄⋆[x̄− xd]− p, (5.38b)

0 = ∇yF0(x̄(ω̄), ȳ) + κ∇yf(x̄(ω̄), ȳ) +∇yg(x̄(ω̄), ȳ)⊤λ, (5.38c)

0 = ∇yf(x̄(ω̄), ȳ) +∇yg(x̄(ω̄), ȳ)⊤λ̄, (5.38d)

ξ ∈ NUad
(ū), (5.38e)

λ ≥ 0, 0 = λ · g(x̄(ω̄), ȳ), (5.38f)

λ̄ ≥ 0, 0 = λ̄ · g(x̄(ω̄), ȳ). (5.38g)

Proof. The proof parallels the validation of Theorem 4.37. First, we apply Lemma 5.21 and Proposition
4.33 in order to find κ > 0 such that (ū, ȳ) solves

F̄ (u, y) + κ
(
f̄(u, y)− ϕ̄(u)

)
→ min

u,y

u ∈ Uad

ḡ(u, y) ≤ 0

locally. Invoking Lemma 4.36 and keeping Remark 2.33 in mind, the function ϕ̃ is locally Lipschitz
continuous at x̄(ω̄) and satisfies

∂cϕ̃(x̄(ω̄)) ⊆ {∇xf(x̄(ω̄), ȳ) +∇xg(x̄(ω̄), ȳ)⊤λ̄ | λ̄ satisfies (5.38d) and (5.38g)}.

Recalling ϕ̄ = ϕ̃ ◦ Sω̄, ϕ̄ is locally Lipschitz continuous at ū and a formula for the corresponding Clarke
subdifferential can be easily derived from Lemma 5.18. Moreover, all the other appearing mappings
are continuously Fréchet differentiable at (ū, ȳ) due to Corollaries 5.19 and 5.20. Finally, introducing
p ∈ L2(Ω,Rk) via (5.38b) allows us to formulate the whole optimality system (4.55) in the form (5.38).

Below, we characterize a setting where all assumptions of the above theorem are valid, see [29, Re-
mark 3.2(c)], Example 4.34, and [17, Propositions 2.104, 2.106].

Remark 5.23. Let (ū, ȳ) ∈ L2(Ω,Rk)× Rm be a local optimal solution of (OC) and set x̄ := S̄[ū]. Assume
that there are matrices c ∈ Rl, d ∈ Rm, C ∈ Rl×n, and D ∈ Rl×m such that

∀s ∈ Rn ∀y ∈ Rm : f(s, y) := d · y, g(s, y) := Cs+Dy − c

is valid and assume that there is some ỹ ∈ Rm with g(x̄(ω̄), ỹ) < 0. Then all the assumptions of Theorem
5.22 hold and, thus, the corresponding necessary optimality conditions are valid at (ū, ȳ).
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5.3.2. Linear ODE constrained optimal control

We choose Ω := (0, T ) and set F(Ω,Rn) := AC1,2(Ω,Rn) as well as ω̄ := T . As we already mentioned
earlier, this choice for F(Ω,Rn) is reasonable due to Theorem 2.10.
For matrices A ∈ Rn×n and B ∈ Rn×k, let S ∈ L[L2(Ω,Rk), AC1,2(Ω,Rn)] be the solution operator of the
following linear system of ODEs:

∇x(t) = Ax(t) +Bu(t) f.a.a. t ∈ Ω, x(0) = 0. (5.39)

We introduce the so-called fundamental matrix function Φ: Ω → Rn×n as the (uniquely determined)
solution of the matrix differential equation

∇Φ(t) = AΦ(t) f.a.a. t ∈ Ω, Φ(0) = In.

Note that Φ(t) is regular for all t ∈ Ω and, thus, we can define Φ−1(t) := Φ(t)−1 for all t ∈ Ω. For detailed
information on the matrix function Φ and its properties, we refer the interested reader to [2, Sections 17,
18]. Exploiting Φ(t)Φ−1(t) = In, we obtain ∇Φ(t)Φ−1(t) + Φ(t)∇Φ−1(t) = O from the product rule and,
consequently,

∇Φ−1(t) = −Φ−1(t)∇Φ(t)Φ−1(t) = −Φ−1(t)AΦ(t)Φ−1(t) = −Φ−1(t)A (5.40)

for almost all t ∈ Ω.
Due to [2, equation (18.14)], we have the following explicit representation of the solution operator S:

∀u ∈ L2(Ω,Rk) : S[u] := Φ(·)
∫ ·

0

Φ−1(τ)Bu(τ)dτ. (5.41)

Remark 5.24. Note that the assumption x(0) = 0 in (5.39) is not restrictive. If x(0) = x0 is demanded for
some x0 ∈ Rn, then the corresponding affine solution operator S̃ : L2(Ω,Rk)→ AC1,2(Ω,Rn) is given by

∀u ∈ L2(Ω,Rk) : S̃(u) := Φ(·)
(
x0 +

∫ ·

0

Φ−1(τ)Bu(τ)dτ

)
= Φ(·)x0 + S[u],

see [2, Section 18]. We introduce x̃d(·) := xd(·) − Φ(·)x0 ∈ L2(Ω,Rn) and consider the new objective
function

F̃ (u, y) := F0(ST [u] + Φ(T )x0, y) +
σx

2 ‖S̄[u]− x̃d‖
2
L2(Ω,Rn) +

σu

2 ‖u− ud‖
2
L2(Ω,Rk)

defined for all u ∈ L2(Ω,Rk) and all y ∈ Rm. Here S̄ and ST denote the operators associated to (5.39).
Similarly, we can modify the definitions of f̄ , ḡ, and ϕ̄. Hence, we transferred the possibly nonvanishing
initial condition into a vanishing one.

For fixed a ∈ Rn, we can define an operator ST,a ∈ L[L2(Ω,Rk),R] by

∀d ∈ L2(Ω,Rk) : ST,a[d] := a · ST [d].

For the evaluation of the necessary optimality conditions postulated in Theorem 5.22, we need to find an
appropriate representation of ST,a in the space L

2(Ω,Rk) ∼= L[L2(Ω,Rk),R] = L2(Ω,Rk)⋆, and we have
to calculate the adjoint operator of S̄. This is summarized in the lemmas below.

Lemma 5.25. For some a ∈ Rn, let the operator ST,a be given as defined above. Then we have

∀d ∈ L2(Ω,Rk) : ST,a[d] =

∫ T

0

(
B⊤ζ(t)

)
· d(t)dt

where ζ ∈ AC1,2(Ω,Rn) is the unique solution of the linear ODE

∇ζ(t) = −A⊤ζ(t) f.a.a. t ∈ Ω, ζ(T ) = a.
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Proof. For some d ∈ L2(Ω,Rk), we use (5.41) to obtain

ST,a[d] = a · ST [d] = a · ET
[
S[d]

]
= a · Φ(T )

∫ T

0

Φ−1(τ)Bd(τ)dτ

=

∫ T

0

a · Φ(T )Φ−1(τ)Bd(τ)dτ =

∫ T

0

(
B⊤Φ−1(τ)⊤Φ(T )⊤a

)
·d(τ)dτ.

We set ζ(t) := Φ−1(t)⊤Φ(T )⊤a for all t ∈ Ω. Clearly, we have ζ(T ) = a, and

∇ζ(t) = (∇Φ−1(t))⊤Φ(T )⊤a = −A⊤Φ−1(t)⊤Φ(T )⊤a = −A⊤ζ(t)

follows from (5.40) for all t ∈ Ω. This completes the proof.

Lemma 5.26. We have
∀v ∈ L2(Ω,Rn) : S̄⋆[v] = B⊤ψ

where ψ ∈ AC1,2(Ω,Rn) is the unique solution of the linear ODE

∇ψ(t) = −A⊤ψ(t)− v(t) f.a.a. t ∈ Ω, ψ(T ) = 0.

Proof. For u ∈ L2(Ω,Rk) and v ∈ L2(Ω,Rn), we use integration by parts and (5.41) in order to obtain

〈S̄⋆[v], u〉L2(Ω,Rk) = 〈v, S̄[u]〉L2(Ω,Rn) =

∫ T

0

v(t) ·
(
Φ(t)

∫ t

0

Φ−1(τ)Bu(τ)dτ

)
dt

=

(∫ T

0

Φ(t)⊤v(t)dt

)
·
(∫ T

0

Φ−1(τ)Bu(τ)dτ

)

−
∫ T

0

(∫ t

0

Φ(τ)⊤v(τ)dτ

)
·
(
Φ−1(t)Bu(t)

)
dt

=

∫ T

0

(∫ T

t

Φ(τ)⊤v(τ)dτ

)
·
(
Φ−1(t)Bu(t)

)
dt

=

∫ T

0

[
B⊤Φ−1(t)⊤

(∫ T

t

Φ(τ)⊤v(τ)dτ

)]
· u(t)dt.

For all t ∈ Ω, we set

ψ(t) := Φ−1(t)⊤
(∫ T

t

Φ(τ)⊤v(τ)dτ

)
.

Obviously, ψ(T ) = 0 holds by definition. Furthermore, we exploit (5.40) and the product rule of differen-
tiation to see

∇ψ(t) = (∇Φ−1(t))⊤
(∫ T

t

Φ(τ)⊤v(τ)dτ

)
+Φ−1(t)⊤

(
−Φ(t)⊤v(t)

)

= −A⊤Φ−1(t)⊤
(∫ T

t

Φ(τ)⊤v(τ)dτ

)
− v(t) = −A⊤ψ(t)− v(t)

for any t ∈ Ω. This shows the claim.

Combining the two above lemmas with Theorem 5.22, we arrive at the following explicit necessary opti-
mality conditions.

Theorem 5.27. Let (ū, ȳ) ∈ L2(Ω,Rk) × Rm be a local optimal solution of (OC) where S is the solution
operator of the linear ODE (5.39) and set x̄ := S̄[ū]. Furthermore, let all the assumptions of Theorem
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5.22 be satisfied. Then there exist functions q ∈ AC1,2(Ω,Rn) and ξ ∈ L2(Ω,Rk), a scalar κ > 0, and
vectors λ, λ̄ ∈ Rl which satisfy (5.38c) - (5.38g) for ω̄ := T and

0 = ∇q(t) +A⊤q(t) + σx(x̄(t)− xd(t)) f.a.a. t ∈ Ω, (5.42a)

0 = q(T )−∇xF0(x̄(T ), ȳ)−∇xg(x̄(T ), ȳ)⊤[λ− κλ̄], (5.42b)

0 = B⊤q(t) + σu(ū(t)− ud(t)) + ξ(t) f.a.a. t ∈ Ω. (5.42c)

Proof. Let ψ ∈ AC1,2(Ω,Rn) be the unique solution of the linear ODE

∇ψ(t) = −A⊤ψ(t)− (x̄(t)− xd(t)) f.a.a. t ∈ Ω, ψ(T ) = 0.

Then we have S̄⋆[x̄ − xd] = B⊤ψ from Lemma 5.26. Applying Theorem 5.22, we find ξ ∈ L2(Ω,Rk),
κ > 0, and vectors λ, λ̄ ∈ Rl which satisfy (5.38c) - (5.38g) for ω̄ := T and

0 =

∫ T

0

[
∇xF0(x̄(T ), ȳ) +∇xg(x̄(T ), ȳ)⊤[λ− κλ̄]

]
· S[d](t)dδT (t)

+

∫ T

0

[
σxB

⊤ψ(t) + σu(ū(t)− ud(t)) + ξ(t)
]
· d(t)dt for all d ∈ L2(Ω,Rk).

We set ā := ∇xF0(x̄(T ), ȳ) +∇xg(x̄(T ), ȳ)⊤[λ− κλ̄] in order to see that the latter is equivalent to

0 = ST,ā[d] +

∫ T

0

[
σxB

⊤ψ(t) + σu(ū(t)− ud(t)) + ξ(t)
]
· d(t)dt for all d ∈ L2(Ω,Rk).

Defining ζ ∈ AC1,2(Ω,Rn) to be the unique solution of the linear ODE

∇ζ(t) = −A⊤ζ(t) f.a.a. t ∈ Ω, ζ(T ) = ā,

we can transfer the above equation to

0 =

∫ T

0

[
B⊤(ζ(t) + σxψ(t)) + σu(ū(t)− ud(t)) + ξ(t)

]
· d(t)dt for all d ∈ L2(Ω,Rk)

which is equivalent to

0 = B⊤(ζ(t) + σxψ(t)) + σu(ū(t)− ud(t)) + ξ(t) f.a.a. t ∈ Ω,

see Lemma 5.25. Now, we only need to define q ∈ AC1,2(Ω,Rn) by means of q(t) := ζ(t) + σxψ(t) for
all t ∈ Ω. A simple calculation reveals that this function satisfies (5.42a) and (5.42b). On the other hand,
the above considerations suggest that (5.42c) is valid as well. This completes the proof.

Remark 5.28. The necessary optimality conditions provided by Theorem 5.27 comprise the classical ele-
ments of optimality criteria known from optimal control: the adjoint equation (5.42a) which characterizes
the adjoint state q, transversality conditions (5.42b), and Pontryagin’s (linearized) Maximum Principle
(5.42c). However, there also appear other types of conditions which reflect the bilevel structure of our
model problem (OC).
Optimality conditions of related type can be found in [13, 14, 74] where the authors consider optimal
control problems of ODEs with implicit pointwise state constraints in different settings.

5.3.3. Optimal control of Poisson’s equation

In this section, for a bounded domain Ω ⊆ Rd, d ∈ {2, 3}, with C2-boundary bdΩ and n = k = 1, we
consider Poisson’s equation given by

−∆x(ω) = β(ω)u(ω) f.a.a. ω ∈ Ω,

x(ω) = 0 f.a.a. ω ∈ bdΩ.
(5.43)
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Therein, β ∈ L∞(Ω) is a fixed function which governs where and how much the control function u
influences the dynamics. Especially, for some measurable set Ω′ ⊆ Ω, the choice β := χΩ′ is possible.
Note that (5.43) can be seen as a simple model which describes the (stationary) heating process of the
domain Ω where u is the source of the heating energy, see [118].
Since the control u ∈ L2(Ω) might be a function possessing jumps, it is reasonable that (5.43) does not
need to possess a classical solution in C2

(
Ω
)
. That is why we consider the variational formulation of the

dynamics given by

∀φ ∈ C∞
0 (Ω): −

∫

Ω

∆x(ω)φ(ω)dω =

∫

Ω

β(ω)u(ω)φ(ω)dω.

Exploiting integration by parts on the left hand side of this equation and inserting the boundary condition
x|bdΩ ≡ 0, we derive the so-called weak formulation of the PDE (5.43):

∀φ ∈ C∞
0 (Ω):

∫

Ω

∇x(ω) · ∇φ(ω)dω =

∫

Ω

β(ω)u(ω)φ(ω)dω. (5.44)

We have the following classical result.

Proposition 5.29. For any u ∈ L2(Ω), there is a uniquely determined function xu ∈ H2(Ω)∩H1
0 (Ω) which

satisfies (5.44) and
‖xu‖H2(Ω) ≤ γ ‖u‖L2(Ω) .

Therein, the constant γ > 0 does not depend on the choice of u.

Proof. Due to [17, Lemma 6.14], (5.44) possesses a unique solution in H2(Ω) ∩ H1
0 (Ω) for any control

from L2(Ω). The same result yields the existence of a constant c > 0 which satisfies

∀u ∈ L2(Ω): ‖xu‖H2(Ω) ≤ c ‖βu‖L2(Ω) .

Since we have ‖βu‖L2(Ω) ≤ ‖β‖L∞(Ω) ‖u‖L2(Ω), the claim follows choosing γ := c ‖β‖L∞(Ω).

We define F(Ω,R) := H2(Ω) ∩H1
0 (Ω) and equip this space with the H2(Ω)-norm. Using Theorems 2.8

and 2.9, we obtain H2(Ω) ∩ H1
0 (Ω) →֒ C

(
Ω
)
and that this embedding is compact due to our choice of

the domain’s dimension. Finally, we denote by S ∈ L[L2(Ω), H2(Ω) ∩H1
0 (Ω)] the solution operator of the

weak PDE (5.44). Clearly, S is well-defined by Proposition 5.29.
Let us consider the optimal control problem (OC) where S is given as defined above. We first comment
on the homogeneous boundary condition in (5.43).

Remark 5.30. Suppose that there is a measurable function b : bdΩ → R such that the PDE (5.43) with
homogeneous boundary condition is replaced by

−∆x(ω) = β(ω)u(ω) f.a.a. ω ∈ Ω,

x(ω) = b(ω) f.a.a. ω ∈ bdΩ.
(5.45)

Clearly, if b is a discontinuous function, then the weak solution of (5.45) (if it exists) cannot be in C
(
Ω
)
and,

thus, not in H2(Ω). However, under certain regularity assumptions on the function b, we can transfer the
corresponding optimal control problem into a problem of type (OC) where S is the weak solution operator
of the homogeneous Poisson equation (5.43) again, see [5, Theorem 6.1.3] for details. Therefore, one
only has to introduce an appropriate desired state x̃d which replaces xd. The procedure is similar to the
one described in Remark 5.24 for ODEs.

As we saw earlier, Assumption 5.2 is valid. In order to formulate the necessary optimality conditions
from Theorem 5.22 in terms of this paragraph’s setting, we need to find an explicit representation of the
adjoint operator of S̄ and a reasonable way to deal with the integral

∫
Ω
S[d](ω)dδω̄(ω) for d ∈ L2(Ω) which

appears in (5.38a).
The operator S̄⋆ is characterized in the following well-known lemma, see [118, Lemma 2.24] for a proof.
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Lemma 5.31. We have
∀v ∈ L2(Ω): S̄⋆[v] := βψ

where ψ ∈ H2(Ω) ∩H1
0 (Ω) is the unique solution of

∀φ ∈ C∞
0 (Ω):

∫

Ω

∇ψ(ω) · ∇φ(ω)dω =

∫

Ω

v(ω)φ(ω)dω.

The latter is the weak formulation of the PDE

−∆ψ(ω) = v(ω) f.a.a. ω ∈ Ω,

ψ(ω) = 0 f.a.a. ω ∈ bdΩ.

Next, we characterize the integral mentioned earlier.

Lemma 5.32. We have

∀d ∈ L2(Ω):

∫

Ω

S[d](ω)dδω̄(ω) =

∫

Ω

β(ω)ζ(ω)d(ω)dω

where ζ ∈W 1,1
0 (Ω) is the unique solution of

∀φ ∈ C∞
0 (Ω): −

∫

Ω

ζ(ω)∆φ(ω)dω =

∫

Ω

φ(ω)dδω̄(ω) = φ(ω̄). (5.46)

Proof. First, by means of [17, Lemma 6.38] there is a uniquely determined function ζ ∈W 1,1
0 (Ω) satisfying

(5.46). Fix some d ∈ L2(Ω) and set xd := S[d]. Then we have

∀φ ∈ C∞
0 (Ω):

∫

Ω

∇xd(ω) · ∇φ(ω)dω =

∫

Ω

β(ω)d(ω)φ(ω)dω.

Recalling that xd ∈ H2(Ω) holds due to Proposition 5.29, we find

∀φ ∈ C∞
0 (Ω): −

∫

Ω

∆xd(ω)φ(ω)dω =

∫

Ω

β(ω)d(ω)φ(ω)dω

from the definition of the weak derivative. By definition, C∞
0 (Ω) is dense in W 1,1

0 (Ω). This yields

−
∫

Ω

∆xd(ω)ζ(ω)dω =

∫

Ω

β(ω)d(ω)ζ(ω)dω.

On the other hand, since we have xd ∈ H2(Ω) ∩H1
0 (Ω) and C

∞
0 (Ω) is dense in H1

0 (Ω),∫

Ω

xd(ω)dδω̄(ω) = −
∫

Ω

∆xd(ω)ζ(ω)dω

follows from (5.46). Taking these observations together, we have
∫

Ω

S[d](ω)dδω̄(ω) =

∫

Ω

xd(ω)dδω̄(ω) = −
∫

Ω

∆xd(ω)ζ(ω)dω =

∫

Ω

β(ω)d(ω)ζ(ω)dω

which completes the proof.

Combining Lemmas 5.31 and 5.32 with Theorem 5.22, we derive the following explicit optimality condi-
tions for (OC) in terms of Poisson’s equation.

Theorem 5.33. Let (ū, ȳ) ∈ L2(Ω) × Rm be a local optimal solution of (OC) where S is the solution
operator of the weak PDE (5.44) and set x̄ := S̄[ū]. Furthermore, let all the assumptions of Theorem
5.22 be valid. Then there exist functions q ∈ W 1,1

0 (Ω) as well as ξ ∈ L2(Ω), a scalar κ > 0, and vectors
λ, λ̄ ∈ Rl which satisfy (5.38c) - (5.38g) and

0 =

∫

Ω

q(ω)∆φ(ω)dω + σx

∫

Ω

(
x̄(ω)− xd(ω)

)
φ(ω)dω

+
(
∇xF0(x̄(ω̄), ȳ) +∇xg(x̄(ω̄), ȳ)⊤[λ− κλ̄]

)
φ(ω̄) for all φ ∈ C∞

0 (Ω), (5.47a)

0 = β(ω)q(ω) + σu(ū(ω)− ud(ω)) + ξ(ω) f.a.a. ω ∈ Ω. (5.47b)
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Proof. Let ψ ∈ H2(Ω) ∩H1
0 (Ω) be the unique solution of

∀φ ∈ C∞
0 (Ω):

∫

Ω

∇ψ(ω) · ∇φ(ω)dω =

∫

Ω

(
x̄(ω)− xd(ω)

)
φ(ω)dω.

Due to Lemma 5.31, we have S̄⋆[x̄ − xd] = βψ. Applying Theorem 5.22, we find ξ ∈ L2(Ω), κ > 0, and
λ, λ̄ ∈ Rl which satisfy (5.38c) - (5.38g) and

0 =

∫

Ω

[
∇xF0(x̄(ω̄), ȳ) +∇xg(x̄(ω̄), ȳ)⊤[λ− κλ̄]

]
S[d](ω)dδω̄(ω)

+

∫

Ω

[
σxβ(ω)ψ(ω) + σu(ū(ω)− ud(ω)) + ξ(ω)

]
d(ω)dω for all d ∈ L2(Ω).

We set ā := ∇xF0(x̄(ω̄), ȳ)+∇xg(x̄(ω̄), ȳ)⊤[λ−κλ̄] and use Lemma 5.32 in order to see that this variational
equation is equivalent to

0 =

∫

Ω

[
β(ω)

(
āζ(ω) + σxψ(ω)

)
+ σu(ū(ω)− ud(ω)) + ξ(ω)

]
d(ω)dω for all d ∈ L2(Ω)

where ζ ∈ W 1,1
0 (Ω) is the function defined via (5.46). Introducing q(ω) := ā ζ(ω) + σxψ(ω) for all ω ∈ Ω,

(5.47b) is valid. Clearly, we have H2(Ω)∩H1
0 (Ω) ⊆W 1,1

0 (Ω) and, thus, q ∈W 1,1
0 (Ω). Finally, for arbitrary

φ ∈ C∞
0 (Ω), we check

−
∫

Ω

q(ω)∆φ(ω)dω = −ā
∫

Ω

ζ(ω)∆φ(ω)dω − σx
∫

Ω

ψ(ω)∆φ(ω)dω

= ā φ(ω̄) + σx

∫

Ω

∇ψ(ω) · ∇φ(ω)dω = ā φ(ω̄) + σx

∫

Ω

(
x̄(ω)− xd(ω)

)
φ(ω)dω

which shows (5.47a). This completes the proof.

Remark 5.34. From the proof of Theorem 5.33 we easily see that the adjoint function q ∈ W 1,1
0 (Ω) can

be decomposed into the regular part σxψ coming from H2(Ω) ∩H1
0 (Ω) and a less regular part ā ζ which

belongs only toW 1,1
0 (Ω). However, due to the appearence of state constraints in (OC) and, thus, in (5.36),

this phenomenon had to be expected. It is documented in other papers where optimal control problems
of PDEs with finitely many pointwise state constraints are considered, see [21, 22].
Note that the adjoint state in Theorem 5.27 possesses the same degree of regularity as the state function.
This is not surprising since the pointwise state constraint actually is nothing else but an additional terminal
condition and it is well-known from the theory of ODE control that this type of constraints only influences
the resulting transversality conditions.

Remark 5.35. Let us consider the weak formulation of the slightly more general linear PDE

−∆x(ω) + αx(ω) = β(ω)u(ω) f.a.a. ω ∈ Ω,

x(ω) = 0 f.a.a. ω ∈ bdΩ.

for some constant α ≥ 0. Its solution operator still maps from L2(Ω) to H2(Ω)∩H1
0 (Ω), see [17, Proposi-

tion 6.15]. The derivation of the necessary optimality conditions from Theorem 5.22 for the corresponding
problem (OC) parallels our above argumentation.
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6. Conclusions and outlook

In this thesis, we derived new results which address variational analysis in function spaces, MPCCs in Ba-
nach spaces, and bilevel programming problems in Banach spaces. We used our theoretical findings to
state applicable necessary optimality conditions for three different classes of bilevel programming prob-
lems.

Chapter 2 was dedicated to the gathering of preliminary results from functional analysis and optimization
theory we needed in order to deal with MPCCs and bilevel programming problems in Banach spaces.
Since these problems generally suffer from an inherent lack of convexity and/or smoothness, we decided
to study tools of variational analysis introduced by Boris Mordukhovich. Especially, we took a closer look
at the SNC property of pointwise defined sets in different function spaces in Section 2.3.1. Amongst oth-
ers, it has been shown that reasonable sets which are often used in optimal control to define control or
state constraints in the reflexive function spaces Lp(Ω) and W 1,p(Ω) with 1 < p < ∞ are nowhere SNC.
In view of [90] and other publications by Mordukhovich where the SNC property is demanded somehow
carefree in most of the results, this observation is quite alarming.
One of the main issues of this thesis is the consideration of MPCCs whose complementarity constraints are
given in a Lebesgue space. This abstract model covers optimal control problems with mixed control-state
complementarity constraints which were recently studied in [56]. The complementarity constraint can be
reformulated as an abstract constraint comprising a pointwise defined set in a Lebesgue space induced by
a measurable set-valued mapping with nonconvex images. For the derivation of necessary optimality con-
ditions for the underlying optimization problem, it is essential to be familiar with the variational geometry
of this set. This motivated our study of the broad class of so-called decomposable sets in Section 2.3.5.
As a supplementary result, we obtained that a nonempty, closed, decomposable set is weakly sequentially
closed if and only if it is weakly closed which is a remarkable property. We derived an explicit formula
for the weak closure of a decomposable set. In the future, we aim for a formula which characterizes the
associated weak sequential closure. Under mild assumptions, we derived explicit formulae for the associ-
ated Bouligand and Clarke tangent cone as well as the Fréchet, strong limiting, and Clarke normal cone.
Furthermore, we were able to show that the limiting normal cone to a decomposable set is a superset
of the weak sequential closure of the associated strong limiting normal cone and, additionally, always
dense in the associated Clarke normal cone, see Propositions 2.50 and 2.51. Although these results are
strong enough to obtain an explicit characterization of the limiting normal cone to the complementarity set
described above, we did not obtain explicit formulae for the limiting normal cone and the weak tangent
cone to general decomposable sets. This is a nearby topic of future research.

In Chapter 3, we studied general MPCCs in Banach spaces. Since reasonable constraint qualifications
like the regularity condition of Kurcyusz, Robinson, and Zowe fail to be satisfied at any feasible point of
such a problem, the KKT conditions turn out to be a too restrictive necessary criterion for local optimality.
Thus, one is in need of weaker necessary optimality conditions and constraint qualifications in order to
deal with MPCCs. Gerd Wachsmuth introduced and studied a reasonable concept of strong stationarity in
[121, 124]. We proceeded this research by introducing generalized concepts of weak and Mordukhovich
stationarity, and we investigated the relationship between these three stationarity notions. It turned out that
strong stationarity always implies weak stationarity. Furthermore, we were able to show that any strongly
stationary point is also Mordukhovich stationary if the underlying cone which induces the complementarity
condition is polyhedric. Using the theory of vector lattices and the polyhedricity of the complementarity
cone, we were in position to formulate conditions which ensure that a Mordukhovich stationary point is
weakly stationary as well. Furthermore, we presented constraint qualifications which imply that a local
minimizer of an MPCC satisfies the aforementioned stationarity conditions. Subsequently, we applied the
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obtained results to MPCCs whose complementarity cone equals the cone of nonnegative functions in a
reflexive Lebesgue space or is polyhedral. An important consequence of Section 2.3.5 turned out to be
the equivalence of Mordukhovich and weak stationarity for MPCCs in Lebesgue spaces. Furthermore, we
depicted that the constraint qualifications arising from Mordukhovich’s theory of variational analysis are
not applicable to these MPCCs since their complementarity set is nowhere SNC. In the future, it needs to
be investigated whether some pointwise counterpart of the finite-dimensional concept of Mordukhovich
stationarity can be derived as an applicable necessary optimality condition for MPCCs in Lebesgue spaces.
In view of Proposition 2.49, this requires some knowledge on the calculus of strong limiting normals which
is not available yet. An important task for our future research seems to be a more general clarification
of the relationship between the introduced stationarity notions under less restrictive assumptions. Further-
more, it is an open question whether other notions of stationarity which are well-known from standard
complementarity programming can be generalized to the setting of Banach spaces. Finally, if MPCCs are
considered whose complementarity constraint is induced by the nonnegative cone inH1

0 (Ω), then we know
from Example 3.13 that the common relations between the concepts of strong, Mordukhovich, and weak
stationarity hold. However, it is completely unclear what the limiting normal cone to the corresponding
complementarity set looks like. This has to be investigated in the future.

We proceeded by considering a general bilevel optimization problem in Banach spaces in Chapter 4.
The three main approaches of transformation used to convert the hierarchical optimization model into a
single-level program (unique lower level solution, KKT reformulation, and optimal value reformulation),
see [98], were applied to derive necessary optimality conditions.
First, we investigated a bilevel programming problem whose lower level is fully convex and governed by a
so-called state equation equipped with control constraints. It has been shown that under certain assump-
tions, the lower level solution is unique, directionally differentiable, and that the directional derivative can
be computed as the solution of a nonsmooth equation or, equivalently, a complementarity model. After-
wards, we used the theory of MPCCs from Chapter 3 in order to derive necessary optimality conditions
for the corresponding bilevel model and discussed the case where the lower level control constraint set is
a cone in more detail. Since our lower level of interest reflects a parametric optimal control problem with
control constraints, we should transfer our results to the function space setting. However, due to Remark
4.7, this is not possible without additional assumptions on the underlying data. The technical details need
to be discussed in the future.
Under certain convexity and regularity assumptions on a more general lower level problem, it is possible
to replace it by its KKT conditions which we did in Section 4.2. However, in light of [28], this should not
be done too light-hearted. Thus, we studied the relationship between the original bilevel optimization
problem and its KKT reformulation in more detail. Both problems are (in a certain sense) equivalent
w.r.t. global optimal solutions. By means of Example 4.20 we have shown that we cannot generalize the
considerations of [28] to the infinite-dimensional situation if local optimal solutions are investigated. Nev-
ertheless, we were able to show the local equivalence of the problems under more restrictive assumptions
than in the finite-dimensional setting. However, these assumptions always imply the uniqueness of the
lower level Lagrange multiplier which is quite restrictive. In the future, it needs to be clarified whether
the local equivalence of the models can be preserved under less restrictive assumptions which allow the
lower level Lagrange multiplier set to be no singleton. We continued our considerations by formulating
necessary optimality conditions for the bilevel optimization model via its KKT reformulation. Therefore,
we used the results of Chapter 3 again. In Example 4.30, we presented that the necessary constraint
qualifications may depend on the choice of the lower level Lagrange multiplier.
Finally, we exploited the lower level optimal value function in order to find an equivalent single-level sur-
rogate problem of the bilevel programming model. For the derivation of necessary optimality conditions
via this approach, we used a concept of partial penalization. Our argumentation mainly generalized the
one in [29] and [138] to the Banach space setting. In order to follow this approach in the future, we need
to find some more results on the generalized differentiability of marginal functions to parametric optimal
control problems. Furthermore, it has to be examined whether there exist classes of bilevel programming
problems in function spaces where the so-called partial calmness property is inherent or at least easy to
check.

We concluded this thesis by applying the results of Chapters 3 and 4 to special classes of bilevel program-
ming problems in Chapter 5.
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First, we studied a hierarchical model comprising a semidefinite lower level problem whose solution is
unique. After we had carried out some variational analysis in the space Sp, the findings of Section 4.1
turned out to be applicable. Thus, we obtained necessary optimality conditions for the corresponding bi-
level programming problem. Since it was possible to state the latter equivalently as a semidefinite MPCC,
we compared the obtained results to the existing literature on semidefinite complementarity programming.
Next, we used our results from Chapter 3 and Section 4.2 in order to derive necessary optimality condi-
tions for a bilevel optimal control model with optimal control problems of ODEs at both levels and lower
level control constraints. We stated the corresponding weak and strong stationarity conditions and were
able to construct a constraint qualification implying all local optimal solutions of the bilevel programming
problem to be strongly stationary. This regularity condition is easy to check since it reduces to the control-
lability of a linear system of ODEs.
Finally, we considered a nonspecified optimal control problem with control constraints and an implicit
pointwise state constraint arising from a finite-dimensional parametric optimization problem whose pa-
rameter equals a certain realization of the state function at a fixed point of the underlying domain. We
were able to show the existence of a global solution to that problem under mild assumptions. Following
our results of Section 4.3, we stated abstract optimality conditions for the general model. We specified
these conditions in terms of linear ODEs and Poisson’s equation in order to show that the theory is appli-
cable to optimal control problems of ODEs and PDEs. This way, we continued the consideration of this
problem class we already studied in [13, 14, 15, 74].
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A. Supplementary results

Here we provide some results supporting our argumentation in the main part of the thesis. All the
subsequent lemmas address analytical problems in function spaces and possess mainly technical but
standard proofs.

First, we present a simple consequence of the dominated convergence theorem which can be found in
[16, Theorem 2.8.1] (general form) or [114, Theorem 5.2.2] (tailored to Lp-spaces with p ∈ [1,∞)).

Lemma A.1. Let M = (Ω,Σ,m) be a complete and σ-finite measure space, let {Ωk} ⊆ Σ be a sequence
satisfying m(Ωk) ↓ 0, and let p ∈ [1,∞) as well as u ∈ Lp(M) be arbitrarily chosen. Then χΩk

u → 0 and
(1− χΩk

)u→ u hold true w.r.t. the convergence in Lp(M).

Proof. By definition of the characteristic function and m(Ωk) ↓ 0, the sequences {χΩk
u} and {(1−χΩk

)u}
converge pointwise almost everywhere on Ω to 0 and u, respectively. Furthermore, these sequences are
both majorized by |u| ∈ Lp(M), i.e. we have

∀ω ∈ Ω: |χΩk
(ω)u(ω)| ≤ |u(ω)|, |(1− χΩk

(ω))u(ω)| ≤ |u(ω)|.
Thus, the lemma’s assertion follows from the dominated convergence theorem in Lebesgue spaces, see
[114, Theorem 5.2.2].

Furthermore, we need the following two technical convergence results in Lebesgue spaces. Their proofs
follow from standard arguments but, however, are included for the reader’s convenience.

Lemma A.2. Let M = (Ω,Σ,m) be a complete and σ-finite measure space, let p ∈ (1,∞) and m ∈ N be
fixed, and choose {uk} ⊆ Lp(M,Rm) such that uk → ū in Lp(M,Rm) holds for some ū ∈ Lp(M,Rm).
Then for any ε > 0, there is a set E ∈ Σ with m(E) ≤ ε and a subsequence {ukl} of {uk} such that
ukl → ū holds true in L∞(M|Ω\E ,Rm).

Proof. Due to the postulated convergence in Lp(M,Rm), we can choose {ukl} with the following property:
∀l ∈ N ∀h ≥ l : ‖ukh − ū‖Lp(M,Rm) ≤ 2−2l.

For all l ∈ N, let us define sets Ωl ∈ Σ by

Ωl := {ω ∈ Ω | |ukl(ω)− ū(ω)|2 ≥ 2−l}.
Then we have

2−lpm(Ωl) =

∫

Ωl

2−lpdm ≤
∫

Ωl

|ukl(ω)− ū(ω)|p2dm ≤ ‖ukl − ū‖pLp(M,Rm) ≤ 2−2lp

and, thus, m(Ωl) ≤ 2−lp. Let us introduce Ej :=
⋃∞
l=j Ωl for all j ∈ N. Then we have

m(Ej) ≤
∞∑

l=j

2−lp <
∞∑

l=j

2−l = 21−j

for any j ∈ N. Choose j0 ∈ N such that ε ≥ 21−j0 holds and set E := Ej0 . Then, for any l ≥ j0 and any
ω ∈ Ω \ E, we obtain |ukl(ω)− ū(ω)|2 ≤ 2−l and, thus, we have

sup
ω∈Ω\E

|ukl(ω)− ū(ω)|2 ≤ 2−l

which shows ‖ukl − ū‖L∞(M|Ω\E ,Rm) → 0 as l→∞.
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Lemma A.3. Let M = (Ω,Σ,m) be a complete and finite measure space, let L1(M) be separable, let
p ∈ (1,∞) as well as m ∈ N be fixed, and choose {uk} ⊆ Lp(M,Rm) such that uk ⇀ ū in Lp(M,Rm)

holds for some ū ∈ Lp(M,Rm). If {uk} is bounded in L∞(M,Rm), then we have uk
⋆→ ū in L∞(M,Rm).

Proof. By p′ ∈ (1,∞) we denote the conjugate coefficient of p. First, we want to show ū ∈ L∞(M,Rm).
Therefore, observe that the boundedness of {uk} in L∞(M,Rm) and the separability of L1(M,Rm) imply
that {uk} possesses a weakly⋆ convergent subsequence {ukl} with weak⋆ limit ũ ∈ L∞(M,Rm), see [5,
Corollary 2.4.2]. From Lp

′

(M,Rm) ⊆ L1(M,Rm) we deduce for any v ∈ Lp′(M,Rm):

lim
k→∞

〈v, uk〉Lp(M,Rm) = lim
l→∞

〈v, ukl〉Lp(M,Rm) = lim
l→∞

〈ukl , v〉L1(M,Rm) = 〈ũ, v〉L1(M,Rm) = 〈v, ũ〉Lp(M,Rm) .

Thus, we have uk ⇀ ũ in Lp(M,Rm) and due to the uniqueness of the weak limit, ū = ũ ∈ L∞(M,Rm)
is obtained.
Now, we start to verify uk

⋆→ ū in L∞(M,Rm). Let w ∈ L1(M,Rm) be given. Since Lp
′

(M,Rm) is dense
in L1(M,Rm), for any l ∈ N, we find wl ∈ Lp

′

(M,Rm) satisfying ‖w − wl‖L1(M,Rm) ≤ 1
l . This leads to

∣∣∣〈uk − ū, w〉L1(M,Rm)

∣∣∣ =
∣∣∣〈wl, uk − ū〉Lp(M,Rm) + 〈uk − ū, w − wl〉L1(M,Rm)

∣∣∣

≤
∣∣∣〈wl, uk − ū〉Lp(M,Rm)

∣∣∣+ ‖uk − ū‖L∞(M,Rm) ‖w − wl‖L1(M,Rm) .

Noting that {uk−ū} is bounded in L∞(M,Rm), we find a constant γ > 0 such that ‖uk − ū‖L∞(M,Rm) ≤ γ
is valid for all k ∈ N. On the other hand, we have uk ⇀ ū in Lp(M,Rm) which leads to

lim sup
k→∞

∣∣∣〈uk − ū, w〉L1(M,Rm)

∣∣∣ ≤ lim sup
k→∞

∣∣∣〈wl, uk − ū〉Lp(M,Rm)

∣∣∣+ γ

l
=
γ

l

for all l ∈ N. Taking the limit l→∞, we infer

〈uk − ū, w〉L1(M,Rm) → 0.

Since w ∈ L1(M,Rm) was chosen arbitrarily, we have uk
⋆→ ū in L∞(M,Rm) which completes the

proof.

The next lemma provides a truncation result we need in order to prove Lemmas 2.19 and 2.21. The proof
is similar to the validation of [5, Theorem 5.8.2] or [122, Theorem A.2].

Lemma A.4. Let Ω ⊆ Rd be a bounded domain with Lipschitz boundary and let p ∈ (1,∞) be fixed. For
k ∈ N, we define the truncation Tk : R→ R by

∀x ∈ R : Tk(x) := min{k;x}.

Then the associated Nemytskii operator, i.e. the mapping u 7→ Tk ◦ u, denoted by Tk as well, maps
W 1,p(Ω) to W 1,p(Ω) and we have

∀u ∈W 1,p(Ω) ∀i ∈ {1, . . . , d} : Di(Tku)(ω) =

{
Diu(ω) if u(ω) ≤ k,
0 if u(ω) > k

for almost every ω ∈ Ω. Moreover, for any u ∈W 1,p(Ω), we have Tku→ u in W 1,p(Ω) as k →∞.

Proof. We invoke [82, Theorem 2.1] in order to see that Tku ∈ W 1,p(Ω) holds for any u ∈ W 1,p(Ω) and
k ∈ N. Note that Tk is not differentiable, i.e. classical chain rules as presented in [81] are not applicable.
Fix some k ∈ N. For σ > 0, we define a differentiable approximation T σk : R→ R of Tk by

∀x ∈ R : T σk (x) :=





σ
2 + x if x < k − σ,
k − 1

2σ (k − x)2 if k − σ ≤ x < k,

k if x ≥ k.
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It is easy to see

∀x ∈ R : ∂
∂x (T

σ
k )(x) =





1 if x < k − σ,
1
σ (k − x) if k − σ ≤ x < k,

0 if x ≥ k.
We apply [82, Theorem 2.1] once more in order to obtain T σk u ∈ W 1,p(Ω) for any fixed u ∈ W 1,p(Ω).
Due to the differentiability of T σk , we exploit the chain rule, see [81, Theorem 2.1], in order to obtain

∀i ∈ {1, . . . , d} : Di(T
σ
k u)(ω) =

∂
∂x (T

σ
k )(u(ω))Diu(ω)

almost everywhere on Ω. Thus, a promising candidate for Di(Tku), i ∈ {1, . . . , d}, is given by

∀ω ∈ Ω: vi(ω) :=

{
Diu(ω) if u(ω) ≤ k,
0 if u(ω) > k.

We obtain
|T σk (u(ω))− Tk(u(ω))| ≤ 3σ

2

almost everywhere on Ω. Consequently, T σk u converges a.e. on Ω pointwise to Tku as σ falls to zero. Since
the above estimate provides an integrable upper bound, T σk u converges to Tku in L

p(Ω) as σ falls to zero
by the dominated convergence theorem. For fixed i ∈ {1, . . . , d}, we have the pointwise convergence of
Di(T

σ
k u) to vi a.e. on Ω as σ tends to zero. Additionally, taking a look at the above results,

|Di(T
σ
k u)(ω)− vi(ω)| ≤ 2|Diu(ω)|

follows almost everywhere on Ω, i.e. by the dominated convergence theorem, Di(T
σ
k u) converges to vi in

Lp(Ω) as σ falls to zero. Using Hölder’s inequality, for any function φ ∈ C∞
0 (Ω),

∫

Ω

vi(ω)φ(ω)dω
σց0←−−−

∫

Ω

Di(T
σ
k u)(ω)φ(ω)dω = −

∫

Ω

(T σk u)(ω)Diφ(ω)dω
σց0−−−→ −

∫

Ω

(Tku)(ω)Diφ(ω)dω

is valid and, thus, vi = Di(Tku) holds true.
Finally, we want to show that Tku → u in W 1,p(Ω) holds true as k → ∞. Therefore, we fix u ∈ W 1,p(Ω).
Let us define Ωk := {ω ∈ Ω |u(ω) > k} for any k ∈ N. Clearly, all these sets are measurable and satisfy
l(Ωk) ↓ 0 (otherwise, we would not have u ∈ Lp(Ω)). We have u(ω) − (Tku)(ω) = (u(ω) − k)χΩk

(ω) for
any k ∈ N and ω ∈ Ω. Thus, Tku converges pointwise to u almost everywhere on Ω. Moreover, we have

|u(ω)− (Tku)(ω)| = |(u(ω)− k)χΩk
(ω)| ≤ |u(ω)|

almost everywhere on Ω and, thus, the dominated convergence theorem yields Tku → u in Lp(Ω) as
k → ∞. Similarly, we have Diu − Di(Tku) = DiuχΩk

which, by means of the dominated convergence
theorem, shows Di(Tku) → Diu in L

p(Ω) for all i ∈ {1, . . . , d} as k → ∞. Hence, Tku → u in W 1,p(Ω)
as k →∞ is satisfied and the proof is completed.

For the discussion of the final two results, we need a nonempty, bounded interval Ω := (0, T ) ⊆ R and a
positive natural number n ∈ N. Identifying the Hilbert space AC1,2(Ω,Rn) with its dual by means of Riesz’s
representation theorem, it will be necessary to identify elements of AC1,2(Ω,Rn)⋆ with a vector function
in AC1,2(Ω,Rn). Therefore, we included the following lemma which is related to [117, Lemma 3.1(b)].

Lemma A.5. Let v ∈ L2(Ω,Rn) be fixed and let av ∈ Rn be a vector. We consider the dual vector
v∗ ∈ AC1,2(Ω,Rn)⋆ given by

∀u ∈ AC1,2(Ω,Rn) : v∗[u] := av · u(T ) +
∫ T

0

v(t) · u(t)dt.

Then v∗ can be identified with a function in AC1,2(Ω,Rn) defined below:

(v∗(0),∇v∗) =
(
av +

∫ T

0

v(t)dt, av +

∫ T

·
v(t)dt

)
.
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Proof. For the proof, we use integration by parts and the definition of the dual pairing in AC1,2(Ω,Rn) to
obtain

〈v∗, u〉AC1,2(Ω,Rn) = v∗[u] = av · u(T ) +
∫ T

0

v(t) · u(t)dt

= av · u(T ) +
(∫ T

0

v(t)dt

)
· u(T )−

∫ T

0

(∫ t

0

v(s)ds

)
· ∇u(t)dt

=

(
av +

∫ T

0

v(t)dt

)
·
(
u(0) +

∫ T

0

∇u(t)dt
)
−
∫ T

0

(∫ t

0

v(s)ds

)
· ∇u(t)dt

=

(
av +

∫ T

0

v(t)dt

)
· u(0) +

∫ T

0

av · ∇u(t)dt+
∫ T

0

(∫ T

t

v(s)ds

)
· ∇u(t)dt

=

(
av +

∫ T

0

v(t)dt

)

︸ ︷︷ ︸
=v∗(0)

·u(0) +
∫ T

0

(
av +

∫ T

t

v(s)ds

)

︸ ︷︷ ︸
=∇v∗(t)

·∇u(t)dt.

This shows the claim.

Finally, we show how the adjoint of a certain operator which describes linear constraints of an optimal
control problem with ODE constraints can be computed. Again, we deal with the space AC1,2(Ω,Rn). A
related result can be found in [87, Appendix 1].

Lemma A.6. For natural numbers n,m, k, l ∈ N and real matrices M ∈ Rn×n, N ∈ Rn×m, P ∈ Rk×n,
Q ∈ Rk×m, and R ∈ Rl×n, we define D ∈ L[AC1,2(Ω,Rn) × L2(Ω,Rm), AC1,2(Ω,Rn) × L2(Ω,Rk) × Rl]
as stated below for all z ∈ AC1,2(Ω,Rn) and u ∈ L2(Ω,Rm):

D[z, u] :=

(
z(·)−

∫ ·

0

[
Mz(t) +Nu(t)

]
dt, Pz(·) +Qu(·), Rz(T )

)
.

Its adjoint is given by

D⋆[w, v, r] =

((
w(0) +R⊤r +

∫ T

0

[
P⊤v(t)−M⊤∇w(t)

]
dt,

∇w(·) +R⊤r +
∫ T

·

[
P⊤v(t)−M⊤∇w(t)

]
dt

)
, Q⊤v(·)−N⊤∇w(·)

)

for arbitrary w ∈ AC1,2(Ω,Rn), v ∈ L2(Ω,Rk), and r ∈ Rl.

Proof. We set X := AC1,2(Ω,Rn)×L2(Ω,Rm) as well as Y := AC1,2(Ω,Rn)×L2(Ω,Rk)×Rl and choose
(z, u) ∈ X and (w, v, r) ∈ Y arbitrarily. First, we show the continuity of D. Therefore, we observe

‖z‖L2(Ω,Rn) =

∥∥∥∥z(0) +
∫ ·

0

∇z(t)dt
∥∥∥∥
L2(Ω,Rn)

≤
√
T |z(0)|2 +

∥∥∥∥
∫ ·

0

∇z(t)dt
∥∥∥∥
L2(Ω,Rn)

=
√
T |z(0)|2 +

(∫ T

0

∣∣∣∣
∫ t

0

∇z(τ)dτ
∣∣∣∣
2

2

dt

) 1
2

≤
√
T |z(0)|2 +

(
T

∫ T

0

∫ T

0

|∇z(τ)|22 dτdt
) 1

2

≤
√
T |z(0)|2 + T ‖∇z‖L2(Ω,Rn) ≤ max{

√
T ;T} ‖z‖AC1,2(Ω,Rn) .

Furthermore, we have

|z(T )|2 =

∣∣∣∣∣z(0) +
∫ T

0

∇z(t)dt
∣∣∣∣∣
2

≤ |z(0)|2 +
∣∣∣∣∣

∫ T

0

∇z(t)dt
∣∣∣∣∣
2

≤ |z(0)|2 +
(
T

∫ T

0

|∇z(t)|22 dt
) 1

2

= |z(0)|2 +
√
T ‖∇z‖L2(Ω,Rn) ≤ max{1;

√
T} ‖z‖AC1,2(Ω,Rn) .
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For the derivation of these estimates, we used Hölder’s inequality componentwise. Now, we find scalars
µ > 0 only depending on M as well as P, ν > 0 only depending on N as well as Q, and ρ > 0 only
depending on R such that

‖D[z, u]‖Y = |z(0)|2 + ‖∇z(·)−Mz(·)−Nu(·)‖L2(Ω,Rn) + ‖Pz(·) +Qu(·)‖L2(Ω,Rk) + |Rz(T )|2
≤ ‖z‖AC1,2(Ω,Rn) + µ ‖z‖L2(Ω,Rn) + ν ‖u‖L2(Ω,Rm) + ρ |z(T )|2
≤
(
1 + µmax{

√
T ;T}+ ρmax{1;

√
T}
)
‖z‖AC1,2(Ω,Rn) + ν ‖u‖L2(Ω,Rm)

≤ max
{
1 + µmax{

√
T ;T}+ ρmax{1;

√
T}; ν

}
‖(z, u)‖X

holds true, i.e. D is continuous.
We use integration by parts and the definition of the dual pairing in the appearing function spaces to
come up with

〈D⋆[w, v, r], (z, u)〉X = 〈(w, v, r), D[z, u]〉Y

= z(0) · w(0) +
∫ T

0

[
∇z(t)−M

(
z(0) +

∫ t

0

∇z(τ)dτ
)
−Nu(t)

]
· ∇w(t)dt

+

∫ T

0

[
P

(
z(0) +

∫ t

0

∇z(τ)dτ
)
+Qu(t)

]
· v(t)dt+

[
R

(
z(0) +

∫ T

0

∇z(τ)dτ
)]
· r

= z(0) ·
(
w(0) +R⊤r +

∫ T

0

[
P⊤v(t)−M⊤∇w(t)

]
dt

)
+

∫ T

0

u(t) ·
[
Q⊤v(t)−N⊤∇w(t)

]
dt

+

∫ T

0

[
∇z(t) ·

[
∇w(t) +R⊤r

]
+

(∫ t

0

∇z(τ)dτ
)
·
[
P⊤v(t)−M⊤∇w(t)

]]
dt

= z(0) ·
(
w(0) +R⊤r +

∫ T

0

[
P⊤v(t)−M⊤∇w(t)

]
dt

)
+

∫ T

0

u(t) ·
[
Q⊤v(t)−N⊤∇w(t)

]
dt

+

∫ T

0

∇z(t) ·
[
∇w(t) +R⊤r

]
dt+

(∫ T

0

∇z(t)dt
)
·
(∫ T

0

[
P⊤v(t)−M⊤∇w(t)

]
dt

)

−
∫ T

0

∇z(t) ·
(∫ t

0

[
P⊤v(τ)−M⊤∇w(τ)

]
dτ

)
dt

= z(0) ·
(
w(0) +R⊤r +

∫ T

0

[
P⊤v(t)−M⊤∇w(t)

]
dt

)
+

∫ T

0

u(t) ·
[
Q⊤v(t)−N⊤∇w(t)

]
dt

+

∫ T

0

∇z(t) ·
[
∇w(t) +R⊤r

]
dt+

∫ T

0

∇z(t) ·
(∫ T

t

[
P⊤v(τ)−M⊤∇w(τ)

]
dτ

)
dt

= z(0) ·
(
w(0) +R⊤r +

∫ T

0

[
P⊤v(t)−M⊤∇w(t)

]
dt

)

+

∫ T

0

∇z(t) ·
(
∇w(t) +R⊤r +

∫ T

t

[
P⊤v(τ)−M⊤∇w(τ)

]
dτ

)
dt

+

∫ T

0

u(t) ·
[
Q⊤v(t)−N⊤∇w(t)

]
dt.

This yields the presented formula for the adjoint operator D⋆.
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