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Abstract — A state-of-the art of photonic telecommunication
technology is reviewed and possible directions of future devel-
opments are outlined. In particular, the impact of nonlinear
optical phenomena inherent to silica glass on the transmis-
sion performance of wavelength-division multiplexed optical
signal through fibres is discussed. Also potential applications
of nonlinear photonic devices for the purposes of optical sig-
nal processing that is foreseen in future all-optical networks
are pointed out.
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Optical technology and infrastructure

Recent years have shown a rapid growth of demand for
capacity of telecommunication networks. It has inspired
many laboratories to explore new techniques of more effi-
cient utilisation of the huge bandwidth offered by optical
fibre links. One of the most promising and cost effec-
tive ways to increase optical link throughput is a technique
known as Wavelength Division Multiplexing (WDM).
Optical transparent transmission offers almost infinite op-
tical bandwidth. This is especially attractive in view of
future information society needs for exchange of enormous
information streams, resulting from a general use of multi-
media and hypermedia services.
Transparent optical networks that are actually being intro-
duced on the basis of existing silica cable infrastructure
offer almost infinite transmission bandwidth [1]. This is
of crucial importance in view of future information society
needs for exchange of enormous information streams, re-
sulting from a general use of multimedia and hypermedia
services.
The transparent network technology is actually in a ma-
ture state: a number of elements are already commercially
available. Those are: tunable laser diodes and laser ar-
rays as WDM sources based on a ITU 100 GHz opti-
cal frequency grid, Arrayed-Waveguide Gratings (AWG) as
multiplexers and demultiplexers including optical add-drop
(de)multiplexers, fibre Bragg gratings as filters, etc.
Optically transparent technology is actually advancing very
fast. Although almost unlimited capacity is available, the
future technology has to meet new demands especially in
the field of optical signal digital processing, including full
3R (Reamplification, Reshaping, Retiming) regeneration.
Moreover, a new concept of 4R regeneration [2] has re-

cently appeared that reclaims also a proper regeneration of
the optical spectrum of the aggregate signal in introduced
recently commercial transmission systems exploiting WDM
technology.
In a WDM system many information channels are transmit-
ted through one fibre using different optical wavelengths
modulated by independent data streams. This method
is analogous to Frequency Division Multiplexing (FDM)
which is widely exploited in other communication systems,
especially in radio broadcasting. Using WDM we can eas-
ily increase the capacity of already existing fibre links that
is particularly significant in the areas where placing new
cables is impossible or too expensive. One can also envi-
sion the application of WDM in broadcast networks and/or
in subscriber loop [3].
The introduction of Erbium-Doped Fibre Amplifiers
(EDFA) which have replaced electronic regenerators in fi-
bre based transmission links in early 90 s resulted in optical
transparency of the links. This was in contrary with elec-
tronic regenerator based links. In those a combination of
electronic logic circuit along with electro-optical and opto-
electrical conversions of the digital signal transmitted has
been used in order to cope with signal distortion. In optical
links the distortion results from physical limitations of the
transmission of light signals through fibres, namely from
fibre attenuation, dispersion, and nonlinear distortion.
An enhancement of optical link exploitation enabled by
the EDFAs and WDM technologies have resulted in a dra-
matic decrease of cost of transmission bandwidth. More-
over, WDM offers an orthogonality between wavelength
and time, so they can be processed independently and si-
multaneously. However, significant research challenges still
remain to realize the huge potential offered by optical net-
working.
WDM transmission is actually being introduced in commer-
cial fibre telecommunication systems. Transmitting several
wavelengths (16, 32, 64 or more) and amplifying the aggre-
gate signal in optical amplifiers results in an increase of the
total optical power, what causes nonlinear interactions very
effective. The transmission performance of the system can
be then seriously degenerated, mainly via nonlinear signal
distortion and nonlinear crosstalk (power transfer between
different wavelength channels). Thus, there exists a great
need to minimize the nonlinear distortion and to optimize
the transmission parameters. On the other hand there is an
urgent necessity to establish new international standards for
WDM nonlinear systems.
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Nonlinear limitations

Analogous features of a silica fibre: attenuation, dispersion,
and nonlinear distortion result in distortion, crosstalk and
noise of the transmitted optical signal. Therefore, a digital
signal can be transmitted successfully only at certain dis-
tance of the fibre link, this distance is called transparent
length.
Silica glass exhibits only small value of nonlinear coeffi-
cient. However, due to small spot-size of modal beams
in the core of the fibre and high power at the output of
optical sources and amplifiers, going up to 100 mW, and
also extremely long distances of propagation which is of
the order of hundreds or thousands of kilometres, nonlin-
ear effects are accumulated along fibre link and can cause
a significant change of the optical signal in positive or neg-
ative way. Moreover, the fibre nonlinearity is believed to
decrease signal distortion caused by Polarisation Mode Dis-
persion, which is fibre intrinsic defect that is due to lack of
ideal symmetry of practical fibres.
At present state of technology nonlinear effects affect the
transmission system performance in great scale. This is due
to combining high level of optical power at the output of
modern lasers and amplifiers with extremely small cross-
section of guiding core of the fibres.
In spite of its merits the WDM technique is not free from
limitations. The most characteristic and essential problem
for multichannel optical systems, beside attenuation and
dispersion, is interchannel crosstalk [4]. One can distin-
guish crosstalk caused by nonlinear interactions between
the light in different channels or between the light and the
fibre material. In spite of the intrinsically small values of
the nonlinearity coefficients in fused silica, the nonlinear
effects in optical fibres can be observed at low power lev-
els. This is possible because of important characteristics
of single-mode fibres, a very small optical beam spot-size,
and extremely low attenuation.
In WDM systems a nonlinear interplay between many dif-
ferent spectral components of the aggregate signal causes
interchannel crosstalk. The nonlinear phenomena involved
are Self-Phase Modulation (SPM), Cross-Phase Modula-
tion (XPM), Four-Wave Mixing (FWM), Stimulated Ra-
man Scattering (SRS), and Stimulated Brillouin Scattering
(SBS).

System requirements

A number of functions in the optical domain can be real-
ized only via nonlinear effects. This is an inherent feature
of optics in contrary to electronics: two electrons interact
strongly via electrostatic and magnetic forces even in the
vacuum, while two photons do not at all. Actually this was
the reason successful application of photonic transmission
in fibre links. Unfortunately, this is also the reason why it
is so difficult to realise processing of light by light. This
can be done only via nonlinear interaction between light
and matter or between the beams themselves.

Core networks

Core networks represent the backbone of the information
superhighway. Optical cable infrastructure is well devel-
oped in many countries and no substantial investment is
needed to upgrade the transmission capacity. The most
promising one is WDM technology, which does not need
to install faster electronics.

Broadband access networks

The expected introduction of optical transparency to sub-
scriber loop will allow taking advantage also from WDM
technology. A combination of various signals (i.e. ana-
logue or digital television, interactive broadband services)
could be transmitted simultaneously. New ways of provid-
ing access are emerging based upon the need for interactive
broadband services. This means a need for a mass deploy-
ment of fibre in access.

ATM networks

Multimedia service networks based on fibre core networks
and ATM technology can provide the broadband commu-
nications platform needed by business and residential users
for integrated services with of voice, data and visual in-
formation transmission. This should provide high-quality
performance and economic advantages of ATM networks.

The future transparent photonic network

It is generally believed that opticalisation which is a term
standing for keeping the signal in optical domain thus
avoiding its conversion to electronic domain in the whole
transparent network should result in a much more complete
exploitation of the combined huge low-loss fibre window
and optical amplifier bandwidth, which is actually estimated
to be equal to ten terahertz.
All optical networks offer new possibilities for high band-
width applications. New techniques will be demonstrated
for optical switching and network management for complex
optical networks. WDM systems allow upgrading of the
backbone optical network. This theme explores the current
state of research and future developments of optical net-
work technology and applications. End-to-end broadband
transparent transmission is an essential condition to pro-
vide reliable broadband services. The demand for Internet
is a driving force leading rapidly towards WDM. However,
WDM is an analogue technology that suffers from analogue
distortions of the signal. On the other hand, special kind
of optical pulses exploring silica glass nonlinearity called
solitons have a digital nature (they exist or do not). Soli-
tons are then more compatible with digital transmission. A
combination of both technologies appears as a very promis-
ing one. Solitons are better for synchronous (SDH) digital
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systems, while a passive WDM network is better suited for
ATM.
WDM is a technique compatible with the idea of all-optical
networks, where one can create transparent optical paths
connecting successive network nodes by switching opti-
cal channels organized at the different light wavelengths.
Wavelength converters (λC) are developed in order to profit
from another degree of freedom of transparent network,
which is the signal wavelength. This allows a realisation
of wavelength routing functions.
Transparency is very attractive also from user point of view:
he/she sends his/her own data streams and the transparent
network transmits them regardless of their format, bitrate
etc. A functional model of a transparent passive network
consists of an optical telecommunication cloud through
which clients send and receive their messages of various
kinds.
Reduced cost of bandwidth enabled by the optical amplifier
and WDM technologies have resulted in a dramatic reduc-
tion of cost of transmission bandwidth. Moreover, WDM
offers an orthogonality between wavelength and time, so
they can be processed independently and simultaneously
[5]. However, significant research challenges still remain
to realize the huge potential offered by optical networking.
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Paper New pico- and femtosecond laser
based sources: from the Infra-Red

to the XUV
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Abstract — In this paper, we review a number of recent
developments concerning laser or laser-based sources gener-
ating pico- or subpicosecond pulses of light at wavelengths
now ranging from the mid Infra-Red (50 µm) to the XUV
(11.9 nm). Those include the new generation of „Chirp Pulse
Amplification” laser systems, Free Electron Lasers operating
in the IR or visible range, and a number of laser driven
sources covering the XUV range, generally based on the high
intensity irradiation of solid or gaseous targets. The main
perspectives, applications and essential issues concerning such
sources are discussed.

Keywords — lasers, short pulses, ultrafast phenomena.

Short pulse laser systems:
the CPA/KLM revolutions

There has been a constant decrease of the available pulse
durations ever since the laser existed. Picosecond lasers
have been used for more than twenty years now, and sub-
picosecond lasers (very few of them really deserving the
current „femtosecond” laser appellation) for more than ten.
The essential moves of these past years have been the huge
increase of the energy available per pulse, and a no less
considerable spreading of the wavelength range over which
short light pulses are available, which now spans from the
mid Infra Red (IR: about 50 µm with the best IR Free
Electron Lasers) to the XUV where subpicosecond pulses
are available down to wavelengths in the 50 nm range, and
picosecond X-laser pulses down to 11.9 nm.
One major breakthrough occurred in the late 80’s with the
invention of the „Chirped Pulse Amplification” (CPA) con-
cept. Indeed the task of extracting the maximal possible
energy from an amplifier system requires to work as close
as possible to the „saturation fluence” which varies consid-
erably with the type of medium used. As shown in Fig. 1,
it is of the order of mJ/cm2 for dyes, tens of mJ/cm2 for
excimers but can reach beyond the J/cm2 for solid ampli-
fying materials. An essential problem is then that one has
also to stay below the „breakdown threshold” for the mate-
rial used. This precludes the possibility of working at the
saturation fluence in solid-state amplifiers in the pico- or
subpicosecond regime. However, the saturation fluence can
be reached if one works with pulse durations close to one
nanosecond, because of the strong pulse duration depen-
dence of the breakdown fluence. Since one is interested
in amplifying short laser pulse, those are always associ-

Fig. 1. Saturation fluence and breakdown limit for different
materials (by courtesy of F. Salin)
An efficient amplification in solid state systems requires to work
with pulses of nanosecond duration.

ated with a significant bandwidth (the Fourier transform
limitation imposes that ∆ωτ ≥ k, where ∆ω is the band-
width, τ the pulse duration, k being a parameter whose
value depends on the exact pulse shape but is always of the
order of 0.5). Any dispersive element, in which the long
wavelengths travel generally faster than the short ones, will
therefore produce a lengthening of the broadband pulse and
result in a so-called „chirped pulse” in which the frequency
will vary from „red” to „blue” along the pulse. This disper-
sive element can be any amount of dispersive material, or
more elaborated optical systems (where dispersion is gener-
ally provided by sets of prisms or gratings). In the first case,
the dispersion is always positive, whereas in the second, de-
pending on the configuration, the dispersion can be either
positive of negative, suggesting the idea that a short pulse
can be expanded in time and then recompressed : this is
the basic idea in CPA [1]. A short pulse (with pico- or sub-
picosecond duration) is produced in an oscillator, stretched
in time up to durations in the nanosecond range, amplified
(in conditions where the saturation fluence is reached be-
low the damage threshold) and finally recompressed almost
down to its original duration.
CPA was first applied to Nd:Glass systems and already al-
lowed in the late 80’s to reach peak powers in the terawatt
range with table-top systems operating at 1064 nm with
pulse durations close to one picosecond, opening a wide
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new field of applications (such peak powers had been so far
reserved for giant multibeam laser systems). However the
amplifying bandwidth of Nd:Glass was not yet sufficient
to obtain „femtosecond” pulses, but using a combination
of different glasses in the amplifying system, a number of
large size lasers succeeded to produce pulses of duration
down to 600 fs, with energies per pulse of the order of
tens of joules, and the giant lasers now under construction
(NIF in LLL–USA or LMJ in CESTA, Bordeaux, Fr) will
most likely be equipped with a „PetaWatt” line allowing to
reach laser intensities in excess of 1020 W/cm2. Ultrashort
pulses were still the speciality of dye and, to some ex-
tent, excimers systems until another revolution completely
changed the picture, due to the emergence of a new class
of oscillators based on the so called „Kerr Lens Mode-
locking”. Indeed, Titanium doped sapphire was expected,
due to its large fluorescence bandwidth, to be an excel-
lent candidate for the realization of solid-state femtosecond
lasers. Moreover, in the process of designing a passively
mode-locked oscillator based on this amplifying medium,
the researchers discovered a quite unexpected possibility to
obtain mode locking without inserting any Q-switching el-
ement in the cavity (hence the original appellation of this
system: „magic” mode locking). Later on, this was found
to be due to nonlinear effects occurring in the amplifying
medium [2], hence the final appellation of „Kerr Lens Mode
Locking”, whose principle is depicted in Fig. 2. The cavity

Fig. 2. Principle of the Kerr Lens Mode Locking
The cavity design has been simplified to the elements necessary
for the understanding of the mode-locking principle. In the real
set-up, lenses M1 and M2 are replaced by spherical mirrors. Rmax:
100% reflecting mirror, OC : output coupler (3 to 10% transmis-
sion), KL : „Kerr Lens”, in the mode locked regime only.

design includes two folding mirrors (symbolized by lenses
for clarity on the figure), which focus both the pump and
laser beam in the amplifying crystal. In the mode locked
regime, the intensity is such in the crystal that nonlinear
contributions to the refractive index (Kerr effect) turn the
amplifying crystal (a plane parallel slab) into a lens, thus
modifying the cavity stability, which is restored by a mi-
nor correction of the lenses position. The cavity can so be
adjusted so that the best stability is obtained for the mode
locked operation, conferring excellent stability to this type
of lasers.
The real cavity design of course includes an internal nega-
tive dispersion line to compensate for Group Velocity Dis-
persion, mainly in the amplifying crystal. With such a

set-up, pulse durations of the order of 30 fs are routinely
achieved with both commercial and home-built systems,
with energies per pulse of the order of a few nanojoules,
repetition rates in the 80 MHz range, and excellent beam
qualities. Because of this, intensities up to 1010 W/cm2

at 800 nm can be obtained at a lens focus, and GW/cm2

at 400 nm (after frequency doubling). This is more than
needed for a number of nonlinear optics applications.
Amplification of such pulses using the CPA method in re-
generative amplifiers yield energies per pulse of the order
of a few millijoules, and can be obtained at repetition rates
now reaching the kHz. Beam characteristics are usually
quite good (nearly gaussian beams), allowing a number of
very high intensity experiments (up to 1016 W/cm2) with
quite reasonable scale equipment. The use of extra multi-
pass amplifiers can boost the energy per pulse to 100 mJ,
and the peak intensity in the TW range, at repetition rates
of about 10 Hz, a considerable progress compared to the
Nd:Glass based CPA systems. The recent progresses in
this respect are represented in Fig. 3 and 4. It is clear

Fig. 3. State of the art concerning amplified Ti:Sa laser systems
(by courtesy of F. Salin)

Fig. 4. Passed evolution on pulse duration (circles) and pulse
energies (squares) for subpicosecond lasers

that one now disposes of laboratory scale systems allowing
to investigate up to very high intensity effects at repeti-

J O U R N AL O F T E L E CO M M U N I CAT I O N S
AN D I N FO R M AT I O N T E C H N O LO GY 1-2/2000 7



Guillaume Petite

Fig. 5. Past evolution of the peak power of high intensity CPA based laser systems (by courtesy of C. Leblanc and C. Barty)
In grey: Nd:Glass, Empty: LiSaf, Black: Ti:Sa; European based systems are circled.

tion rates which are orders of magnitudes above those of
Nd:Glass based systems (whose rep rate would probably
express best in milli or microhertz!). On the other side,
Fig. 4 clearly shows the huge impact of both breakthroughs
detailed above.
Figure 5 shows a world wide view of the evolution and of
the present status in terms of intense lasers.
Note that some world records of a different type are not
mentioned in this figure. In particular, concerning the
pulse duration, a Ti:Sa cavity design employing „chirped
mirrors” (multilayered mirrors reflecting in which differ-
ent wavelengths have different penetration depths) produced
pulses with a 5 fs duration [3], thus setting for such lasers
a record that was only reached but very sophisticated dye
based systems. Worth mentioning is also the operation of
Ti:Sa subpicosecond oscillators using for energy extraction
a cavity dumper. This reduces the repetition rate to the
100 kHz - 1 MHz range, but increases the pulse energy
by the same amount compared to the classical design (up
to µJ per pulse). The stability of such systems is however
reduced and they are more complicated to operate.

Tunable short pulse optical sources

Both dye lasers and Ti:Sa, who lead the race towards shorter
laser pulses are the prototypes of tunable laser sources be-
cause, as explained above, a broad emission band is nec-
essary in both cases. However, the actual tunability of the
operational short pulse lasers is quite reduced. In the case
of Ti:Sa, it is indeed possible to slightly vary the centre

wavelength of the laser (e.g. between 770 and 830 nm),
but to the expense of a loss of performances. Concern-
ing the dye systems, short pulse generation required (in the
CPM design) the use of a couple of complementary dyes,
the operation is essentially restricted to 620 nm. Essen-
tially three solutions were found to achieve a broadband
tunability: White Light Continuum (WLC) amplification,
frequency mixing and, more recently, Optical Parametric
Oscillators/Amplifiers (OPO/OPA) WLC amplification is
based on the observation that focusing even a very small
amount (microjoules) of energy into e.g. water (but any
transparent material works to some extent) allows to gener-
ate, through a number of nonlinear optical mechanisms, a
more or less broad continuum of white light centred around
the pump wavelength, whose pulse duration equals that of
the pump pulse. A straightforward solution is then to se-
lect a band in this WLC and to amplify it in a set of dye
amplifiers. This solution has been used for several years
to generate subpicosecond pulses almost throughout the
whole visible, with pulse energies in the 100 µJ range in
the yellow-red part of the spectrum (pumping with Nd:YAG
second harmonic) and 10 µJ in the blue part (pumping with
Nd:YAG third harmonic). However, in the latter case, the
photostability of the dyes used (contrary to that of those
used in the red) is not good, which is at the source of
many complications. Likewise, on a general basis, use of
dye amplification is at the source of many inconveniences
(such as the use of poisonous solvents) so that the search
for „all solid state” solutions has been active and recently
successful.

8
J O U R N AL O F T E L E CO M M U N I CAT I O N S
AN D I N FO R M AT I O N T E C H N O LO GY1-2/2000



New pico- and femtosecond laser based sources: from the Infra-Red to the XUV

If one disposes of both a tunable source in the yellow-red
part of the visible spectrum, and of a number of fixed-
wavelength sources (Ti:Sa and its different harmonics), it
is possible to use sum-frequency generation to obtain tun-
able short pulse optical pulses at shorter wavelengths. In-
deed, WLC amplification, sum frequency generation and
harmonic generation combined allow to cover practically
all the visible and a significant part of the UV (down to
approx. 220 nm), with energies per pulse ranging from a
few 100 µJ in the red to about 1 µJ in the UV. However,
due to the limitations of the available NL crystals in par-
ticular, some holes remain in the tunability curve which
can be filled using Optical Parametric Generation. Optical
Parametric Generation (OPG) is a process which can be
viewed as symmetric of sum frequency generation. In the
latter case, the energy of two different photons is added
in a nonlinear crystal to generate a photon with the sum
energy. In OPG, it is on the contrary the energy of the
incident photon (pump beam) which is split in two smaller
energy photons. The obtained energies (usually referred
to as „signal” and „idler”, in a quite arbitrary fashion) are
imposed by the necessity of conserving in this operation
both the total energy and momentum, and are located on
either sides of the „degeneracy wavelength” which is equal
to twice the pump wavelength. The phase matching condi-
tion generally depends on the optical characteristics of the
nonlinear crystal and of the geometry of the optical con-
figuration, and tuning is simply obtained by rotation of the
nonlinear crystal.
The signal created in the OPG can be further amplified in
an Optical Parametric Amplifier based on the same princi-
ple. A filtered WLC can also be used as a seed pulse for
amplification in OPA, as represented in Fig. 6, which shows
the principle of a subpicosecond OPA system at 1.3 µm.
Note that the amplifying stages have to be separated. The
reason for this is that since the group velocity of the pump,
signal and idler waves are different in the amplifying crys-

Fig. 6. Layout of a subpicosecond OPA system (by courtesy of
C. Leblanc)
A white light continuum is generated in a Sapphire plate, and then
amplified in a pair of BBO I type OPAs. The characteristics of
this system are a pulse duration of 20 fs, a pulse energy of 50 µJ,
at a wavelength of 1.3 µm.

tal, they slip off-phase as the thickness increases, an it is
then necessary to use a new delay setting before starting
the amplification again in a new crystal [4].
A number of OPG/OPA pumped either by Nd:YAG lasers
(tens of picosecond of pulse duration) or lately by Ti:Sa
lasers, and their harmonics, are presently commercially
available, covering the whole visible spectrum on one hand,
but also a significant part of the Infra-Red. In the visi-
ble, they are clearly competitive compared to dye amplified
WLC in the blue part of the spectrum where they are gen-
erally preferred, which is not quite the case in the red part
of the spectrum, where dyes work best. It seems how-
ever that solutions employing different frequency mixing,
whose tunable part is provided by a dye system in the red
offer better efficiency and stability, but they are not com-
mercially available and require the presence of a team with
some expertise in nonlinear optics.
One of the main interest of the OPO is that they have a
capability of extending the wavelength range in which short
pulses are available to the mid IR (up to 7.5 µm at present,
up to 12 µm probably possible), a very interesting region
because it is that of vibrational spectroscopy. Up to a recent
past this range was covered only by Free Electron Lasers
(FEL), a quite specific type of source that we now discuss.

Free Electron Lasers

The principle of the Free Electron Laser (FEL) consists
in using as the gain mechanism, instead of the stimulated
emission, the synchrotron radiation emitted by free elec-
trons bunches inside a specific alternating magnetic con-
figuration known, in the Synchrotron Radiation language
as an „undulator”. The permanent magnetic field is sinu-
soidal in space, and the transverse acceleration of the elec-
trons allows them to radiate along their propagation axis a
synchrotron radiation at the „resonance” wavelength λ :

λ =
λ0

2γ

(
1+

K2

2

)
with K = 0.94λ0B0(T) , (1)

where γ is the electron (or positron) normalized energy, λ0
the magnetic field spatial period [cm] and B0 its magnitude.
It is clear from Eq. 1 that this source can be tuned, at a
given beam energy by adjusting the magnetic field, and that
a large tunability is in principle available also through the
choice of the beam energy. The complex description of the
field interaction with the particles is outside the scope of
this paper (and the author’s possibilities as well!), but it is
enough to remember that FEL operate just as a standard
laser whose gain medium is the relativistic electron beam.
The laser gain increases when (i) the interaction length
increases, (ii) the beam intensity increases, (iii) the beam
energy decreases. Another peculiarity of FEL is that they
produce a significant amount of harmonics of the laser.
The need for a relativistic particle beam implies that such
lasers are built around particle accelerators, either linear,
or as an insertion on a section of a Synchrotron Radiation
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machine. In all cases they are operated as a Large Scale
Facility. However, their interest is such that there are a
significant number of machines in operation, most of them
as user facilities : about 10 machines in the USA, 5 in Japan
and 7 in Europe are either in operation or construction.
For beam energies in the tens of MeV range, laser oper-
ation is achieved in the Infra-Red [5]. We have taken as
an example the „CLIO” laser facility in Orsay. The laser
is built around a „low” energy linear accelerator. It pro-
duces pulses with a specific time structure : a series of 1
to 10 µs macropulses with a repetition rate between 1 to
50 Hz, each of such macropulses consisting in a series of
a few hundreds of micropulses, whose duration is pico and
even subpicosecond (down to 300 fs have been achieved)
depending on the cavity settings and of the position in the
macropulse (shorter pulses are observed in the build-up of
the macropulses). Fig. 7 illustrate the tunability of this

Fig. 7. Tuning curve of the IR-FEL „CLIO” (Orsay, France), as
a function of the beam energy (by courtesy of J. M. Ortega)
In the lower left corner, the tuning curve of a Nd:YAG pumped
OPO is presented for comparison.

laser for different beam energies. It shows that a very large
wavelength range (more than one decade) can be obtained
with this laser source. Peak powers at the maximum of the
tuning curves reaches the 100 MW range, and about 5 MW
are still obtained at the extreme wavelengths around 50 µm.
On the same plot (in the lower left corner) is included the
tuning curve of an IR-OPO pumped by a Nd:YAG laser. It
illustrates the point mentioned above concerning the IR ca-
pabilities of OPO’s. Though not as intense as the IR-FEL,
they can still provide intensities in the 10 MW range, and
they are by far not so complicated to operate as the LEL,
and constitute a very serious alternative for the near IR,
and are probably promised to a bright future.
Another exciting feature of FELs is their ability to operate
simultaneously on two different wavelengths, as demon-
strated in Fig. 8 [6]. This operated mode is obtained using
two undulators with different spacing. The only principle
restriction is that the two wavelengths must be obtainable
with the same beam energy.
FEL can also operate in the visible-UV part of the spec-
trum [7], for beam energies in the GeV range. Such FEL
are usually installed on storage rings. At present, their

Fig. 8. IR-FEL cavity design, and operation in the „two-colour”
mode (by courtesy of J. M. Ortega)

cost/performance ratio is not so impressive compared to
other systems in the same wavelength range, and their es-
sential interest is that they are synchronized by nature with
Synchrotron Radiation which allow to consider a number of
innovative pump probe experiments. However, the recent
appearance of third generation rings should lead to a dra-
matic improvement of the UV-FEL characteristics. Pulse
durations of the order of a few picoseconds should be avail-
able, and the peak power is expected to reach beyond the
MW. Intensities of the order of 10 TW/cm2 can reasonably
be expected, at a repetition rate of tens of MHz. Besides,
an increased harmonic content is expected, so that using the
fifth harmonic of the laser, intensities close to the MW/cm2

should be obtained for photon energies of 20 to 80 eV so
that, given the high repetition rate, it should be possible
to observe nonlinear effects in the XUV wavelength range.
This has been one of the aims of the recent development
of intense XUV sources, that we now comment.

Short–pulse, high–intensity XUV
sources

The important progresses discussed above on the lasers
gave birth to a number of schemes for producing high in-
tensity, short pulses of XUV light through the interaction
of high power laser pulses with matter in its different states.
Attempts to obtain population inversion between states of
highly ionised atoms, as they can be obtained in the plas-
mas generated in the interaction of high energy (hundreds of
joules) laser pulses with metals have an already long story.
A number of schemes have been proposed to realise this
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way a „X-ray laser”. In particular, several successes were
obtained using the „collisional pumping” scheme, particu-
larly in the case of a number of Ni-like and Ne-like metal
ions. Among the lasing transitions observed, one finds Ne-
like Fe at 21.2 and 25.5 nm [8], Ti at 32.6 [9] and Ge
at 19.6 nm [10], and also, more recently, Ni-like Ag at
13.9 nm and Sn at 11.9 nm. Some laser schemes using a
half cavity to increase the gain length have been realised,
and some of these laser are presently operated as user fa-
cility providing pulses for applications. The essential diffi-
culty in achieving such a goal was that the gain medium is
essentially very inhomogeneous and nonstationary, since it
is composed of an expanding plasma in front of the metal-
lic target, so that it is necessary first to optimise the plasma
conditions through the definition of a sequence of pump-
ing pulses in order to control both the density gradient in
the plasma and the electron temperature, which requires a
significant amount of know-how. Such X-ray lasers are gen-
erally pumped by multibeam giant lasers with energies per
(nanosecond) pulse in the 10 to 100’s of Joules. They de-
liver pulses with durations of tens of picoseconds, and are
presently the most intense X-Ray sources. In a recent past,
the possibility of obtaining very high transient gains by
pico or subpicosecond heating of a preformed plasma has
resulted in the first observations of very short X-ray laser
pulses (whose duration, though not yet precisely measured
is most likely of the order or below 1 ps).

In the X-ray laser case, as already mentioned, the laser
induced plasma which is the emitting medium has been al-
lowed to expand, which means that its density, as well as
its temperature have significantly decreased. With the ap-
pearance of subpicosecond lasers able to produce intensities
in excess of 1015 W/cm2, one obtained also the possibil-
ity of creating very hot (temperatures of tens of keV) and
dense (solid density) plasmas since the dense matter can
be heated in a time much shorter than the „hydrodynami-
cal time constants”. This was at the origin of a number of
new sources of hard X-ray radiation (keV and more) [11].
The emission spectrum strongly depends on the nature of
the metallic target, and can be dominated by the K lines of
the used element (in the case of light species, e.g. : Al),
but can also contain a significant continuous contribution
when heavy (e.g.: Au) elements, in which Bremsstrahlung
dominates the emission mechanisms, are used. Let us note
that despite a high number of emitted photons per pulse,
the emission occurs in 2π steradians, so that it is not easy
to obtain high intensities on target with the help of such
sources, contrary to the case of X ray lasers whose spatial
coherence is much better.

Finally, in this category of laser-driven plasma sources, one
should mention an already ancient observation [12] that in-
teraction of moderately intense picosecond laser pulses (in
the TW/cm2 intensity range) with metal surfaces can pro-
duce hard X-ray radiation when the surface is placed under
high cw polarization (MV/cm) so as to block the electron
emission. Despite an only very limited characterisation, its
seems that under such conditions, intense emission extend-

ing into the 10’s of keV range is observed [13]. There is so
far no interpretation of this effect, but it could clearly con-
stitute an easy alternative to the use of very sophisticated
laser sources (the necessary conditions can be achieved with
a moderate size table top system) to produce high energy
X ray.
Besides these laser-driven plasma sources, there is another
important class of XUV sources based on high order har-
monic generation of intense laser pulses [14]. Their ap-
pearance dates from more than ten years ago, at that time
using Nd:Glass lasers as a pump source. They have also
immensely benefited from the progresses in laser sources,
and can now be found in almost every laboratory operating
a high intensity Ti:Sa system. They are generally based on
high order (up to 150 or more) harmonic generation in high
density jets of rare gases. They present a very character-
istic spectrum (Fig. 9): after a rapid decrease for the first
few orders, the harmonic yield stabilizes through a region
known as the „plateau”, up to a cut-off frequency. Both
the extension of the plateau as well as the yield depend
on the type or rare gas used : the lighter elements provide
the highest harmonics, but a better yield is obtained using
heavier elements. In the general case, because of symmetry
reasons, only the odd harmonics are produced. However,
by adding fundamental and second harmonic frequencies
[15], some even harmonics can be obtained (top of Fig. 9).

Fig. 9. High order harmonic spectra of the Ti:Sa laser obtained
in Argon: top: fundamental and second harmonic of the pump
laser are added to obtain even harmonics; bottom: the Ti:Sa fun-
damental is added to an OPA to obtain fine tunability (by courtesy
of B. Carré and F. Salieres)
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The number of harmonic photons in a given harmonic is
of course the result of a combination of the single atom re-
sponse and of the phase matching conditions in the pump-
ing laser focal region. It is now well established that the
important phase slips resulting from ionisation of the gas
in the focal region limits the useable intensity range to less
than the saturation intensity for a given element. Since the
intensity also determines the cut-off frequency (ωco), fol-
lowing a law of the type : hωco = I .P.+ nUp, where I .P.
is the element ionisation potential, n a model dependent
quantity usually between 2 and 3 and Up the light „pon-
deromotive potential” (proportional to the intensity), it is
easy to understand its increase for lighter element which
are harder to ionise. Otherwise, the overall characteristics
of the source depend on the focusing conditions, but they
are now rather well under control, and high order harmonic
sources are now reliable and can be used for applications.
let us note in particular that their pulse duration has been
measured using cross-correlation experiments with subpi-
cosecond laser pulses, and they were shown to be even
shorter in time than the pumping laser pulse (which is ex-
pected due to the nonlinear character of the interaction),
so that they represent to date the shortest type of XUV
pulses (40 fs has already been obtained, and 20 fs is ex-
pected for a near future. Their tunability is large and can
be quite precise. It is first possible to select a given har-
monic either with use of a spectrometer (which still causes
an appreciable amount of lengthening of the pulse) or even
using a selective multilayer mirror (which conserves the
pulse duration, but is not by far as selective). Fine tuning
of the harmonic frequency can even be obtained (Fig. 9)
by combining in the generation processes photons of fixed
frequency (usually a Ti:Sa laser) and tunable ones (from an
OPA system) [15]. Any even combination of frequency can
be obtained this way. Note in Fig. 9 that despite the fact
that the pulse energy in the OPA system was quite small
(about 50 µJ only) this does not affect the overall harmonic
yield on combined-frequency peaks which are less than one
order of magnitude below the pure laser harmonics ones.

It is instructing to compare the characteristics of these dif-
ferent sources, since they operate on a quite broad variety
of mechanisms (Fig. 10). It should be noted that the result
of the comparison may apparently depend on the quantity
used to qualify a source. Here, we use the instantaneous
brilliance, since it is the useful characteristics for nonlinear
application: a source is efficient if it is energetic, point-like,
delivers short pulses and has a low divergence. We note
that in this respect, all the sources we have discussed are
very competitive, even compared with future third genera-
tion undulators. However, if one cares about average power
(as in linear applications), the picture would be completely
reversed. In this respect, it is clear that FEL on third gen-
eration rings, operating at the five harmonics will represent
a very competitive solution when it will be available, if
they hold their promises, even if their pulse duration is
not expected to fall down to what is now obtained with
harmonics.

Applications

Nonlinear optics is of course deeply involved in the physics
underlying the production of short intense pulses through
the whole wavelength range discussed above. This is quite
obvious in the case of OPO/OPAs, Kerr Lens Mode Lock-
ing or High Order Harmonics. It is also true in the case
of plasma based sources since the plasma ionisation and
heating mechanisms are in general highly nonlinear (mul-
tiphoton ionisation or resonant absorption come into play).
We will not discussed here these aspects. Applications both
concern the linear and nonlinear domain. We will discuss
here three examples pertaining to the infra-red, the visible
and the XUV range.
Infrared vibrational spectroscopy is one of the most impor-
tant tools of physico-chemistry to characterize the chem-
ical bonds in even complicated compounds (polymers for
instance). On the other hand, the physico-chemistry of in-
terfaces has become increasingly important with the rapid
development of thin layers science, with applications to
electrochemistry or catalysis for instance. One therefore
needs methods for characterising the interfaces which are
frequently buried under some amount of bulk material.
In this respect, electronic spectroscopies (such as XPS)

Fig. 10. Comparison of the instantaneous brilliance of different
XUV sources (by courtesy of P. D’Oliveira)
Typical repetition rates for (LX): a few shots per hour Harm.: 10–
20 Hz, FEL and Synchrotron radiation operate at MHz rep rates,
but represent extrapolation to future third generation rings (except
SACO).

Fig. 11. Principle of the Sum (or Difference) Frequency Gener-
ation at interfaces
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Fig. 12. Proposed scheme „Optical Prarametric Chirped Pulse Amplification” of an iodine laser at PALS (Prague Asterix Laser System)
(by courtesy of Bedrich Rus)

rapidly reach their limits because the interface shift of a
core level can sometimes be very small, and is rapidly
masked by the increasing contribution of bulk material.
In this respect Sum and Difference Frequency Generation
(SFG/DFG)[16], whose principle is shown in Fig. 11, are
of paramount importance since they are interface-selective.
Indeed sum frequency generation, just as second harmonic
generation, is forbidden in the case of centro-symmetric
media, which is almost always the case of the overlaying
material so that only the interface (where centro-symmetry
is broken) contributes to the signal. By tuning the wave-
length of the IR radiation, it is then possible to study the
Infra Red spectroscopy of the interface. More sophisticated
applications can be considered whith ultrashort pulses since
this methods gives access to the dynamics of the interface
vibrations (measure of the coherence times). An essential
advantage of this method, besides its interface selectivity,
is the fact that the measurements are made in the visible,
where the detectors are much more efficient. SFG/DFG has
become one of the most important applications of short in-
tense IR pulse generated by OPOs and FELs.
We have mentioned the important applications of nonlin-
ear optics to parametric generation, it can also be used
in combination with CPA to improve the performances of
laser systems which do not possess the short pulse capac-
ity because of their limited bandwidth. This is for instance
the case of Iodine lasers which can deliver high energies,
but have an emission width of less than 2 Å. Figure 12
presents a proposed scheme for producing short pulses with
help of an iodine laser, whose implementation is proposed
on PALS (for Prague Asterix Laser System, a facility un-
der construction in order to move the MPI-Garching Iodine
laser). This scheme combines Optical parametric Amplifi-
cation and Chirped Pulse Amplification, hence his appella-
tion of OPCPA.
In this scheme, the iodine laser is used to amplify in non-
linear crystals an Nd:Ylf oscillator whose spectral width

has been increased through self-phase modulation (another
widely used nonlinear mechanism in the production of short
laser pulses), so as to be able to produce 10 fs pulses, and
then stretched to 500 ps to match the Iodine laser pulse
duration. Amplification is then realised in standard OPA
with pumping by the iodine second harmonic. The pulse
is then recompressed so as to obtain 20 fs pulses of 100 J
energy.
Finally, we would like to finish with a linear application in
development on XUV sources, that is to say X-Ray Wave-
front Division Interferometry applied to surface imaging
[17]. In Wavefront Division Interferometry, spatial coher-
ence is of paramount importance since it is different zones
of a single input beam which are made to interfere through
the use of a Fresnel bi-mirror (instead of the more tradi-
tional interferometry where two coherent identical beams
are interfering, generated with use of beam splitters which
do not exist in the XUV). The principle of this experiment
is shown in Fig. 13. impinges on a Nb mirror whose left
half is placed in front of an anode biased to an adjustable
high voltage (so as to submit the Nb surface to fields in
the 10 s of MV/m range). Then the beam is reflected by
a Fresnel bi-mirror so as to make the part of the beam re-
flected on the biased area of the Nb mirror to interfere with
the other part (reference wave). The bias voltage is pro-
gressively increased between the laser shots until changes
in the interferograms, signalling the appearance of a field-
induced surface defect are visible. This surface defect will
upon further increase of the bias voltage cause a break-
down of the surface. This type of experiments can be of
paramount importance to understand the basic effects at the
origin of the gain limitation in superconducting cavities for
future accelerator. Wavefront division interferometry re-
quires highly spatially coherent intense sources. Originally
demonstrated in the XUV range on synchrotron radiation,
it has now been implemented on both X ray lasers and
high order harmonic sources. One can thus consider high
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Fig. 13. Wavefront-division interferometric imaging of field-induced surface defects with X-ray lasers (by courtesy of F. Albert):
a – eksperimental set up; b – interferogram substraction between 14 MV/m and 0 MV/m (reference); c – example of experimental
interferogram; d – height variation of the surface between 27 and 37 MV/m obtained by phase reconstruction.

time resolution pump-probe types of experiments using this
time-resolved imaging technique, with applications to fast
optically driven processes such as laser breakdown for in-
stance.
Other applications of short pulse intense XUV sources
include for instance time-resolved photelectron spectro-
scopies, and of course X-ray microlithography which can be
of extreme importance as a future technology for submicron
integrated electronics. Let us also note that mixed nonlinear
processes involving one XUV photon and one laser pho-
ton have already been observed (laser-assisted Auger decay
[18]), but that so far there is no experimental evidence of
a purely XUV nonlinear process.

Perspectives and problems to be solved

As explained above, there has been huge progresses in the
recent past on all the fronts concerning the production and
the use of short and intense optical pulses. However, some
progresses can still be expected in the near future, not all
of them requiring technological breakthroughs.
Some prospective aspects mentioned above are of course
linked to progresses in other domains such as for in-
stance FELs which requires the construction of third gener-
ation rings (with some contradictory aspects since the FEL
prefers low beam energies, which is generally not the case
of other synchrotron radiation users).

Concerning the lasers in the optical and near IR domains,
progresses are still ongoing. One should not expect a signif-
icant decrease of the available pulse duration (already down
to 20 fs for high intensity Ti:Sa systems). Gain narrowing
due to the amplification, as well as the extreme precision
required in the design and alignment of the compressor (ge-
ometrical aberrations already have to be compensated up to
the fifth order) seriously precludes such a possibility. More-
over, even keeping the pulse duration at this level through
the optical system required by the application is already
hard enough, and going further could make the experiment
simply intractable. The essential progresses are expected
on the repetition rates. Most of today’s systems are oper-
ated at 10 or 20 Hz, but KHz systems with outputs in the
mJ/pulse range are already available. High intensity kHz
systems under construction now should deliver energies in
the 20 mJ/pulse range. Progresses along this line are essen-
tially expected to stem from progresses in diode pumped
Neodymium lasers. Of course, high intensity diodes able to
efficiently pump directly the Ti:Sa would be in this respect
a major improvement, but they are not in view yet.

Any progress in terms of driving laser readily transpose
to progresses in the derived XUV sources. Indeed, the
X-ray laser greatly suffers from its low repetition rate (lim-
ited to a few shots per hour so far). Improvement can be
expected from ongoing projects of diode pumped high en-
ergy Neodymium lasers (such as the Mercury project in
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LLL), but also from an improvement of the X-ray laser’s
pumping scheme. In this respect, short pulse operation
using transient pumping is obtained at pump level below
10 J per pulse, which is a significant progress. Concerning
the X-ray lasers, it is also important to make the new ex-
perimental schemes available for application experiments,
which is not a simple matter since X-ray lasers are still
pumped by „giant” laser systems which are in very small
number. Concerning the harmonic generation, reaching the
kHz repetition rate is possible, but so far impeded by sim-
ple technical problems as the pumping speed in the vacuum
system they require. Recent experiments based on guided
propagation of the pump laser together with the harmonics
in hollow fibres seem to offer an effective alternative to
production in gas jets, but the important question of phase
matching in such conditions have to be revisited to obtain
an optimized efficiency.
An extremely serious bottleneck concerning the wide use
of XUV radiation (which is common to all sources of this
type) is the limited performances of X-ray optics. Except
for a very limited wavelength range (around 14 nm) where
a good solution exists (B-Si), multilayer mirrors achieve
at best a 25% reflection efficiency, and the limitation of
the number of useable layers precludes a good wavelength
selectivity. Problems to be solved concern the choice of
materials, as well as the roughness of the interfaces. This
is an extremely serious problem since applications concern-
ing BECU-size programs (such as microlithography in the
USA) may turn out to be useless if it is not solved. Another
problem concerns harmonic’s selection with use of grat-
ings. As mentioned above, using a single grating stretches
the pulse duration to several picosecond, but it should be
in principle possible to use a double grating system, in the
same way it is used in the optical domain for pulse com-
pression. We are only aware of unsuccessful attempts in
this area, for reasons which are not quite clear.
Finally, the nonlinear crystals used for both low order har-
monic generation and OPO/OPA have reached a satisfactory
level. Their operation in this context is essentially limited
by group velocity dispersion which precludes the use of
long crystals, and thus limits their overall efficiency. This
is especially true in the UV. It is clear that any improve-
ments on this side would greatly benefit to laser systems.
Likewise, OPAs in the IR are already very exciting sources,
but broadband tunability is here of paramount importance
since the essential application concern vibrational spec-
troscopy. The 1–10 µm wavelength range achieved with Nd
pumped OPAs, with hopes to extend it to more than 12 µm
in a near future, if it could be achieved with Ti:Sa pumped
systems would represent a major improvement since more
than one order of magnitude would be gained in terms of
pulse duration.
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Paper Control of the effects of crystal
dispersion at different orders in the mixing

of three phase-matched waves
on a 5- to 100-fs time scale

Alessandra Andreoni, Maria Bondani, and Marco A.C. Potenza

Abstract — A number of manners to obtain first-order achro-
matic phase matching of both type I and type II are presented
and the most advantageous ones are identified to generate
high-spectral quality 100-fs pulses by either parametric gen-
eration or frequency up-conversion. In the case of frequency-
doubling high-energy 5-fs Ti:sapphire pulses, a non-collinear
phase-matching I geometry in a β -barium borate crystal cut at
44 deg is devised that should allow high conversion efficiency,
virtually without pulse lengthening and intra-pulse frequency
chirp due to group-velocity dispersion.

Keywords — three-wave mixing, ultra-broadband phase-
matching, β -barium borate, group-velocity matching, group-
velocity dispersion

To investigate optical nonlinearities of materials and struc-
tures for ultrafast opto-optical and opto-electronic devices,
it is becoming more and more necessary to develop table-
top solid-state sources of high-power ultrashort pulses,
broadly tunable in the near-UV/visible range. Particularly,
after refinements of the chirped-pulse amplification (CPA)
techniques led to ultra-broadband amplifiers giving multite-
rawatt pulses, sources based on optical parametric conver-
sion/amplification, capable of sustaining consistently broad
bandwidths, received great attention. Nowadays, harmonics
of pulses with duration of the order of 100 fs are thus rather
extensively used, either as pump pulses for parametric con-
verters/amplifiers or in frequency-mixing schemes. They
are typically mixed with the IR-tunable output of paramet-
ric generators pumped by the fundamental output of CPA
sources such as Ti:sapphire and Nd:glass lasers.

The large chromatic dispersion of all nonlinear crystals
available for these parametric interactions, however, makes
generation of blue and near-UV wavelengths very critical
when the pulse duration is 100 fs or less, in that also the
minimal requirement in the frequency domain (first-order
achromatic phase matching) becomes difficult to be ful-
filled. In fact, only accidentally, the pump wavelengths
available from Ti:sapphire and Nd:glass lasers, or from
their harmonics, allow phase-matching (PM) with pulses
at the wavelengths of interest, collinearly propagating with
group velocities (GV’s) suitably matched for efficient en-
ergy exchange. For type I phase-matching in β −BaBO4
(BBO I), this occurs in spectral regions of the signal wave
too narrow to be useful when the pump is at short wave-
lengths. Broad regions in which the GV’s are mismatched

by less than 100 fs/mm exist for BBO II collinearly pumped
at wavelengths between Nd fundamental and its second har-
monic (SH). The case of pump at the Ti:sapphire funda-
mental represents a particularly fortunate circumstance, in
which signal and idler have opposite GV mismatch (GVM)
values with respect to the pump, of about 50 fs/mm in
magnitude, over a reasonably broad spectral region. Wil-
son and Yakovlev [1] exploited it with success to amplify a
fs near-IR continuum with up to 45% efficiency in 3- and
5-mm long BBO II crystals and obtained broadly tunable
high-energy pulses of 30-50 fs duration with frequency-
conversion techniques in thin crystals.

The problem of GVM is obviously also relevant to SH gen-
eration itself on the 100-fs time scale [2-5]: for instance,
when Ti:sapphire high-energy pulses are frequency-doubled
to pump parametric converters/amplifiers, there is a trend
to circumvent such problem by using thin crystals and high
intensities of the fundamental pulses. This attitude should
be revised, according to a recent and extended study of the
various effects, which affect the SH conversion efficiency in
collinear PM I, pulse width and intra-pulse spectral distri-
bution [5]. In fact, the interplay of dispersion and nonlinear
interactions leads to crystal lengths and fundamental-pulse
intensity values that are optimal for frequency doubling
Ti:sapphire pulses of 150 fs. More specifically, the ana-
lysis carried out in [5], which includes both second-order-
dispersion effects and third-order nonlinearities, shows that,
as soon as the crystal depth goes beyond the length of the
pathway over which fundamental and SH pulses keep su-
perimposed while travelling, the use of high intensities may
turn out to be disadvantageous. All experimental and the-
oretical results reported in [5] lead to the conclusion that
the most critical effect in both BBO and LBO (LiB3O5) is
that related to first-order dispersion.

A number of groups proposed a more fundamental ap-
proach to the problem of GVM and developed interac-
tion schemes that allow GVM compensation [6-12]. These
schemes are obviously specific for each nonlinear material
and type of PM: while those developed for high-quality
SH generation must only couple the GV’s of fundamental
and SH pulses [3-7, 13], those for optimizing the paramet-
ric interactions of pulses at three different wavelengths can
ensure the fulfillment of various GV matching conditions
that are all of interest. As to sum-frequency generation,
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schemes linking the GV’s of the pulses at ω1 and ω2 either
to each other or to GVω1+ω2

were considered [8]. As to
parametric generation/amplification, we demonstrated both
theoretically [14] and in a number of experiments [9, 11,
12] that, in noncollinear PM geometries, the excess in the
signal and idler GV’s with respect to the pump GV can be
cancelled, at each wavelength in the tuning range of the
crystal adopted, by a proper choice of the pump angles, i.e.
the angles of pump k-vector, kp, to crystal axis. By us-
ing such a GVM-compensated travelling-wave BBO gener-
ator to seed a collinear amplifier pumped by 120 µJ pulses
at 0.4 µm, we demonstrated a 17% conversion efficiency
into nearly transform-limited sub-100 fs pulses [15]. Since
a specific noncollinear configuration of the seeder works
properly in a tuning range that covers at most 100 nm, this
approach, though of rather general applicability [14], is not
ideal for obtaining a broadly tunable parametric source, but
could be useful for SH generation (vide infra). For para-
metric sources, it is more interesting the collinear PM I
configuration described in [16]: here, GV compensation
is achieved over the entire tuning range of BBO by suit-
ably tilting the pulse front of the Ti:sapphire SH pulse
used as the extra-ordinary pump. In fact, a pump pulse,
whose front is tilted by an angle γ on the same side of
the walk-off angle ρ , exhibits a GV in the direction of kp

that is greater than that of an untilted pulse by the amount
∆GV = GVtanρ tanγ . We used this effect to match the
GV-component parallel to kp of the tilted pump pulse with
the mean value of the GV’s of the signal and idler pulses,
this condition granting that they can be amplified while
staying locked to the pump pulse, without broadening or
gain saturation [17, 18]. By using 100-fs SH Ti:sapphire
pump pulses, we thus obtained collinearly generated su-
perfluorescence pulses tunable to wavelengths as short as
456 nm [16]. Recently, we showed that these pulses could
be efficiently amplified, in the same BBO I crystal in which
they are generated with tilted pulse fronts, by using pump
pulses with the fronts tilted by the same γ angle as be-
fore. The tilt of the amplified signal pulses could be fully
compensated. By characterizing the output of the system
as to pulse spectrum and time profile, we found values of
the time-bandwidth product close to the Fourier limit for
signal-pulse energies of up to 1.5 µJ [19].

A general conclusion concerning three-wave interactions
in crystals such as BBO, LiIO3 and KH2PO4 (KDP) [14]
as well as LBO [5] can be drawn: pulses of duration of
the order of 100 fs and at almost any wavelengths in the
tuning ranges of the crystals can strongly interact because
geometries can be generally devised simultaneously pro-
ducing phase-matching and GV-matching conditions that
ensure suitably broadband interaction. Furthermore, mak-
ing the pathway over which the three travelling pulses are
superimposed greater than the crystal length renders the
three-wave interaction unexpectedly insensitive to the ef-
fects of dispersion at orders above the first one. All ex-
periments reported in the literature (e.g. [5, 9, 11, 12, 15,
16, 19]), in which the interaction is made to occur in such

a situation, show that transform-limited output pulses are
observed whenever the intense incident pulse is transform-
limited.
In this paper, we report on what we consider a noticeable
application of an accurate cancellation of first-order disper-
sion effects in BBO I and give useful criteria to identify
the best operating conditions, as to first- and second-order
dispersion effects, for frequency-doubling Ti:sapphire laser
pulses, as short as those recently obtained [20, 21]. We find
that the GVM arising from first-order dispersion of BBO
can be cancelled over such an extended frequency range
that efficient conversion to SH, without noticeable pulse
lengthening, can be obtained by using relatively long crys-
tals and hence fundamental pulses at non-extreme intensi-
ties. This is so true that it becomes worthwhile to control
the frequency chirp due to GV dispersion (GVD), which
is a second order effect usually overcome by the chirp due
to self-phase modulation in travelling-wave up-conversion
schemes.
In a noncollinear PM I geometry of SH generation, in which
we call θ the kF -to-kSH angle inside BBO, the value that
ensures

GVMF,SH = (GVF cosθ)−1−
(
GVSH

)−1 = 0 (1)

at λF = 0.79 µm is θ = 10.25 deg and the PM angle is
α = 42 deg (for calculations, see [14]). We first observe
that, if the crystal is cut at an angle equal to α , the two
fundamental pulses entering the crystal at incidence an-
gles θext = ±17.1 deg, which corresponds to the desired
value for the internal angle, θ , undergo pulse-front tilt-
ing by angles smaller than tenths of degree over a spectral
range as broad as that of a transform-limited 5-fs pulse.
Furthermore, due to the symmetric incidence of the two
fundamental beams, the SH pulse is generated untilted. It
is worth noting that the lateral spectral components of the
Ti:sapphire pulse [20], that we keep undispersed when en-
tering the crystal, by travelling at angles θ 6= 10.25 deg, are
likely to form distinct wavepackets, no more exactly GV-
matched with their frequency-doubled counterparts. If we
call λ ∗F the wavelength corresponding to the pulse central
frequency, Ω, and α∗ = α (λ ∗F) and θ ∗ = θ (λ ∗F) the angles
that verify Eq. (1) at λ ∗F , the internal angles at which the
different components travel are given by:

θint (λF) = arcsin[nF (λ ∗F)sinθ ∗/nF (λF)]
= arcsin

[
sinθext/nF(λF)

]
.

(2)

This produces a fundamental-to-SH time-drift per millime-
ter, given by

d
(
λF

)
=

[
GVF(λF)cosθint(λF)

]−1+
−[GVSH(α∗ ,λF/2)]−1 .

(3)

Since the dispersion of BBO is such that this effect is more
pronounced at short than at long λF values, to make the
effect minimal across the whole spectrum of a 5-fs fun-
damental pulse, say between 0.7 and 0.85 µm [20], it is
convenient to adopt a geometry optimised, for instance, at
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λ ∗F = 0.76 µm, instead of 0.79 µm, which would corre-
spond to Ω. According to our calculations, this amounts
to taking α∗ = 44 deg(= θcut) and θ ∗ = 10.72 deg(θext =
18.0 deg).

Fig. 1. Fundamental-to-SH time-drift in BBO I, at different
crystal depths, L, as a function of λF in the spectral range of
Ti:sapphire, when SH generation occurs in conditions of ideal GV-
matching at λ ∗F = 0.76 µm. The curves are plotted in the regions
where the time-drift due to GVM is below the time broadening
due to GVD. The two vertical dashed lines mark the positions of
the lateral peaks in the spectrum of the 5 fs pulse of Ref. [20]

The fundamental-to-SH time-drift accumulated across dif-
ferent BBO depths, L, are plotted in Fig. 1 as a function of
λF , in the range of Ti:sapphire: the drift is obviously zero at
0.76 µm and increases, in magnitude, on going towards the
edges of the spectral range. In our opinion, it is reasonable
to accept time-drifts smaller than the duration with which
an incident pulse of full-width at half-maximum (FWHM)
duration τ0 = 5 fs would leave a BBO crystal of depth L,
being affected by pure GVD effects. We thus calculated
such duration values, τ(L), according to [22]:

τ(L) = τ0

√
1+

(∣∣∣∣ ∂ 2k
∂ω2

∣∣∣∣
Ω

4ln2
L
τ2

0

)2

(4)

in which(
∂ 2k
∂ω2

)
Ω

= GVDΩ =− 1
GV2

(
∂GV
∂ω

)
Ω

(5)

with GVDΩ(0.79µm)
∼= 76 fs2/mm [23] and truncated the

time-drift plots in Fig. 1 at ±τ(L). We observe that these
plots extend over spectral regions that broaden on decreas-
ing L. This originates from the fact that, on decreasing
L, the time spread due to GVD, i.e. τ(L)− τ0, decreases
less than linearly with L, whereas the fundamental-to-SH
time-drift is proportional to L. As a result, a spectrum as
broad as that comprised between 0.7 and 0.85 µm [20] be-
comes achieveable to SH generation with a BBO I crystal
of depth between 100 and 200 µm. Note that such depth
values, which allow keeping under control both first- and
second-order dispersion effects, are greater by one order

of magnitude than the distance over which first-order dis-
persion effects are negligible in collinear SH generation
[5]. Finally, the fact that, in our noncollinear geometry,
the fundamental- and SH- pulses are perfectly GV-matched
in the direction of kSH around their central frequencies,
ensures that the strongest field-components experience the
strongest coupling and hence produces a sort of locking of
the interacting pulses [8, 9, 12, 24]. We are also confi-
dent that the concomitant absence of pulse-front tilt and
negligibility of higher-order nonlinear phase shifts in BBO
up to intensities well above 100 GW/cm2 [5] should limit
the effects of first- and second-order dispersion below those
shown in Fig. 1 for the SH intrapulse-frequency chirp.
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Paper Nonlinear optics of the thin-film
quasiwaveguide amplifier: applications to

directional switching in the optical
communication systems

Gagik P. Djotyan, Vilik M. Arutunyan, Joseph S. Bakos, and Zsuzsa Sörlei

Abstract — We examine nonlinear optical effects in the active
medium of the thin-film quasiwaveguide amplifier-oscillator
with injection of the external signal. The injection locking has
been obtained in the case when both the frequency and the
direction of propagation of the injected signal differ from those
for a free-running thin-film laser which offers a possibility for
the frequency and directional switching of the output of the
thin-film laser. The effects of four wave mixing and phase
conjugation have been discussed in the active medium of the
thin-film laser when additional mirrors forming an external
resonator have been used.

Keywords — thin-film laser, directoral switching, four-wave
mixing, optical communication systems.

Introduction

The injection of an external reference signal into the laser
cavity when the injected signal frequency differs from that
of the free-running laser is of significant practical inter-
est and is being extensively used as an effective tool for
frequency stabilization, increasing the output power and
spectral brightness of different types of oscillators, (see for
example, [1-3]). As a rule, alone the frequency of the in-
jected signal differs from that of the free-running oscillator
in the applications reported earlear. A question arises, what
will be the response of a free-running laser on injection of
an external signal, which differs not only by the frequency
but by the direction of propagation as well from the free-
running mode of the laser. The answer on this question is
important from the practical point of view for spacially ex-
tended laser-active systems, for example, waveguide lasers
[4], or surface emitting semiconductor lasers [5].
This paper deals with a thin-film quasiwaveguide (TQ)
amplifier-oscillator, which consists of a plane thin film
laser-active medium of refractive index n2 and gain fac-
tor α , bounded by two passive dielectric media of refrac-
tive indicies n1 and n2 under the condition n2 < n1,n3, see
Fig. 1. Due to this condition, this system has only leaky
modes. Because of the large gain factor of the laser-active
medium (a dye solutions or polymers with laser pumping
are usually used) and the structural peculiarities (the layer
thickness is of order of a wavelength), operation of TQ with
comparatively large spectral-angular dispersion is possible
[6,7].

Fig. 1. Schematic diagram of the thin-film amplifier-oscillator

There is a possibility in this system for the injected signal
to differ not only by the frequency but also by the direc-
tion of propagation from the free-running TQ laser output,
in contrast with the ordinary laser systems. We consider
the interaction between a plane monochromatic electromag-
netic wave and the TQ amplifier taking into account the
amplification saturation. We show that the injection lock-
ing takes place at sufficiently high intensity of the injected
signal. This injection locking differs from the well known
ordinary one. Namely, not only the frequency of the free-
running TQ is being locked by the injected signal, but the
direction of propagation of the TQ’s output radiation also
coincides with that of the injected signal.
The effects of four-wave mixing and phase conjugation in
the active medium of TQ laser with two additional mirrors
making an external resonator for the output radiation are
briefly discussed as well.
A two-level homogeneously broadened amplifying medium
of resonant frequency ω0 has been assumed in this pa-
per. We have the following equations for the electric field
strength in the steady-state interaction regime under con-
sideration (see Fig. 1)

(
∆+

ω2

c2 n2
j

)
E j = i

ω
c

α
1+ γ2|E|2

δ j2E j , (1)

where ∆ is the Laplace operator, ω is the frequency, n j
is the refractive index of the j-th medium and δi j is the
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Kronecker’s delta (i, j = 1,2,3). α = 8π
ch ω|d|2 ∆0

Γ is the gain
coefficient describing the amplification properties of the
medium, with d being the dipole moment, and Γ being the
linewidth of the active transition, ∆0 is the initial population

inversion density, γ = 8T1|d|
2

h2Γ is the saturation parameter
with T1 being the longitudinal relaxation time.
The case of a symmetric system, where n1 = n3 = n, (n2 <
n) is discussed in this paper for the sake of simplicity.
We consider here the case of signal amplification with a
wave vector lying in the plane X0Z and the electric field
strength polarized along the y axis, as in Fig. 1. The electric
field strengths in the three media are given by

E1(x,y,z) =
1
2

[
A0exp(ik1z)+A1exp(−ik1z)

]
×

×exp
[
i(q1x−ωt)

]
+c.c. (2)

E2(x,y,z) =
1
2

[
A(+)

2
(z)exp(ik2z)+A1exp(−ik2z)

]
×

×exp
[
i(q2x−ωt)

]
+c.c.

E3(x,y,z) =
1
2

A3exp
[
i(k3z+q3x−ωt)

]
+c.c., (3)

where k1 = k3 = ω
c ncos(Θ), and Θ is the incident angle, as

in Fig. 1.
The condition of the system homogeneity along the x axis
leads to the relation:

q1 = q2 = q3 =
ω
c

n sin(Θ) .

In Eqs (2), A0 is a given amplitude of the incident wave,
A1 is the amplitude of the wave reflected from the active
film, A(+)

2
(z) and A(−)

2
(z) are the amplitudes of the waves

propagating in the active film with positive and negative
projections of the wave vector on the z axis, respectively,
and A3 is the amplitude of the transmitted wave.
Our aim here is to obtain and analyse the intensities of
the reflected Ir = |A1|2 and transmitted Itr = |A3|2 waves as
functions of the incident wave intensity I0 = |A0|2.
We obtain the following set of equations in the amplify-
ing medium ( j = 2) for the normalized amplitudes a(+) =√

γ/2A(+)
2

and a(+) =
√

γ/2A(+)
2

using the slowly varying
envelope approximation:

d
dz

a(+)−exp(−2ik2z)
d
dz

a(+) =
β
2

f (z), (4)

where

f (z) =
a(+)(z)+a(−)(z)exp(−2ik2z)

1+
∣∣a(+)(z)

∣∣2
+
∣∣a(−)(z)

∣∣2
+a(+)∗(z)a(−)(z)exp(−2ik2z)+a(+)(z)a(−)∗(z)exp(2ik2z)

,

and
β =

ω
c

n2α
k2

.

It is important to note, that f (z) is a periodic function with
period π/k2. It means that we can represent the function

f (z) in the form of a Fourier series

f (z) =
∞

∑
m=−∞

Cmexp(−2imk2z)

with

Cm =
k2

π

∫ p/k2

−p/k2

f (z)exp(−2imk2z)dz. (5)

We obtain the following equations for the normalized am-
plitudes by equating the coefficients of exponentials with
equal indicies:

d
dz

a(+) =
β
2

C0 ,

− d
dz

a(−) =
β
2

C−1 .

We have the following set of equations from the last one
after substitution of the C0 and C−1 calculated from Eq. (4):

d
dz

a(±) =±β
2

1

a(±)∗ ·

·
|a(±)|2− d

2

[
1− (1−4|a(+)|2|a(−)|2/d2)1/2

]
d(1−4|a(+)|2|a(−)|2/d2)1/2

,

(6)

where

d = 1+ |a(+)|2 + |a(−)|2 .

We have from Eq. (5) for intensities of the counter-
propagating waves in the active medium of TQ in the
case of week saturation when η = 2|a(+)|2+ |a(−)|2/d� 1,
keeping terms up to second order of η :

d
dz

I (+) = β
I (+)

1+ I (+) + I (−) −
[
1− I (−)

1+ I (+) + I (−)

]′
d
dz

I (−) = β
I (−)

1+ I (+) + I (−) −
[
1− I (+)

1+ I (+) + I (−)

] (7)

with I (±) = |a(±)|2.
These equation have the following motion integral

I (+)(z)I (−)(z)[
1+ I (+)(z)

][
1+ I (−)(z)

] =

=
I (+)(z= 0,L)I (−)(z= 0,L)[

1+ I (+)(0,L)
][

1+ I (−)(0,L)
] = K = const.

(8)

The boundary conditions of the problem under considera-
tion are the continuity conditions of the tangential compo-
nents of the electric and magnetic vectors of the waves on
the interfaces of the laser-active and the passive dielectric
media at z= 0 and z= L.
We integrate the Eqs. (6) by introducing the amplification
parameter ξ = I (+)(L)/I (+)(0) = I (−)(0)/I (−)(L) (which
describes the wave amplification during one pass through
the film) and using the boundary conditions. The equation
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for the parameter ξ has the following form

(1−K)2

(1+K)2

{
(1+K)I (+)(L)(1−1/ξ )+

+
K

K + I (+)(L)(1+K)

[
1− K + I (+)(L)(1+K)

K +(1+K)I (+)(L)/ξ

]
+

+(1−K) ln

[
K + I (+)(L)(1+K)

K +(1+K)I (+){L}/ξ

]}
= βL ,

a(+)(L)=a(+)(0)ξ
1
2 ;

a(−)(0)=a(−)(L)
√

ξ+I (+)(L)[
1+I (+)(L)

][
1+I (−)(L)

]
−I (−)(L)

[
ξ+I (+)(L)

] ,

where K = I (+)(L)I (−)(L)[
1+I (+)(L)

][
1+I (−)(L)

] .

The intensities I(L) may be expressed through the inten-
sity Itr of the wave transmitted through the TQ using the
boundary conditions at the interface z= L:

I (±)(L) =
1
4

(
1±

k1

k2

)2

Itr .

We obtain the following expressions for the normalized in-
tensities of the transmitted Itr = γ

2|A3|2 and the reflected
Ir = γ

2|A1|2 waves using boundary conditions on the inter-
face z = 0 and Eq. 9), and assuming that the parameter
K � 1:

Itr = I0
ξ (1−P)2

ξ 2P2−2ξPcos(2k2L)+1
,

Ir =
1
ξ

Itr

(
k2

2−k2
1

4k1k2

)[
1+ξ 2−2ξ cos(2k2L)

]
, (9)

where I0 = γ/2|A0|2 is the normalized intensity of the in-
cident wave, and P = (k1−k2)

2/(k1 +k2)
2.

The oscillation regime of the TQ laser corresponds to the
zero denominator condition in Eq. (10). Using this condi-
tion, we can determine the eigenvalue of the wave vector
k2, the threshold value αth and the amplification parameter
ξth in the oscillating regime:

k2L = mπ,(m=±1,±2...); ξth = 1/P ;

αth =
2
β

ln(1/
√

P) .

The dependencies of Ith and Ir on I0 calculated using
Eqs. (8, 10) are plotted in Fig. 2.
It should be noted that the nonsingle-valued dependencies
in Fig. 2 are observed only when the gain coefficient ex-
ceeds the threshold value αth : α ≥ αth.
These dependencies are single-valued when α < αth, see
Fig. 3.

Fig. 2. Dependence of the normalized intensity of the trans-
mitted Itr (curve 1) and reflected Ir (curve 2) waves on the nor-
malized intensity I0 of the injected signal, at α = 10 cm−1, and
λ = 2πc/ω = 5.7×10−5 cm, and in (a) k2L = π, A = B = IG ;
and in (b) k2L = (1+5×10−3)π . The unstable parts of the curves
are marked by dashed lines.

Fig. 3. Dependence of the normalized intensity Itr of the trans-
mitted wave on the normalized intensity I0 of the injected signal at
different values of the gain factor α : α = 4 cm−1 (1), α = 5 cm−1

(2), α = 6 cm−1 (3), α = 6.5 cm−1 (4), at k2L = (1+5×10−3)π ,
L = 10−3 cm, λ = 5.7×10−5 cm. The unstable parts of the curves
are plotted by dashed lines.

Conclusions

In conclusion, the injection locking effect in the TQ laser
has been studied in this paper. The possibility of the fre-
quency and directional switching of the TQ output radiation
by means of external signal injection has been shown.
The saturation effects and the nonlinearity of the refractive
index of the laser-active medium of TQ may lead to the
nonlinear interaction between the eigenmodes of TQ. This
interaction is strong in the case when an additional external
resonator has been performed by a pair of external mirrors.
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The analysis shows that the interference between the eigen-
modes of TQ with an external resonator leads to generation
of light-induced gratings of the complex refractive index in
the laser-active medium. The scattering from these gratings
of the modes of TQ which are nonresonant in respect to the
external resonator results in four wave parametric mixing
and phase conjugation effects in the laser-active medium of
TQ.
The features of the TQ laser-amplifyer presented in this
paper allow one to propose this system as a promising laser-
active element with tunable frequency for directional and
frequency switching in the optical communication systems.
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Paper Optical Josephson effects using
phase-conjugating mirrors:

an analogy with superconductors
Miriam Blaauboer, Daan Lenstra, and Adri Lodder

Abstract — Motivated by the analogy between a phase-
conjugating mirror (PCM) and a superconductor, we search
for optical counterparts of the well-known DC and AC Joseph-
son effects. We show that in a system consisting of two PCM’s
separated by vacuum an „optical supercurrent” arises as a
function of an applied phase difference between the PCM’s,
which is the optical analogue of the DC supercurrent flowing
in a superconducting weak link. The corresponding AC effect
occurs when the two PCM’s are pumped by light of a differ-
ent frequency, causing the phase difference to oscillate in time
with the frequency difference.

Keywords — Josephson effects, phase-conjugation mirrors, su-
perconductors, four-wave mixing.

Introduction

A phase-conjugating mirror (PCM) is a nonlinear optical
device capable of reversing both the direction of propaga-
tion and the overall phase factor of an incident beam of
light [1]. It consists of an optical medium with a large
third-order susceptibility χ(3) and can be realized through
a four-wave mixing process, see Fig. 1. The medium is
pumped by two intense counterpropagating laser beams of
frequency ω0. When a probe beam of frequency ω0 + δ
is incident on the material, a fourth beam will be gener-
ated due to the nonlinear polarization of the medium. The
latter propagates with frequency ω0− δ in the opposite
direction as the probe beam and is referred to as the con-
jugate beam [1]. The probe-to-conjugate reflection process
at a PCM is the optical analogue of Andreev reflection,
the electron-to-hole reflection which occurs at the interface
between a normal metal (N) and a superconductor (S) [2]:
just as the hole is sometimes called a „time-reversed” elec-
tron, the conjugate can be seen as the „time-reversed” of
the probe wave. The role of the chemical potential µ in
a superconductor is played by the pump frequency ω0 in
a PCM, and the energy gap ∆ of the bulk superconduc-
tor corresponds to the coupling strength γ between probe
and conjugate waves in the nonlinear optical medium, to
be defined later (see below Eq. (1)).
This by now well-established analogy between a PCM
and a superconductor [3, 4] can be extended to a sys-
tem consisting of two PCM’s separated by vacuum, which
is then the analogue of a superconductor–normal-metal–
superconductor (SNS) structure or weak link [5]. In these
weak links the famous DC and AC Josephson effects oc-

Fig. 1. A phase-conjugating mirror realized through a four-wave
mixing process

cur, which were originally predicted for tunnel junctions
[6]. The DC effect in a tunnel junction is the sinusoidal
dependence of the supercurrent IS on the phase difference
∆φ between the pair potentials in the two superconductors,
IS∼ sin(∆φ). In a point contact, i.e. a weak link con-
sisting of a constriction in between two superconductors, it
also occurs, but the current-phase dependence is then found
to be IS∼ sin(∆φ/2) for |∆φ | < π [7, 8, 9]. The nonsta-
tionary (AC) Josephson effect arises when a voltage V is
applied across a tunnel junction or weak link, causing the
phase difference to change with time as ∆̇φ = 2eV/h̄.
The carriers of the supercurrent flow in weak links are the
quasiparticle bound states [10], or „Andreev levels”. These
quasiparticle bound states are formed when an electron (or
hole) with energy E above (below) the Fermi energy, but
with E smaller than the gap energy ∆ of the superconductor
is present in the normal layer. The electron cannot enter
the superconductor without pairing with another electron,
which leaves a hole behind in the normal metal: the well-
known process of Andreev reflection [2]. Conversely, a
hole can break up a Cooper pair and produce an electron
in the normal metal. The bound-state spectrum is found
by calculating the condition for constructive interference of
electron/hole waves in the middle layer after one roundtrip
(corresponding to two Andreev reflections, electron-to-hole
at one superconductor and hole-to-electron at the other su-
perconductor). Here, we assume clean NS interfaces with-
out any potential barriers, so that normal reflections can
be neglected. Since each Andreev reflection is accompa-
nied by a phase-shift which depends on the phase of the
superconducting pair potential, these bound states produce
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a coupling between the phases of the order parameters of
the two superconductors and are the carriers of the super-
current.
Returning to the optical configuration of two PCM’s sepa-
rated by a layer of vacuum, it is known that just as bound
states are formed in a SNS structure due to Andreev re-
flections at the NS interfaces, so-called axial modes1 are
formed in the vacuum region due to phase-conjugate re-
flections at the PCM’s [4]. We will show here that like
the Andreev bound-state levels are the „channels” for the
supercurrent flow, the axial modes form the „channels” for
an „optical supercurrent” flow: when the vacuum region is
short and the two PCM’s are pumped by light of the same
frequency, but with a small phase difference ∆φ , a pho-
tonpair(„super”)current arises as a function of this phase
difference, similar to the supercurrent in a short supercon-
ducting weak link. The calculation and analysis of this DC
optical Josephson effect forms the topic of section , after
a discussion of the axial modes in section . In section
the corresponding AC effect is discussed and we conclude
in section with a suggestion for a possible experimental
realization of these optical Josephson effects.

Axial modes

Consider the double PCM configuration depicted in Fig. 2.
Just as the equilibrium state of a superconductor is de-
scribed by the eigenfunctions of the Bogoliubov-de Gennes
equations [11], each PCM-medium is described by the
eigenfunctions of the matrix equation [3]−

c2

2ω0

∂ 2

∂x2 −
ω0

2
−γ

γ∗
c2

2ω0

∂ 2

∂x2 +
ω0

2

( Ep(x)
E ∗c (x)

)
=

= i
∂
∂ t

(
Ep(x)
E ∗c (x)

)
.

(1)

Here (Ep(x),E ∗c (x)), with Ep and E ∗c the electric field am-
plitude of the probe and conjugate waves respectively, rep-
resents an excitation in the pumped medium with a mixed
probe/conjugate character: an „optical quasiparticle”, in
analogy with the mixed electronlike/holelike quasiparti-
cles in a superconductor [11]. The off-diagonal parameter
γ = γ0eiφ = 3ω0

ε0
χ(3)E1E2 is the pumping induced coupling

strength between the probe and conjugate wave in the PCM-
medium, and φ denotes the phase of χ(3)E1E2, with E1, E2
the electric field amplitudes of the two pump beams. The
PCM’s in Fig. 2 are both pumped by two counterpropa-
gating laser beams with the same frequency ω0 but with a
different phase, say φ1 on the left and φ2 on the right.

1By „axial” modes we mean longitudinal modes, to distinguish them
from transverse modes. The latter are formed due to finite dimensions of
the whole system in the transverse direction(s), e.g., when it is embedded
in a waveguide. Here we consider a quasi-1D configuration, in which only
one transverse mode is present.

Fig. 2. Two PCM’s of equal length Lc separated by a layer of
vacuum of length L. The PCM’s are each pumped with two laser
beams of the same frequency ω0, but such that the phases on the
left and right are different, which leads to different phases of their
coupling constants γ .

In the region between the PCM’s, a probe beam incident on
either mirror will be reflected as a conjugate beam, which
again emerges as a probe beam after reflection at the other
PCM. The condition for the formation of an axial mode is
that the acquired phase shift on one round trip equals an
integer multiple of 2π , and is given by [4]

2
δ
c

L+2arctan

 δ√
δ 2 + γ2

0

tan(βLc)

±∆φ = 2πn. (2)

Here ∆φ = φ1−φ2, β = 1
c

√
δ 2 + γ2

0 and the ±-sign corre-

sponds to a probe wave travelling with frequency ω0±δ to
the right and being reflected as a conjugate wave with fre-
quency ω0∓δ . Eq. (2) is the analogue of the bound-state
spectrum (Andreev levels) of a SNS junction2 [10]

kF
E
EF

L−2 arccos(E/∆0)±∆φ = 2πn, (3)

where kF and EF are the Fermi wavevector and energy
respectively and ∆0 = |∆|. For a short weak link, in which
the distance between the superconductors is much less than
the superconducting coherence length ξS = h̄vF

π∆0
, the first

term in (3) may be neglected, so that the mode spectrum
simplifies to E = ∆0cos(∆φ/2) [8, 9]. By analogy, we
restrict ourselves here to the situation in which the vacuum
region that separates the two PCM’s is short compared to
the „optical coherence length”3 ξ0 = c/γ0. The axial mode
spectrum (2) then reduces to

δ√
δ 2 + γ2

0

tan(βLc) =− tan

(
∆φ
2

)
, (4)

2The first term on the left-hand side of Eq. (3) does not have a factor „2”
as Eq. (2) has; this is due to the different (parabolic) dispersion relation of
an electron in a normal metal compared with the linear dispersion relation
of light in vacuum.

3ξ0 is a a measure of the minimum spatial extent of the transition layer
between a PCM and vacuum, just as the superconducting coherence length
ξS is a measure of the minimum spatial extent of the transition layer
between a normal metal and a superconductor, see e.g. [12].
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independent of the mode-index n. For frequencies δ � γ0,
Eq. (4) takes the simple form

δ =−γ0
1

tan

(
γ0Lc

c

) tan

(
∆φ
2

)
∣∣∣∣∣∣∣∣

tan

(
∆φ
2

)
tan

(
γ0Lc

c

)
∣∣∣∣∣∣∣∣� 1.

(5)

for

Now there is a single axial mode. This axial mode spec-
trum can support a stationary photon-current, which we
now proceed to derive.

The stationary (DC) optical
Josephson effect

The starting point of our search for a phase-dependent
Josephsonlike photon-current in the double-PCM config-
uration is the fact that due to spontaneous emission and
quantum fluctuations, photons with a range of frequencies
are generated in each PCM, part of which are emitted into
the region between the PCM’s. Out of these, only the
frequencies that satisfy the condition (4) will lead to the
formation of axial modes, which can be the carriers of a
phase-dependent current. Before analyzing this any further,
we now first mention an important difference between An-
dreev reflection at a superconductor and phase-conjugate
reflections at a PCM. Whereas the former always occurs
with probability 1 at an ideal NS interface [13], i.e. one
electron is reflected as one hole and particle conservation
applies, the reflected conjugate beam at a PCM can be
stronger than the incoming probe beam. Because the two
pump beams continuously add energy to the medium, the
PCM can act as a phase-conjugate amplifier. In fact, the
probability for phase-conjugate reflection is given by [1]

Rc =
sin2(βLc)

cos2(βLc)+
(

δ
γ0

)2 , (6)

Rc ≈ tan2
(

γ0Lc

c

)
for δ � γ0. (7)

It can easily be seen from Eq. (6) that for frequencies
δ � γ0 the phase-conjugate reflectance Rc < 1, so that the
reflected beam is weaker than the incoming beam. In the
opposite limit of δ � γ0, Eq. (7) applies, and then Rc ≥ 1
for |γ0Lc/c| ≥ π/4, in which case the reflected beam is
stronger than the incoming one. According to (7) it may
even become infinitely strong, for when γ0Lc/c → π/2,
tan(γ0Lc/c)→∞. However, in reality the intensity of the re-
flected beam is limited by the intensity of the pump beams:
if the former approaches the latter, pump depletion will set
in and the expression (6) for Rc is no longer valid, since
it was derived under the condition of undepleted pump
beams [1].

The magnitude of Rc plays an important role in the forma-
tion of an equilibrium current in our double-PCM config-
uration. For if the phase-conjugate reflection is less than
100%, any current will decrease in time and eventually
die. If, on the other hand, the phase-conjugate reflection is
more than 100%, the wave is amplified at the expense of
the pump beams upon each reflection at the PCM’s. Then
after a while pump depletion will set in, causing the re-
flected intensity and the current to decrease again, until a
stable situation is reached in which there is neither gain
nor loss. If the probability of phase-conjugate reflection is
exactly 100%, the current in the region between the PCM’s
is „automatically” stable. This situation forms the closest
analogy with the superconducting case.
Before calculating anything explicitly, we now thus already
know that an equilibrium photon-current in the region be-
tween the PCM’s can only form for frequencies which:
(a) satisfy the axial-mode condition (4) and (b) are neither
weakened nor amplified upon phase-conjugate reflection,
i.e. for which a steady state exists or is established in the
region between the PCM’s. The important question is thus
for which frequencies satisfying (4) a steady state is formed.
The answer to this question requires a nonlinear analysis of
the phase-conjugate reflection process which takes pump
depletion into account. This is the topic of a separate pa-
per M. Blaauboer (to be published), and the main result is
that a steady state is established for all frequencies δ that
satisfy the condition Rc ≥ 1, provided the PCM operates
such that | tan(γ0Lc/c)| ≥ 1.
Here, we restrict ourselves to the case of | tan(γ0Lc/c)|= 1,
corresponding to Rc = 1 for δ � γ0, which most closely
brings out the analogy with the superconductor (see for the
general case M. Blaauboer, submitted to Phys. Rev. Lett.).
The equilibrium current density in the region between the
PCM’s is obtained from the (normalized) eigenfunctions of
Eq. (1) and given by

j =
c2

ω0
∑
δ

Re
(
Ē ∗p i∇Ēp + Ē ∗c i∇Ēc

)
, (8)

where the sum is over all frequencies δ satisfying the
axial-mode condition and (Ēp, Ē ∗c ) is the eigenfunction
corresponding to δ . The latter has been calculated (M.
Blaauboer) for a short (L� ξ0) PCM-vacuum-PCM junc-
tion, by adopting a WKB model for the propagation of each
mode in the PCM-vacuum-PCM junction4. In essence, the
WKB model requires that the length of the vacuum region
L� λ0 [with λ0 the wavelength of the pump beams] and
that the width of this region varies smoothly over L, leading
to an x-dependent coupling constant γ0(x), phase φ(x) and
wavevector k0(x) between x= 0 and x= L. The axial-mode
eigenfunction is then given by(

Ēp(x)
Ē ∗c (x)

)
=
√

γ0

2c

(
eiφ̄/2

e−iφ̄/2

)
e±i

∫ x
0 dx′ k(x′)

δ � γ0,

(9)

4This model has also been used in Ref. [9] for a superconducting weak
link.
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Fig. 3. Two PCM’s separated by a distance L

for

with

φ̄ = φ(x)+ i arcsinh(tan(∆φ/2) (10)

k(x) = k0

(
1+

γ0(x)
ω0

cos(φ(x)− φ̄)
)

. (11)

Here, we have used the axial-mode condition (5); the ap-
proximation δ � γ0 is justified because in our case of
Rc = 1 only for these frequencies a steady state is estab-
lished (M. Blaauboer)5. Substituting (9) into (8) yields

I = γ0 tan

(
∆φ
2

)
for tan(∆φ/2)� 1. (12)

This is the optical analogue of the DC supercurrent IS =
e∆0
h̄ sin

(
∆φ
2

)
for |∆φ | < π flowing through a quasi-1D su-

perconducting weak link. Note, however, that Eq. (12) is
only valid for small angles ∆φ , in order to be consistent
with the condition δ � γ0. For larger phase-differences no
steady-state, and hence no equilibrium current exists. If
there were N propagating modes in the intermirror region,
Eq. (12) would be multiplied by N and so for a given ∆φ
each mode would contribute γ0 to the resulting current (M.
Blaauboer).

The nonstationary (AC) optical
Josephson effect

When a voltage V is applied across a superconducting tun-
nel junction, or weak link, the phase difference between the
pair potentials changes in time as d(∆φ)/dt = 2eV/h̄. The
Josephson current is then an oscillating function in time,
IS(t)∼ sin(∆φ) = sin(2eV

h̄ t +(∆φ)t=0), and this is called the
nonstationary (AC) Josephson effect.
The optical analogue of the Fermi energy in a supercon-
ductor is the pump frequency of a PCM. The analogue
of a voltage difference V across the two superconductors,

5Strictly speaking, in the case of Rc = 1 a steady state is established only
for δ = 0. As |δ |> 0, we have Rc < 1 and the resulting current wil slowly
decay. For frequencies δ � γ0, however, this occurs on a timescale of
≥ µs (corresponding to a decay to a value 1/e of the original amplitude),
long enough to be observable.

which is in fact a difference in Fermi energies, is then a
frequency difference between the two pump beams on the
left and right. In view of this analogy one might wonder
whether such a frequency difference gives rise to an optical
AC Josephson effect. It is straightforward to show that this
is indeed the case.
First we examine the axial modes for the situation depicted
in Fig. 3. The only difference with the PCM-system consid-
ered before (Fig. 2) is that the nonlinear media on the left
and right are now pumped with different frequencies, ω1
and ω2 respectively. As a result of this frequency difference
a probe (or conjugate) wave propagating in the region be-
tween the two PCM’s will have a different frequency after
each round-trip. Consider e.g. a probe beam of frequency
ω1 +δ travelling to the right (see Fig. 3). The detuning of
this beam with respect to ω2 is ω1−ω2+δ , so after phase-
conjugate reflection at the PCM on the right a conjugate
beam will travel to the left with frequency 2ω2−ω1− δ .
Reflection at PCM 1 leads to a probe beam with frequency
3ω1−2ω2 + δ . The frequency change is thus 2(ω1−ω2)
per round-trip, or, equivalently, ω1−ω2 per unit of time
L/c. In the same time, during propagation from 0 to L, the
phase φ of the coupling constant γ changes from φ1 to φ2.
Stable axial modes then only occur if the frequency change
causes a change in time of the phase difference

d(∆φ)
dt

=±(ω2−ω1). (13)

This is the optical analogue of the AC Josephson effect. If
the frequency difference ω2−ω1 is much smaller than the
inverse response time of the PCM’s (for Kerr-type materials
typically GHz to THz) the system will adiabatically follow
and produce an alternating optical current with the pump-
frequency difference as its fundamental frequency.

Summary and experimental outlook

In conclusion, we predict a new analogy between optics and
micro-electronics [14], which exploits the known analogy
between quasiparticle excitations in a superconductor and
optical phase conjugation by four-wave mixing in a nonlin-
ear optical Kerr-type material, and consists of the optical
analogue of the DC and AC Josephson effects that occur
in superconducting weak links.
A PCM is typically pumped with frequency ω0≈ 1015 rad
s−1, has length Lc usually several millimeters and coupling
strength γ0 ≈ 109÷1010 s−1 [15]. One can thus arrange
γ0Lc/c≈ π/4, so phase-conjugate reflection at the PCM
occurs with probablity 1. Since λ0 = c/ω0(≈ 10−7 m) and
the coherence length ξ0 ≈ 10−2÷10−1 m, an intermirror
distance L ≈ 10−3 m satisfies the condition λ0 � L� ξ0,
corresponding to a short PCM-vacuum-PCM junction. The
optical Josephson current which can then be observed by
varying the phase of the coupling constants in the two
PCM’s with the respective pump beams, through e.g. let-
ting the path lengths of the pump beams differ on the left
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and right, and has frequency γ0≈ GHz-THz. The AC opti-
cal Josephson effect would be observable for a frequency-
difference between the pump waves on the left and right
of 109÷ 1012 rad s−1. The alternating current will then
oscillate on a nano- to picosecond time scale.
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Abstract — The former Research Laboratory for Crystal
Physics continues the growth and defect structure investiga-
tion of nonlinear optical single crystals in a new organization,
as a part of the Research Institute for Solid State Physics and
Optics, Hungarian Academy of Sciences. The aim of the activ-
ity is to prepare specific crystals for basic and applied research
as well as for applications. We improve the quality or mod-
ify the properties of well known nonlinear oxide and borate
crystals and develop new materials. The principle nonlinear
optical crystals in our profile are the followings: Paratellu-
rite (TeO2), congruent, Mg-doped and stoichiometric lithium
niobate (LiNbO3), a variety of sillenite structured crystals
(Bi12MeO20, Me=Si, Ge, Ti, etc.), bismuth tellurite (Bi2TeO5)
and nonlinear borates (BBO–β -BaB2O4, LBO–LiB3O5, LTB–
Li2B4O7, CLBO–CsLiB6O10 and YAB–YAl3(BO3)4). Details
of the crystal preparation and the major achievements are
discussed in the paper.

Keywords — crystal growth, nonlinear optical materials.

Introduction

The Research Laboratory for Crystal Physics (RLCP) was
established in 1976 for continuing the Hungarian tradition
in crystal growth and characterization. During the years,
the RLCP has earned reputation in growth and investigation
of various insulator crystals, first alkali chlorides and fluo-
rides then oxides and borates. The Hungarian Academy of
Sciences has recently reorganized its institute network and
the RLCP became a part of the Research Institute for Solid
State Physics and Optics (RISSPO). The new institute keeps
the entire crystal growth profile. The recent program of the
Crystal Technology Department covers two sorts of optical
materials; nonlinear optical crystals and scintillators. We
use here the extended meaning of „nonlinear properties”
including electro-optical, acousto-optic and photorefractive
properties too. In this paper we want to summarize the
state of the art of and the recent achievements on nonlinear
optical crystals at RISSPO.

Experimental techniques

Synthesis of the starting materials

Quality requirements and the price of commercial chem-
icals motivated us to use own raw materials for crystal

growth. In addition, some of the binary oxides in our pro-
file, like Bi2TeO5 are not available commercially. Table 1
shows a review for the raw materials applied for crystal
growth and their preparation methods.
Optical applications require the use of high purity materi-
als (at least 5N). TeO2, Bi2O3 and GeO2 are prepared from
the respective metals by chemical digestion which means
a complex acidic oxidation of the metals, often including
a purification step too. The other constituents are optical
grade commercial materials. The starting material for crys-
tal growth are prepared by multi step solid phase reaction
that consists of a few hours treatment of the mixed oxide
constituents at a previously determined optimum tempera-
ture, grinding of the transition composite, then a second
(and further) anneal at higher temperature. The final com-
position of the synthesized materials was tested by X-ray
phase analysis. Some examples for the preparation of start-
ing materials for the individual crystals are presented in
[1-2].

Chemical analysis

The chemical analysis directs to determine the actual crys-
tal compositions and the impurity and dopant concentra-
tions. Because of the relative accuracy required, the ratio
of the major constituencies in the crystal are followed by
wet chemical methods. The impurity and dopant concen-
trations are determined by atomic absorption spectroscopy
(AAS). Appropriate solvents from the crystals are prepared
by a chemical digestion specific to the individual crystals.
The matrix effect of the host components are taken into
account and, occasionally, solvent stabilizer is applied, e.g.
[3-4]. The detection limit of the various impurities in the
presence of host crystal components is around 1 ppm.

Crystal growth

The standard method applied for crystal growth is the di-
ameter controlled Czochralski technique. The growth in-
struments consists of precision commercial pulling mecha-
nisms, furnaces with resistance heating elements and spe-
cific diameter controlling units developed in the RLCP [5].
The open air growth systems use protection for the harmful
vapor from the high temperature melts. Among the nonlin-
ear optical crystals, the congruent and Mg-doped LiNbO3,
TeO2, sillenites, Bi2TeO5, CsLiB6O10 and Li2B4O7 are
grown with the Czochralski technique. For the crystals
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Table 1
Raw materials and preparation techniques of starting compounds for crystal growth

Crystal Raw materials Preparation technique
Paratellurite – TeO2 Te metal chemical digestion
Lithium niobate – LiNbO3 Li2CO3 + Nb2O5 two step solid phase reaction
Bismuth tellurite – Bi2TeO5 TeO2 + Bi2O3 two step solid phase reaction
Sillenites – Bi12MeO20 (Me = Ge, Si, Ti) Bi2O3 + MeO2 two step solid phase reaction
β barium metaborate – BaB2O4 (BBO) B2O3 + BaCO3 multi step solid phase reaction
Lithium triborate – LiB3O5 (LBO) Li2B4O7 + B2O3 multi step solid phase reaction
Lithium tetraborate – Li2B4O7 (LTB) commercial
Cesium-lithium borate – CsLiB6O10 (CLBO) Li2CO3 + Cs2CO3 + B2O3 multi step solid phase reaction
Yttrium-aluminum-borate – YAl3(BO3)4 Y2O3 + Al2O3 + K2CO3 + MoO3 two step solid phase reaction

having non-congruent melting or phase transition between
the melt temperature and room temperature, top seeded flux
(TSSG) method and, occasionally, spontaneous nucleation
are applied. The flux method is also used for stoichiomet-
ric LiNbO3. The actual flux compositions are discussed at
the description of the individual crystals.

Orientation, processing and characterization of the
crystal samples

The sample preparation from the crystal boules includes an
X-ray orientation by a specific single crystal diffractometer
(Secasi), cutting by diamond blade and polishing. The ori-
entation and processing technique makes it possible to keep
the orientation accuracy of the sample within a few arc min-
utes that required for some applications like as the acoustic
propagation direction for acousto-optic crystals. The crys-
tal processing methods has recently been completed in the
RISSPO by the possibility of surface coating.
The single crystal samples are characterized by conven-
tional optical methods and microscopic techniques includ-
ing chemical etching for developing the characteristic de-
fects like as dislocations, grain boundaries, twinning, etc.
Selective etching agents and etching technique have been
developed for the specific crystals and surface orientations.
Another test method applied is the absorption spectroscopy
in the UV-visible and infrared spectral range. If needed,
additional investigations were performed in an extended in-
ternational cooperation.

Materials and achievements

Paratellurite – TeO2

Single crystals of paratellurite have excellent acousto-
optical properties due to their low ultrasound velocity, high
refractive indices and large piezo-optic constants [6,7]. The
M2 acousto-optic figure of merit for one of the shear modes
in TeO2 is the highest known value for materials transpar-
ent in the visible range [8]. The chemical and mechanical
stability of paratellurite promotes also its applications in
different acousto-optic devices. Deflectors, modulators and
tunable filters are just a few from the realized possibilities.

The TeO2 crystals are colorless. Impurities are harmful for
the crystal growth but not for the coloration since the incor-
poration of various dopants are extremely, e.g. [1,9]. This
is related to the characteristic asymmetric covalent bonding
of Te to O that is hard to replace by any impurity of ionic
character. Consequently, the absorption edge of the TeO2
crystal is sharp and it obeys the Urbach rule [10]. The
crucial question in the crystal performance is the acoustic
attenuation that is closely related with the dislocation den-
sity. After a systematic improvement of the growth condi-
tions, the lowest known dislocation density was published
for TeO2 (in specific samples 3000–4000 cm−2 on (110)
face [11]). Also, it resulted in the lowest observed acous-
tic attenuation (2.2 db/cm for the slow shear mode in the
[110] direction at 100 MHz [12]). The recent progress in
the growth of paratellurite is the increased crystal diameter
to 5 cm.

Lithium niobate – LiNbO3

Lithium niobate is one of the most widely used nonlinear
optical materials. Besides its nonlinear optical applications,
the outstanding electro-optical and electro-acoustic proper-
ties are also employed (e.g. electro-acoustic transducers,
acoustic surface wave filters, integrated optical elements).
The achievements in study and application of LiNbO3 have
been published in more than 8000 papers and dozens of re-
views. Some recent books cover the major results [13,14].
LiNbO3 is a typical nonstoichiometric material. Homoge-
neous single crystals can only be grown from the congru-
ent melt composition (48.6 mole% Li2O and 51.4 mole%
Nb2O5), e.g. [15,16]. The quality of the undoped con-
gruent crystals is excellent. One exception is the limited
resistance to visible laser light („laser hardness”). A major
breakthrough in the laser hardness problem was the appli-
cation of Mg dopant [17,18]. Mg doping pushes away the
„antisite„ Nb ions from the lithium position and shifts the
absorption edge of LiNbO3 toward the shorter wavelengths.
This enhanced absorption range looks to be the major rea-
son of the increased laser resistance [19]. There were sev-
eral attempts to get stoichiometric LiNbO3 in which there
are no antisite Nb ions without using dopants. Growth
from Li reach melt did not produce homogeneous crys-
tal composition. Remarkable progress was only achieved
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by the double crucible method (with abs.edge position at
308 nm [20]). The annealing of the congruent crystals in
Li rich vapor resulted in only a surface layer of stoichio-
metric LiNbO3. It was shown that the composition of the
LiNbO3 crystals grown from melt with a large K2O content
approached the stoichiometric composition [21]. We have
improved this technique and pointed out that the heavy K2O
containing melt was actually a flux that reduced the growth
temperature [22]. By the developed flux technique we pub-
lished the growth of the LiNbO3 crystals that was closest to
the stoichiometric composition [22]. We introduced also a
simple, non-destructive test method for determine the crys-
tal composition based on the absorption edge position of
the crystal [23]. This method has recently been improved
[24]. The state of art of our stoichiometric crystal is repre-
sented by the 303 nm abs. edge position (at 20 cm−1 abs.
coeff.). The technical conditions were the followings: top
seeded flux with K2O. The Li/Nb ratio was 1 and the K2O
content corresponded to the K/Nb ratio of 0.38 in the melt.
The actual growth temperature was in the 1030–1075oC
range.

Sillenites – Bi12MeO20 (Me = Si, Ge, Ti)

The first use of sillenites related to the acoustic surface
wave applications. Their outstanding photorefractive prop-
erties were first reported in [25]. The subsequent com-
prehensive studies of the photorefractive effects are sum-
marized in topical books and reviews e.g. [26,27]. The
single crystals grown from the melt exhibit yellow-brown
coloration that was studied by several authors and reviewed
in [28,29]. The color is related to an absorption shoulder
near the intrinsic absorption edge and there are still debate
on the origin of the coloration. It was recently pointed
out that photochromic effect contribute to the color through
generation of color centers stabile at room temperature [31].
The color of the sillenites grown from heavily doped melt
with Al or Ga are pale and the absorption shoulder is miss-
ing [30,31]. Growth of undoped, colorless sillenite crystals
has recently been reported by hydrothermal method [32].
We optimized the solid phase reaction and crystal growth
of various sillenite crystals. The Bi12GeO20 and Bi12SiO20
crystals are grown by the Czochralski technique while the
Bi12TiO20 by flux method. Ge–Si mixed sillenites and ex-
otic sillenite structured crystals were also grown [33].
It was pointed out that various impurities modify physi-
cal parameters that play role in the photorefractive proper-
ties of sillenites [34,35]. Fast photorefractive response of
Al-doped sillenites was predicted [35].

Bismuth tellurite Bi2TeO5

Bismuth tellurite is a new nonlinear optical material that be-
came interesting when its unique photorefractive properties
were discovered [36,37]. The crystal exhibits a long-living
photorefractive signal component that develops in the four-
wave mixing write process and lasts for years without any

fixing [38]. Thus Bi2TeO5 is a good candidate for holo-
graphic memory substrate. The technical details for growth
of Bi2TeO5 single crystals were first described in our lab-
oratory [2]. There is only one other known source for bis-
muth tellurite so far (Dniepropetrovsk University, Ukraine).
After developing the growth technique, several physical
properties of the crystals were determined in the RLCP
like the absorption and reflectivity spectra [39], refrac-
tive indices and their temperature dependence [40,41] and
the nonlinear absorption [42]. The photorefractive inves-
tigations were extended to the short pulse (ps) excitation
[43,44]. A recent review summarizes the photochromic and
photorefractive properties of Bi2TeO5 [45]. Another inter-
esting observation was that various dopants build in the
crystal with segregation coefficients close to unity [4,46].
This allows to use Bi2TeO5 as a host for dopants like rare
earth ions and Cr.

Nonlinear borates

Borates applied in nonlinear optics (e.g. BBO–β -BaB2O4,
LBO–LiB3O5, CLBO–CsLiB6O10, LTB–Li2B4O7), exhibit
broad optical transparency range (160–3500 nm), excel-
lent laser damage threshold and adequate birefringence for
phase matching in a wide range of visible and UV wave-
lengths. The huntite type double borates, (RM3(BO3)4
where R3+ = Sc, Y, La, Ln, In, Bi and M3+ = Al, Cr,
Ga, Fe, Sc), can easily be doped with rare earth and tran-
sition metals.
BBO is used for generation of higher harmonics of the laser
frequency, including the fifth harmonic of the Nd:YAG, for
frequency mixing and optical parametric oscillation. This
crystal is grown in our laboratory by high temperature top
seeded solution growth (HTTSSG) from BaB2O4–Na2O
FLUX [47]. The maximum dimensions of the BBO crystal
was successfully increased to about 60 mm in diameter and
130 g in weight. A chemical etching technique was devel-
oped to test the quality of the crystals [48]. The FLUX
method resulted in good optical quality but, occasionally,
the crystal contained inclusion.
LBO is used for the generation of non-critical phase match-
ing second and third harmonics of Nd:YAG and frequency
mixing down to the far UV range [49]. It is an excellent
material for parametric generation of ultrashort pulses. Due
to its incongruent melting, LBO is grown also by HTTSSG
from LiB3O5+B2O3 flux [50]. The maximal dimension of
the LBO crystals grown in our laboratory was 60 mm φ .
The main problem in the preparation of LBO is the frequent
cracking of the crystal during cooling.
CLBO can be grown by both Czochralski and TSSG meth-
ods [51,52]. Its advantage is the high yield in forth and fifth
harmonic generation of Nd:YAG laser emission [53]. The
major drawback in the application of CLBO is its hygro-
scopic nature. We grow CLBO by the Czochralski method.
The maximal dimension achieved was 40 mm φ and 40 mm
long.
LTB is applied as temperature independent SAW-filter and
as soft-tissue-equivalent thermoluminescent (TL) dosime-
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ter. The effective generation of fourth and fifth harmonic
of Nd:YAG laser light is recently reported [54]. The con-
gruently melting material can be grown by the Czochralski
or Bridgman technique. We used the Czochralski method
and crystals of 25 mm φ and 40 mm long were grown.
The crystal is hard to dope by simply adding dopants to the
melt. The low incorporation of Cu, however, was enough
to generate detectable thermoluminescence in LTB:Cu [55].
Planar waveguides were prepared by He+ ion implantation
and the properties of the waveguide was presented in [56].

Huntite type double borates

Among the huntite borates, prospective results have been
published for rare-earth doped yttrium-aluminum borate
(YAB)–YAl3(BO3)4 single crystals [57, 58]. The Nd-doped
crystals (Nd:YAB or NYAB) show good laser efficiency
with broad excitation range. The optical arrangement for
self-frequency doubling (SFD) laser was shown to be free
from quenching effects. Note that YAB is transparent to the
far UV (down to 165 nm). Laser effects were also shown in
Er, Cr and Cr + Ga doped crystals [59]. Microchip lasers
made from huntite borates have recently been reported [60-
62]. Because of the incongruent melting, YAB and related
crystals can be grown from high temperature solution.
We grow YAB and NdxY1−xAl3(BO3)4 (NYAB) crystals
with spontaneous nucleation and top seeded methods. The
FLUX used is: K2MoO4+B2O3 (80%), YAB or NYAB
(20%). The Nd content of the melt for NYAB was 3-12
mole%. The maximum dimension for the HTTSSG grown
crystals was 17×15×15mm3. We have preliminary results
in the growth of ErxY1−xAl3(BO3)4 and Y1Al3−yCry(BO3)4
crystals too.

Conclusion

The Research Institute for Solid State Physics and Optics
conducts an extended program for growth and character-
ization of nonlinear optical crystals. These crystals have
been studied in a broad international cooperation involv-
ing institutes from USA, France, Germany, Italy, Spain,
Great Britain, Portugal, Mexico, Poland, Ukraine, Russia
and Armenia. We are open for further, mutually interesting
joint programs in basic and applied research. Upon request
we can provide specific crystals and characterized samples
from our profile.
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Paper Foundations of the theory
of open waveguides

Alexander I. Nosich

Abstract — The theory of electromagnetic wave eigenmodes
propagating on open dielectric and metallic waveguides has
been reviewed. The main steps of different theoretical ap-
proaches to the problem are outlined and discussed. The un-
solved problems and also directions of future development are
pointed out.

Keywords — open waveguide theory, eigenvalue problems

The theory of natural waves (also known as normal waves,
travelling waves, eigenmodes) able to propagate on open di-
electric and metallic waveguides is far from a complete de-
velopment. Commonly it is supposed that the field compo-
nents of such a wave depend on the longitudinal coordinate
z and time t as eihz−ikt/c, where h is the propagation constant
(or modal wavenumber), k is the free-space wavenumber,
and c is the free-space propagation velocity. Only in several
simple cases, such as dielectric slab and coaxially-layered
circular dielectric fiber, it is possible to study the waves in
explicit form. Such a study has brought into consideration
a variety of waves: surface-wave or guided modes, leaky
waves, complex surface modes of lossless fiber, etc., dif-
fering by the field behavior as a function of coordinates.
However, if the fiber cross-section is arbitrary, or if addi-
tional metal elements are present, as in the microstrip or
slot lines, the theory meets great problems. There are many
questions to be answered even for a mathematical formu-
lation of the problem of natural waves. Clearly it should
be a sort of eigenvalue problem for modal wavenumber h.
However, what should be the domain of the variation of
the eigenvalue parameter? In what class should one seek
the modal field components as a function of coordinates in
cross-section and along the waveguide? There have been
several approaches to these problems; all of them appear
to be not complete and should be re-examined.
The following is a summary of the results related to the the-
ory of propagation of the time-harmonic waves on arbitrary-
shaped electromagnetic open waveguides [1–14]. The main
points of this study are as follows:

Start from the excitation problem

It is impossible to come to a reasonably general formu-
lation of the modal eigenvalue problem from any other
starting point than the problem of time-harmonic excitation(
∼ eikt/c,k = Rek > 0

)
of an open waveguide by elemen-

tary electric and magnetic current sources. This is the same
as determining the open waveguide Green functions. Here,
a necessary assumption should be made that any field can
be presented as a convolution with the Green functions.

Fourier transform

By virtue of infinite length of a regular waveguide along
the z-axis, the Fourier transformation with the kernel eihz is
a natural instrument of bringing the problem consideration
to the two-dimesional (2D) space, for the field transforms
as a function of cross-section r and integration parameter h.
Here, another necessary assumption appears that the fields
are no more than the slow-growth functions of z; hence,
the Fourier integrals should be interpreted in terms of dis-
tributions. It is necessary to distinguish between the open
waveguides, whose elements have a compact cross-section
(embedded in free space) and those of non-compact cross-
section, for example, compact open waveguides embedded
into a flat-layered medium, whose cross-section has infi-
nite boundaries. Although two cases have much in com-
mon, the latter one is more complicated. In the former
case, Fourier transform enables one to reduce the excita-
tion problem to a „conventional” one, for the Helmholtz
operator ∆t + k2ε(r)µ(r)−h2 in 2D open domain with
the boundary and transmission conditions given at bounded
curves. Further results relate only to this case.

Analytic continuation

Fourier transform approach naturally brings the analysis to
a necessity of analytic continuation of the field transforms,
from the real values of parameter h to the complex domain.
This complex domain is uniquely determined and is com-
mon to all the open waveguides of compact cross-section:
it is the infinite-sheet Riemann surface L of the function
ln(k−h)(k+h).

Reichardt condition

On this Riemann surface, it is the Reichardt condition that
serves as analytic continuation of the 2D Sommerfeld radi-
ation condition (for |h|< k) and the exponential-decay con-
dition (for |h|> k) from the real axis of the „physical” sheet.
Due to this condition, but also due to the transmission-type
conditions at the material boundaries - if they are present,
these 2D problems for the analytic continuations of the field
transforms are non-selfadjoint ones. Note that this condi-
tion permits the field transforms to grow exponentially with
r →∞ if h is located at the sheets other than the „physical”
sheet of L. Nevertheless, Reichardt condition guarantees the
uniqueness of solution provided that h is not an eigenvalue.
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Analytical regularization

For a wide class of open waveguides, 2D boundary-value
problems for the Fourier transforms can be converted to
the canonical Fredholm operator equations, (I +A)X = B,
in some Hilbert space. Here, operators A are the mero-
morphic functions of h∈ L,k, and all the geometrical and
material parameters of the waveguide. Such a conversion
is based commonly on the analytical regularization of the
singular integral equations equivalent to original boundary-
value problem. Here, Reichardt condition guarantees that
arbitrary-source field can be represented as a convolution
with the transforms of the Green functions for any complex
h∈ L.

Fredholm-Steinberg theorems

Once a regularization has been done, one can use the theory
of Fredholm in the form generalized by Steinberg for the
operators depending on parameter. The results are as fol-
lows: it is possible to prove the existence of the bounded
resolvent, and hence, the existence of the Fourier trans-
forms, as no more than meromorphic functions of h ∈ L.
They have no finite accumulation points of the poles on
L. The poles can be of only finite multiplicity. They are
piece-wise-continuos functions of the geometry and piece-
wise-analytic functions of k and material parameters. The
continuity or analiticity can be lost only at such a value of
parameter that two or more poles coalesce. The poles can
appear or disappear only at the boundary of the domain
of meromorphicity: at infinity and in the branch points
h = ±k. The residues of the poles of the Fourier trans-
forms satisfy certain 2D source-free eigenproblem for the
Helmholtz equation, in terms of the spectral parameter h
located on L.

Generalized modal eigenvalue problems

The latter circumstance leads to a conclusion that the eigen-
problems about the natural waves of an open waveguide can
be studied independently of the excitation problem. How-
ever, in view of the above chain of considerations, it should
be formulated in a generalized sense. Namely, it should in-
clude the Reichardt condition at the infinity in cross-section.
In so doing one gets a universal framework to study all the
types of known natural waves: both surface waves, and
leaky, and complex surface ones, etc., and hence trace the
transitions of each mode from one type to another with
variation of non-spectral parameters.

Symmetry of spectrum

Some properties of the modal spectrum can be deduced
directly from the formulation of generalized eigenproblem.
It is shown that in any open waveguide the eigenwavenum-
bers h form symmetric pairs on L. Moreover, in lossles
waveguides, they form conjugate quartets on L. Hence, it
is enough to study them only in one quadrant of each Rie-
mann sheet.

Free of spectrum domain

By using the vector Green formula, it is shown that on L
there exists a non-empty domain, which is free of the spec-
trum of natural waves. This domain depends on the type
of the waveguide. If the latter does not contain material
(dielectric or magnetic) elements, this domain includes the
whole „physical” sheet of L; in a lossless dielectric waveg-
uide, it includes the intervals |h|< k and |h| ≥ supε1/2 of
the real axis of the „physical” sheet; in the lossy case this
whole real axis is free of spectrum, etc.

Discreteness of modal spectrum

For a wide class of virtually all the practical models of
open waveguides, such generalized eigenproblems admit
analytical regularization and are equivalently reducible to a
homogeneous Fredholm operator equation [I +A(h)]X = 0.
The set of eigenvalues of h on L forms the spectrum of the
operator A and coinsides with the spectrum of generalized
natural waves of the waveguide. As one can see, the latter
is purely discrete on L. In particular, this enables one to
conclude that surface-wave modes, whose wavenumbers are
located on the finite interval k < |h|< k supε1/2 of the real
axis of the „physical” sheet, can be only of finite number.

Existence of natural waves

Non-emptiness of the spectrum of generalized natural
modes is the most hard point of the analysis. It can be
proved „locally” based on the operator generalization of
the Rusche theorem and explicit existence of eigenvalues
of certain canonic open waveguides, as the zeros of well-
known special functions. This once again needs a regular-
ized form of the eigenvalue operator equation. However, to
complete this proof to a „global” existence, one needs some
guarancy that a finite change of nonspectral parameter can-
not kick all the eigenvalues off to infinity or annihilate them
in the branch-point. This proof needs additional work.

Orthogonality and power flux

Vector Green formula, applied to the eigenmode field, en-
ables one to prove the orthogonality of the surface waves
and the complex surface waves, in the power sense. If the
modal wavenumber is not located on the „physical” sheet
of L, this proof fails. The Green formula is also an instru-
ment to study the properties of the power flux associated
with a generalized natural mode. For example, it shows
that any complex surface wave in a lossless open wave-
guide can be only hybrid (i.e., has all the six components
of electromagnetic field) and does not carry power, as its
total flux in cross-section in identical zero. Another im-
portant conclusion is that, in open waveguides, there is no
necessity for a surface wave to carry the power strictly in
the direction of its propagation; the opposite direction is
allowed, although only for the hybrid modes. The analyt-
icity of spectrum points as a function of k enables one to
validate the concept of the group velocity.
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Multiple poles and „associated” natural waves

Unlike hollow closed waveguides, for the open waveguides
it is not possible to prove the simple character of the poles,
and hence the eigenvalues. (This is also known for the
impedance-wall and multilayer closed waveguides). Hence,
multiple poles, of finite multiplicity M, can exist. If so,
besides of the „parent” natural wave propagating as eihz, a
finite chain of the „associated” natural waves appears that
propagate as zmeihz,m= 1,2, . . .M−1. This consideration
validates the initial assumption, at the early stage of analysis
of the excitation problem, that the field functions should be
considered in the class of slow-growth functions of z.

Radiation condition

Strictly speaking, in the original 3D problem of the
elementary-source excitation of open waveguide, the clas-
sical Sommerfeld condition of radiation is not valid for the
extraction of unique solution. The reason is the presence
of infinite along z boundaries, and hence possible pres-
ence of waves able to carry the power to infinity along
the waveguide without attenuation. In view of the men-
tioned above results of study of the 2D problem for the
field Fourier transforms, one can formulate an adequate
condition of radiation, in the form of asymptotic request
to the far-field behavior, that explicitly involves radiation,
in the form of asymptotic request to the far-field behavior,
that explicitly involves the surface waves. This condition
guarantees uniqueness of the 3D problem solution and val-
idates the early assumption that arbitrary-source field can
be represented by a convolution with the Green functions.
Here, one comes to a necessity of taking account of the
direction of the power flux (or, equivalently, the sign of the
group velocity) associated with each surface mode. The
modified radiation condition enables one to formulate the
Principle of Radiation as: „No waves bringing power from
infinity, in the scattered field”. It is only if the losses are
introduced in the waveguide elements that the modified ra-
diation condition is reduced to the Sommerfeld one, as then
no surface waves exist. The Principle of Radiation is then
reduced to conventional form: „No waves propagating from
infinity, in the scattered field”.

Defect of the model

A close view at the radiation condition reveals one intrincic
defect of the original model of the time-harmonic excita-
tion of a lossless infinite open waveguide. If the parameters
of the lossless waveguide and k are such that „associated”
surface-wave natural modes exist, then it appears not possi-
ble to apply even the modified condition of radiation. The
reason is that in this simulation both the „parent” surface
wave and the „associated” waves have zero total power flux,
hence it is impossible to select proper sign of the modal
wavenumber that ensures solution uniqueness.

Similarity between h and k as eigenparameters

From the formulation of the generalized eigenproblem, one
can notice that the parameters h and k enter it in a very
similar manner. Indeed, one can study this problem for k-
eignenvalues, with h= Reh> 0. Much of the above theory
is valid in this case as well. E.g., the domain of analytic
continuation in k is the same Riemann surface L. The same
Reichardt condition and the same analytical regularization
approach bring us to the conclusions about the discreteness
of the k-spectrum on L and about the properties of eigenval-
ues as a function of h. However, the mentioned similarity
is not total, hence the other properties of the spectrum of
generalized natural oscillations are to be studied in more
detail. Analysis of such a „dual” eigenproblem appears
to be a natural stage of studying a more general problem
of the excitation of open waveguide by a δ -pulse or time-
dependent source having a fixed distribution along z as eihz,
with h = const.

Extentions and unsolved problems

There are several possible directions of the extention of
the developed theory, each of them being associated with
a separate class of problems. The results obtained for
the regular open waveguides can be generalized to the
regular-periodic open waveguides. This calls for a gen-
eralization of the Fourier transform approach by using
the Floquet-expansions in z, in transform domain. Then
it is possible to see that the domain of analytic con-
tinuation in h is the Riemann surface of the function
∑∞

m=−∞ ln(k− h− 2πm/l)(k+ h+ 2πm/l), where l is the
period along z. The other direction of work is the theory of
open waveguides with non-compact cross-section, such as
microstripline on infinitely wide dielectric substrate. Here,
the approach of the double Fourier transform should be
used. The study of the Green functions and radiation con-
dition should apparently bring into consideration the sur-
face waves of two types: those which stick to the strip and
decay exponentially both in the air and in the substrate,
and those which attenuate in the air but propagate in the
substrate as cylindrical surface waves. Another interesting
direction is the theory of the open waveguide bends and
branchings. Here, the key problem is the one of a termi-
nated (semi-infinite) open waveguide in free space.
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Paper The possible mechanism
for a frequency shift by a time-varying

of medium features
Aleksander G. Nerukh, Igor V. Scherbatko, and Marian Marciniak

Abstract — The optical frequency shift of an electromagnetic
wave reflecting from a boundary of a medium is studies for
two cases: for temporal variations of medium permittivity,
and for a moving plasma boundary. It has been shown that
a simultaneous occurrence of both cases leads to an enhanced
frequency shift.

Keywords — frequency shift, moving plasma boundary.

Introduction

As it’s known, temporal variations of medium parameters
cause alterations in the frequency and amplitude of the elec-
tromagnetic wave propagating in the medium. The wave
reflection from a moving medium boundary results in the
same effect. A combination of these two phenomena may
produce a qualitatively new effect that consists of an en-
hanced frequency shift.

Frequency transformation by time
altering of medium permittivity

It is well known [1-4] that a plane wave E0(t, r) =
E0eiωte−iωsr, as an initial field, maintains a wave number
s= ω/ν with a jump changing of a medium permittivity
but exhibits a transformation of a frequency and an ampli-
tude. Wave splitting into direct and inverse waves comes
about also. For example, for a dissipative dielectric, when
a medium goes to a state with a permittivity ε1 and a con-
ductivity σ1 at some moment of time, ε → ε1,σ1, the initial
field transforms to the form E1(t, r) = A(t)e−isr, where

A(t) =
ε

2ε1

1+
ω + i

σ1
2ε1

ω1

e

(
−

σ1
2ε1

+iω1

)
t
+

+
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ω + i
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2ε1

ω1

e
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−
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2ε1
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t

 (1)

and ω1 =

√
ω2

1 −
(

σ1
2ε1

)2
, ω1 = ν1

ν ω , σ(t) = σ(t)/ε0,

ν1 = c/
√ε1, ε0 is the electric permittivity of vacuum.

For abrupt ionisation of a medium, when a cold plasma
is created and the permittivity becomes equal to ε =
= 1−ω2

e1/ω2, where a plasma frequency takes a value ωe1

the transformation has an analogues form

A(t) =
1
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ei
√
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 . (2)

Wave splitting is connected with time variation of a medium
parameter and occurs not only with an abrupt change of
parameter but with continuous changing of ones [5] as well
as for an electromagnetic impulse [6].
When parameters change continuously exact solutions can
be derived only in unique cases [5]. But it can be made
numerically by virtue of the recursion method [7, 8] that
based on the evolutionary approach [9]. The field is deter-
mined by means of the equations that for the n-th time step
have the form

En(t,x) =

= Fn(t,x)−
1

2νn

{
εn− ε

εn

∂ 2

∂ t2 +
σn

εn

∂
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n

Fn(t ′,x′)dx′, (3)
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= E0(t,x)−
1

2ν
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∑
k=1
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dt′
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−∞
dx′
(
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+
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ε
∂
∂ t

)
δ
(

t− t ′− |x−x′|
ν

)
Ek(t

′,x′). (4)

Here, I0 is the modified Bessel Function, δ is the Dirac
function. It is convenient to calculate not electric field
but an electric flux density which remains continuous with
time jumps of medium parameters: Dn(τ,ξ ) = ε0εnEn(t,x),
Ln(τ,ξ ) = ε0εFn(t,x), where τ = tνκ, ξ = xκ are dimen-
sionless variables, and κ is the factor with a wave number
dimension.
For example, a transformation of the harmonic primary
field L0(τ,ξ ) = cos(τ − ξ ) for various time dependencies
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Fig. 1. The frequency shift with time jump of permittivity at
τ0 = 12 when ε1/ε = 9

of the permittivity is given below. The coefficients for
this calculation are chosen from the data refraction index
n = n′+ in′′ for semiconductor of kind InGaAsP [10] that
has magnitudes n′ ≈ 3.6, n′′ ≈ 0.01. For an abrupt change

Fig. 2. The field transformation for small modulation depth of
the permittivity: (a) g =

√
2,b = 0.15, (b) g = 1.9,b = 0.2

of permittivity ε(τ) = ε1
ε θ(τ − τ0), the result is shown in

Fig. 1.
For periodic modulation of the permittivity ε(τ) =
[1+bsin(gτ)]−1 a transformed field is shown in Fig. 2
and 3.

Fig. 3. The field transformation for great modulation depth of
the permittivity: (a) g =

√
2,b = 0.9, (b) g = 1.9,b = 0.7

Enhanced reflection of electromagnetic
wave from a plasma moving in a

waveguide structure

Another way to shift a wave frequency and to amplify
its amplitude is a double Doppler effect when an electro-
magnetic wave reflects from a moving medium boundary
[11-18].
It is a common practice to characterise the efficiency of
such a wave reflection by the ratio of a boundary velocity
to a wave phase velocity. However, in a dispersive structure
the ratio of a boundary velocity to a wave group velocity is
of prime importance [19, 20]. It appears most clearly in a
waveguide structure when a double dispersion mechanism
is in existence.
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Fig. 4. A wave reflection from a plasma cluster moving in a
waveguide

Simulation of such an interaction is a cluster of a homoge-
neous cold plasma that moves along the waveguide with ve-
locity u (Fig. 4). Let us ωe is the Lorentz-covariant plasma
frequency, δ = ωe/ω is the plasma factor, γ2 = (1−β 2)−1

is the relativistic factor, β = u/c.
The incident electromagnetic wave is of the TE type

E0(t,x) = b⊥E0exp
(
i(ωt−k0x)

)
,k0(ω) =

1
c

√
ω2−ω2

k

is the wave number in an empty waveguide, ωk - the waveg-

uide frequency, Λ−1 =
(√

1− (ωk/ω)2
)−1

is a waveguide

factor for the considered mode.
The frequencies and the wavenumbers of the interior waves
are

ν1,2 = γ2
(

Ω±β
√

Ω2−ω2
keγ

−2
)

,

k1,2 =
1
c

γ2
(
±βΩ+

√
Ω2−ω2

keγ
−2
)

,

(5)

where Ω = ω−uk0(ω) and ω2
ke = ω2

k +ω2
e .

For the plasma velocity β > β1, where β1 defined by

β1 =
(

Λ−δ
√

δ 2−Λ2 +1
)(

δ 2 +1
)−1

(6)

depends strongly on waveguide and plasma factors (what
is illustrated in Table 1, the interior field consists of the
damped waves as the expressions under the roots are neg-
ative.
The frequency multiplication coefficient for the reflected
wave is determined by the movement velocity and the
waveguide factor by virtue of the formula

P = ωr/ω =
(
1−2βΛ+β 2)/(1−β 2) , (7)

and does not depend on the interior parameters of the clus-
ter (length and plasma frequency).

Table 1
The β1 values

Λ−1 δ = 0.5 δ = 1.0 δ = 1.5
10 0.365 0.665 0.800
2.5 -0.097 -0.472 -0.688
1.25 0.327 -0.183 -0.499

1.001 0.584 -0.090 -0.390

Reflectance and external transmittance are given by the for-
mula

R=
P f2i sinα

(1− f 2)cosα + i (1+ f 2)sinα
,

T =
(1− f 2)exp(i γ δ ω c−1gl)

(1− f 2)cosα + i(1+ f 2)sinα
,

(8)

where q = γ
(

Λ−β )/δ , f = (q−
√

q2−1
)2

and

α = γ δ ω c−1l
√

q2−1.
When the plasma cluster length tends to infinity one has a
reflectance of a half-infinite plasma cluster

R0 = P f = P
(

q−
√

q2−1
)2

. (9)

This reflectance peaks at β ≈ β1.
Reflectivity and transmittancy of a cluster are determined
by the known equations

R= SR/SO = RR∗νgR/νgO, T = ST /SO = TT∗ , (10)

where SO,SR,ST are the energy fluxes of incident, reflected
and passed waves, respectively.
For β1 ≤ β

R=
R0sh2α∗

4q2 (1−q2)+sh2α∗ ,

T =
4q2
(
1−q2

)
4q2 (1−q2)+sh2α∗ ,

(11)

R0 =

(
1+β 2

)
Λ−2β

Λ(1−2βΛ+β 2)
P2. (12)

For −1 < β < β1

R =
R04sin2 α[

1−
(

q−
√

q2−1
)4
]2

+4
(

q−
√

q2−1
)4

sin2 α
,

(13)

T =

[
1−
(

q−
√

q2−1
)4
]2

[
1−
(

q−
√

q2−1
)4
]2

+4
(

q−
√

q2−1
)4

sin2 α
,

R0 =

(
1+β 2

)
Λ−2β

Λ(1−2βΛ+β 2)
P2
(

q−
√

q2−1
)4

. (14)

The maximal reflectivity of the electromagnetic wave in the
waveguide can take very great magnitudes and is observed
not for relativistic values of the cluster velocity but for
smaller values as it is noticed in Table 2. The value of this
plasma cluster velocity depends on the parameters of the
plasma and the waveguide and can be done very small. A
strong influence of the waveguide is explained by the fact
that the group velocity of the incident wave tends to zero
when Λ−1→∞ but the group velocity of the reflected wave

νgR= c
(

2β−
(
1+β 2

)
Λ
)(

1−2βΛ+β 2
)−1

does not tend
to zero.
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Table 2
The reflectivity of the half-infinite cluster

Freq. The The The Reflectiv.
multipl. relativistic waveguide plasma of the half-inf.
coeff. P factor γ factor Λ−1 factor δ clust. R0

2 1.05 1.25 1.25 4.5
2 1.12 2.5 1.1 7.2
2 1.21 20 0.073 70.0
10 1.84 1.25 3.0 125.0
10 1.96 2.5 2.55 225.0
10 2.3 20 2.18 2000.0

The shift of the reflectivity maximum to smaller values of
the cluster velocity owes to the existence of a double dis-
persion mechanism, a plasma dispersion and a waveguide
dispersion.

Combination of two mechanisms
for a frequency shift

Combination of an effect of electromagnetic wave fre-
quency changing caused by time variation of permittiv-
ity and a similar one caused by reflection from a moving
boundary gives a new effect. It is shown at an example of a
flat dielectric slab whose boundaries move beginning from
zero moment of time and meet through any time interval
(Fig. 5).
The equation for electromagnetic field inside the slab as
well as outside one is analogues to Eq. (5)

E = E0−
1

2εν
×

× ∂ 2

∂ t2

∫ ∞

−∞
dt′
∫ ∞

−∞
dx′
[
ε1− ε +

(
ε2− ε1

)
θ(t′)

]
×

×χθ
(

t− t ′− |x−x′|
ν

)
E .

(15)

Here, ε is the permittivity outside a slab; ε1 and ε2 are
the permittivity inside a slab before zero time moment and
after it, respectively; χ(t,x) - characteristic function that
equals to one inside a slab and zero outside of it; θ(t) -
the Heaviside unit function.

Fig. 5. The geometry of the problem

Fig. 6. Formation of time-spatial zones a slab that is collapsing

Collapsing slab is created after zero moment of time when
slab boundaries begin to move with a velocity u and meet
at a moment tc = a/2u. The electromagnetic field has qual-
itatively dissimilar forms in the different zones on the time-
spatial diagram, Fig. 6.

A distance between zones decreases by the law (for the case
u < ν2)

tn− tn−1 = p1−n a
ν2 +u

, (16)

so that infinitely many zones are packing up in a finite
interval. Here, p = ν2+u

ν2−u .

If u > ν2 the slab boundaries do not influence on a field.
The field in the 00 zone consists of two splitting waves [21]

E = C1eiω2(t−x/ν2) +C2e−iω2(t+x/ν2),

C1,2 =
ν2

ν
ν2±ν

2ν
, ω2 = ω

ν2

ν
.

(17)

The field in the mm zone has more complicated structure

Emm=
ω(+)

ω
C0

{
eiω(+)(t−x/ν2) +

m−1

∑
k=1

Rk
1exp

[
iω(+)×

× pk
(

t− (−1)kx/ν2

)
− i

1− p
k+ik

2

1− p2 q
ω(+)

ν2
a

]}
+

+Rm
1 C1exp

[
iω2pm(t− (−1)mx/ν2

)
+

− i
1− p

m+im
2

1− p2 q
ω2

ν2
a

]
+Rm

1 C2exp

[
− iω2pm(t+

+(−1)mx/ν2

)
+ i

1− p
m+im

2

1− p2 pq
ω2

ν2
a

]
+

+RmC1eiω2(t−(−1)mx/ν2)Φ
m+im

2
ν2
ν +

+RmC2e−iω2(t+(−1)mx/ν2)Φ−m−im
2

ν2
ν , (18)
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where

C0 =
2ν2

ν +ν2
, q =

2ν2

ν2−u
,

ω(±) = ω
ν2

ν
ν−u

ν2± (−1)u
, R1 = pR, R=

ν−ν2

ν +ν2
,

Φ = e
−iω 2a

ν2 , im =
1
2

(1− (−1)m) . (19)

Inside the slab there are two waves caused by splitting
waves C1 and C2 owing to a permittivity jump, but fre-
quencies of these waves rise with a zone number. The set
of the waves that are proportional to C0 and raised by a field
that incidences upon a slab after zero moment of time has
a descrete frequency spectrum. Frequencies of all waves
grows up with a zone number and with time consequently.
A frequency multiplication coefficient equals p= ν2+u

ν2−u and
grows with u→ ν2.
Behavior of the secondary waves amplitudes is determined
by a relation between wave phase velocity and a boundary
velocity. If R1 > 0, that is νu− ν2

2 > 0, the amplitudes
grow infinitely during a finite time interval. The region
with such a relation between velocities is shown in Fig. 7
as a single crosshatched region.

Fig. 7. Regions where amplitudes grow and field energy accu-
mulates

The energy balance for waves raised by the waves C1 and
C2 in the slab in the time interval [tm−1 , tm] is determined
by

dW
dt

= ε2

(
ν2−u

)(
R2

1− p
)

R2(m−1)
1

×

×
{
C2

1 cos2
(
ωmt−φ1

)
+C2

2 cos2
(
ωmt−φ2

)}
,

(20)

where ωm = pm−1 ν2+u
ν ω .

When a movement is absent u = 0 then dW/dt < 0. The
waves with the frequency ω2 are shone out.
When boundaries move and R2

1− p > 0 or

u
ν

>
2ν2

2

ν2 +ν2
2

(21)

then dW/dt > 0.

A region where a field energy accumulates is shown in Fig.
7 as a double crosshatched region.
Outside the slab the field represents a sequence of waves
packages that are devided by fronts xm = νtm. The field in
such a package within planes νtm+1 and νtm has the form

Em =
2ν2

ν2(ν +ν2)
ν2 +u

ν +u
Cim

1 C1−im
2 ×

×Rm
1 e−iω pm ν2+u

ν+u (t+x/ν)+(−1)miωηm
a
ν ,

(22)

where ηm = − ν2−u
2u p1−im

(
1− pm+im

)
. This wave fre-

quency rises by a factor pm. A field energy within the
package is proportional to

Wex≈

[(
ν−ν2

ν +ν2

)2

p

]m

. (23)

If u
ν >

2ν2
2

ν2+ν2
2

a field energy within the package outside

the slab grows infinitely when m→ ∞, that corresponds to
approaching to a collapse moment.
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Paper Power penalty caused
by Stimulated Raman Scattering

in WDM Systems
Sławomir Pietrzyk, Waldemar Szczęsny, and Marian Marciniak

Abstract — In this paper we present results of an investigation
into the power penalty introduced by Stimulated Raman Scat-
tering (SRS) in WDM systems with concentration on applica-
tion of dispersion-shifted single-mode optical fibres (G.653)
and unequal channel allocation schemes. System parameters
based on ITU-T Recommendation G.692 and analytic formulas
were used in calculations. It is shown that SRS does present a
practical limitation to the multichannel systems. We also in-
dicate limitations of the G.692 Recommendation and we point
at directions of study in the area of nonlinear phenomena and
multichannel systems.

Keywords — optical communications, WDM systems, Stimu-
lated Raman Scattering.

Introduction to WDM systems
Recent years have shown a rapid growth of demand for
capacity of telecommunication networks. It has inspired
many laboratories to explore new techniques of more effi-
cient utilization of the huge bandwidth offered by optical
fibre links. One of the most promising and cost effec-
tive ways to increase optical link throughput is a technique
known as Wavelength Division Multiplexing (WDM).
In a WDM system we transmit many information channels
through one fibre using different optical wavelengths mod-
ulated by independent data streams. This method is anal-
ogous to Frequency Division Multiplexing (FDM) which
is widely exploited in other communication systems, espe-
cially in radio broadcasting. Using WDM we can easily
increase the capacity of already existing fibre links that is
particularly significant in the areas where placing new ca-
bles is impossible or too expensive. WDM is a technique
compatible with the idea of all-optical networks, where we
can create the transparent optical paths connecting succes-
sive network nodes by switching optical channels organised
at the different light wavelengths. One can also envision
the application of WDM in broadcast networks and/or in
subscriber loop [2].
These and other advantages of WDM have prompted the
beginning of standardization work [8]. Nevertheless the job
is not yet completed and further research and estimations
are required [10].

Nonlinear limitations
In spite of its merits the WDM technique is not free from
limitations. The most characteristic and essential problem

for multichannel optical systems, beside attenuation and
dispersion, is interchannel crosstalk [1]. One can distin-
guish crosstalk caused by nonlinear interactions between
the light and the fibre material, such as: Stimulated Raman
Scattering (SRS), Stimulated Brillouin Scattering (SBS),
Cross-Phase Modulation (XPM) and Four-Wave Mixing
(FWM). This paper is devoted to the influence of SRS on
WDM transmission.
Stimulated Raman Scattering is an interaction between the
light and molecular vibrations of SiO2. It results itself as a
frequency conversion of the light wave that is put into the
fibre. Two new spectral lines appear around the main one.
The lower frequency wave is called the Stokes wave and
is usually much stronger than the higher frequency wave
called the anti-Stokes wave. This causes power depletion
of the light injected into the fibre. Generally, this is not a
problem for single channel systems, because of relatively
high power threshold at which the degradation introduced
by SRS is noticeable. But if we inject two optical waves
separated by the Stokes frequency into the fibre where Ra-
man interactions take place, the power of the lower fre-
quency wave (called the probe) will increase at the expense
of the higher frequency wave (called the pump). Such an
energy transfer from one channel to another is called in-
terchannel crosstalk. It is important to underline that SRS
appears when the light is present in both channels, i.e. ”1”
bits are transmitted simultaneously. The Stokes frequency
is also called a bandwidth of the Raman gain. In more
complex case of higher number of channels, the lower fre-
quency channels are amplified at the expense of the higher
frequency channels if only the frequency difference between
them lies in the bandwidth of the Raman gain. This phe-
nomenon requires much lower optical power levels than in
the case of single channel systems.

Power penalty calculus
In multichannel systems, the channel that is most severely
affected by SRS is the highest frequency channel (called
the 0-th channel). The power loss that is present at the 0-th
channel may be calculated as the sum of power fractions
transmitted from this channel to each of the other channels
located at lower frequencies. The total fractional power lost
by the 0-th channel is given by [1, 3]

D =
N−1

∑
i=1

f0PigiLef f

fiAef f
, (1)
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where: i – channel index, f0 – frequency of the 0-th chan-
nel, fi – frequency of the i-th channel, N – number of
channels, Pi – power injected in the i-th channel, Lef f –
effective fibre length, Aef f – effective core area, gi – Ra-
man gain coefficient coupling the i-th channel with the 0-th
channel.
Effective fibre length Lef f can be expressed by

Lef f =
1−e−αL

α
, (2)

where α denotes the fibre loss coefficient and L is the actual
fibre length.
Raman gain coefficient gi depends on the frequency differ-
ence between the channels that exchange power. Assuming
a triangular approximation of the Raman gain profile in
silica fibres [3] and full polarization scrambling occurring
inside the fibre, we obtain

gi =
G∆ fi
2∆F

, (3)

where G is the peak Raman gain coefficient, ∆F is the
Raman gain bandwidth, ∆ fi = f0− fi .
The fraction of the power that remains at the 0-th channel
(expressed in dB) is:

P rem1 = −10lg(1−D) . (4)

Applying the analysis proposed by [10] we obtain the fol-
lowing equation determining the fraction of the power that
remains at the 0-th channel (expressed in dB):

P rem2=−10lg

[
1−

N−1

∑
i=1

(
1−exp

(
Pi f0Lef fgi

fiAef f

))]
. (5)

Results of theoretical approach

Using the above relations we calculated power penalties in-
troduced by SRS in point to point unidirectional WDM sys-
tem without in-line amplifiers, employing unequal channel
spacing [8] and the dispersion-shifted single-mode optical
fibre [6].
The transmission on G.653 fibres is strongly limited by
Four-Wave Mixing (FWM) if channels are equispaced. One
way to avoid crosstalk introduced by FWM is to apply un-
equal channel allocation scheme. According to [8] all the
channels should be placed on a frequency grid anchored at
the reference frequency of 193.1 THz (λ = 1552.52 nm)
with interchannel spacings equal to integer multiplies of
100 GHz. The set of the integers is determined by choos-
ing channel allocation scheme. In our work we considered
8-channel system with the following unequal channel allo-
cation plans: A - {1, 3, 5, 6, 7, 10, 2} times 100 GHz,
counting from the highest frequency channel (the 0-th chan-
nel is assumed to be at 196.1 THz); B - {2, 4, 10, 3, 8, 7,
5} times 100 GHz; C - 3, 7, 12, 2, 6, 5, 4 times 100 GHz;

D - {6, 7, 8, 9, 10, 12, 11} times 100 GHz. These val-
ues are suggested by [8]. We also calculated power deple-
tion for the similar system but with equal channel separa-
tion (100 GHz), referring to it as the scheme E. Table 1
shows channel frequencies for each of the above allocation
schemes.
In our calculations we also assumed the following system
parameters:

• fibre loss coefficient for the G.653 fibre: α =
0.2 dB/km,

• mode field diameter for the G.653 fibre: MFD =
7 µm; this gives the effective core area [5]: Aef f =
36.33 µm2,

• fibre span length: L = 120 km,

• frequency of the 0-th channel: f0 = 196.1 THz,

• Raman gain bandwidth ∆F = 15 THz,

• peak Raman gain coefficient G = 7·10−14 m/W,

• range of power injected in each of the channels: 1÷
17 mW.

The analysis concerns the ’worst case’, i.e. the case of
the 0-th channel and the simultaneous presence of ”1” bits
in all the channels. Power in the other channels (different
than the 0-th one) is assumed not to be affected by the
nonlinearities. Beside SRS, influence from other nonlinear
phenomena as well as from the dispersion is neglected. The
results of calculations are presented in Fig. 1.

Fig. 1. Worst case power penalty introduced by SRS
The fraction of the power P rem1 as a function of the power levels
injected in each of the channels for various channel allocation
schemes (A, B, C, D, E) calculated using formula (4).

Using formula (5) we got the curves very similar to the
above ones. The biggest difference between the results ob-
tained by (4) and (5) was 0.3 dB.
In [8] the Class 3A laser limit (17 dBm @ 1550 nm) is sug-
gested as the maximum total optical power. Let us assume
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Table 1
Channel frequency choices (in THz) for 8-channel system working on G.653 fibre and different channel allocation

schemes (A, B, C, D, E)

Scheme
Channel index

0 1 2 3 4 5 6 7
A 196.1 196.0 195.7 195.2 194.6 193.9 192.9 192.7
B 196.1 195.9 195.5 194.5 194.2 193.4 192.7 192.2
C 196.1 195.8 195.1 193.9 193.7 193.1 192.6 192.2
D 196.1 195.5 194.8 194.0 193.1 192.1 190.9 189.8
E 196.1 196.0 195.9 195.8 195.7 195.6 195.5 195,4

Fig. 2. Simulation model of the 8-channel WDM system
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Fig. 3. Simulation of Raman scattering in a nonlinear fibre transmission of identical binary data streams in all WDM channels - referred
as Case 1

the scheme A of frequency plan for simplification. An im-
portant issue is whether we should use peak or average per
channel power [4]. If we consider the average power of
the channels in our calculations then for 17 dBm limit the
per channel power will be equal to 6.25 mW (for 8-channel
system, scheme A) and we will obtain power penalty at
0.47 dB. This corresponds to 90% of the power that re-
mains at the 0-th channel. But if instead of the average per
channel power we use the peak per channel power, what
is recommended in [10] for G.653 fibres, then for 17 dBm
limit we will obtain power penalty at 1 dB. This gives 79%
of the power that remains at the highest frequency chan-
nel. It is for this reason that the line coding is binary
non-return to zero (NRZ) [7], scrambled according to [9]
and the probabilities of 1 and 0 bits are equal. Hence the
peak per channel power is double the average per channel
power (12.5 mW). As seen in Fig. 1, much worse situation
occurs for other channel allocation schemes. For example,
for scheme D the power penalty is 2.22 dB at 12.5 mW of
input peak per channel power and it corresponds to only
60% of the power remaining at the 0-th channel.

Simulation of the WDM system
In order to evaluate the exactness of the theoretical ap-
proach we have done extensive computer simulations of
the 8 STM-64 channel WDM transmission system reported
in the previous section. The highest value of total-mean
optical power level of 17 dBm has been investigated. A
GOLDTM simulation software has been applied. The ar-
chitecture of the analysed WDM system is shown in Fig. 2.
A 100 GHz frequency grid has been chosen for eight DFB
laser sources. The lasers are externally modulated with 10
GHz pseudo-random data sequences. Since the theoretical
approach does not include fibre dispersion effects, a 6-km
long dispersion compensating fibre is added at the end of
the link in order to eliminate totally the pulse dispersion
in the link. Propagation of the field in the X-polarization
state in a nonlinear fibre is modelled using the following
nonlinear partial differential equation [11]:

∂Ax

∂z
− i

2
β2

∂ 2Ax

∂T2 − 1
6

β3
∂ 2Ax

∂T2 +
α
2

Ax =

−iγ

[
|Ax|2Ax−TRAx

∂ 2|Ax|2

∂T2

]
,

(6)
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Fig. 4. Simulation of Raman scattering in a nonlinear fibre transmission of non-correlated data streams in different WDM channels
referred as Case 2

where Ax(z,T) is the slowly varying field envelope and β2,
β3, α and γ are related to the dispersion, dispersion slope,
loss and nonlinearity of the fibre. Equation (6) is solved
using the split step Fourier method [11]. The algorithm
uses an adaptive step-size [14].

The nonlinear coefficient γ for the fibre is defined as [11]:
γ = n2ω

cAef f
.

Here, n2 is the Kerr nonlinear index coefficient, ω is the
angular optical frequency, Aef f is the effective core area,
and c is vacuum speed of the light. The coefficient γ ac-
counts for the effects of SPM [12], XPM [13] and FWM
[14].

The parameter TR is related to the slope of the Raman
gain and is assumed to vary linearly with frequency in the
vicinity of the carrier frequency [11]. The parameter TR
is estimated to be ∼ 5 fs [11]. Raman gain is polariza-
tion dependent, and consequently the value of TR has to be
halved from its value for identical states of polarization if
one wants to account for the effective SRS effect between
WDM channels that will have their states of polarization
randomly scrambled at long distances.

In order to verify the accuracy of theoretical calculations,

simulations for three different cases have been carried out:
Case 1: Raman scattering in a nonlinear fibre transmis-
sion of identical binary data streams in all WDM channels
(worst case), Case 2: Raman scattering in a nonlinear fi-
bre transmission of non-correlated data streams in different
WDM channels, Case 3: the same as in Case 2 but with
absence of SRS.
A comparison of plots in Fig. 3 for Case 1 (correlated
data with Raman scattering) and in Fig. 5 for Case 3 (non-
correlated data without Raman scattering) reveals that addi-
tional loss increase resulting from SRS is c.a. 1.2 dB (from
5.84 mW in Fig. 5 to 4.44 mW in Fig. 3) for the highest
frequency channel (here marked as the 8-th channel).
A comparison of plots for non-correlated data in Fig. 4 for
Case 2 (with Raman scattering) and in Fig. 5 for Case 3
(without Raman scattering) gives a small influence of Ra-
man scattering in the absence of data correlation in the
channels. The SRS in Case 2 gives only a small increase
of eye closure and decrease of power in the highest fre-
quency channel (from 5.84 mW in Fig. 5 to 5.60 mW in
Fig. 4).
Therefore, we conclude that the theoretical approach is
valuable for real multichannel optical systems.
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Fig. 5. Simulation of Raman scattering in a nonlinear fibre transmission of non-correlated data streams in different WDM channels
without Raman scattering – referred as Case 3

Conclusions

Our results indicate that the proper choice of channel allo-
cation plan is significant for WDM transmission with ap-
plication of G.653 fibres. Contrary to what is stated in [8],
SRS does present a practical limitation to the multichannel
systems.
Moreover, some of the schemes proposed in [8] are con-
tradictory with what can be found in other parts of [8], for
example: (1) once 100 GHz is recommended as a minimal
frequency spacing (as it is in scheme A) then it is stated
that 200 GHz is more suitable because of the EDFA gain
dip, (2) in the case of some schemes (like scheme D), the
total occupied bandwidth falls out of the EDFA bandwidth,
(3) there is no indication in [8] where the channel alloca-
tion plan must begin (i.e. the 0-th channel frequency is not
determined).
The problems with SRS can be overcome either by employ-
ing other channel allocation plans or by reducing the power
level injected into the fibre and at the same time lowering
the receiver threshold. There are also other important is-
sues that require further study: (1) the impact from SRS
on repeated systems with in-line amplifiers [10] which is

expected to be more severe than for unrepeated systems,
(2) the influence from dispersion that should decrease non-
linear effects, (3) the case of bi-directional WDM transmis-
sion, etc.
A standardization procedure of the G.692 Recommenda-
tion is not yet closed and we should believe that the future
version of this recommendation will be more complete.
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Paper Ultra-short optical pulses
having initial chirp

Tomasz Kaczmarek

Abstract — Arbitrary shape optical pulses in nonlinear guides
are discussed. The Nonlinear Schrödinger Equation for com-
plex initial conditions is solved numerically using Split-Step
Fourier Method and some selected results for solitons are pre-
sented. The computations confirm physical expectations of an
influence of the chirp magnitude on pulse propagation in non-
linear guide.

Keywords — solitons, optical fibers.

Introduction

Propagation of ultra-short optical pulses in lossless guides
is analysed using Nonlinear Schrödinger Equation (NLSE)

j
∂A
∂z

− 1
2

β2
∂ 2A
∂T2 + γ|A|2A = 0, (1)

where A represents the envelope function, γ – nonlinearity,
β2 – dispersion of the fiber, z and T are, respectively, the
spatial and time co-ordinates [1].
This equation is valid when duration of the pulse is greater
than 100 fs and it can be solved analytically using the In-
verse Scattering Method [2], if the input pulse is of hyper-
bolic secant shape. Otherwise, numerical methods should
be used.
Then, fundamental solution is a secant hyperbolic function,
what means that the pulse does not change its shape during
propagation. So, it is stable, called soliton.
The soliton occurs due to mutual compensation of the dis-
persion and the nonlinearity of the fiber. So, if any initial
chirp exists, the compensation is not full and the pulse is
distorted.
The chirp phenomenon can be taken into consideration in
the NLSE assuming complex initial condition of the form

u(0,τ) = Nsech(τ)exp

{
− jCτ2

2

}
, (2)

where C represents the magnitude of the chirp.
To include Eq. (2) in NLSE one of numerical methods
must be applied: Split-Step Fourier Method (SSFM) or
Beam Propagation Method (BPM).

Method description

Split-Step Fourier Method has physical grounds. The idea
is based on separate consideration of consequences of non-
linearity and dispersion on the pulse propagation in a short
segment of the guide.

It can be represented schematically when Eq. (1) is ex-
pressed in the operator form [3–5]

∂A
∂z

= (D+N)A. (3)

Here D and N is the dispersion and nonlinearity operator,
respectively.
After some calculations, the optical field can be expressed
as follows

A(z+h,T) = exp(hD)exp(hN)A(z,T), (4)

where h denotes the length of the step.

Results

Making use of the formulas above, computations were car-

ried out for soliton of the first order when β2 = −1.6 ps2

km
and γ = 1.6 W−1 km−1 for selected values of C and initial
duration of the initial pulse Tin = 1.5 ps.
The dispersion and nonlinearity parameters have been cho-
sen so, that the effective fibre core section would be
Ae f f = 80 µm2, and the threshold power of the pulse
Pth = 443 mW.
As, it is seen the initial chirp throws out of balance the
dispersion and nonlinearity, which determine a formation
of the soliton in optical fibre. The positive chirp narrows
the pulse at the beginning of the propagation (Fig. 1).

Fig. 1. Evolution of the fundamental soliton when C = 0.5
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This is an effect of the predominance of the phase modu-
lation over the dispersion. The negative chirp increases the
predominance of the dispersion effect (Fig. 2).

Fig. 2. Evolution of the fundamental soliton when C = −0.5

Conclusion

The numerical results are physically substantiated. They
confirm proper selection of the method.
Generally, initial chirp is undesirable phenomenon espe-
cially positive one, besides that, negative effects of it are
more observable in a case of long distances.
Prepared software can serve the analysis of the propagation
of the pulses not only of hyperbolic secant shape.
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Paper Impact of nonlinear optical
phenomena on dense wavelength division

multiplexed transmission in fibre
telecommunication systems

Waldemar Szczęsny and Marian Marciniak

Abstract — In the paper results of analysis of nonlinear
phenomena in optical fibres: Self-Phase Modulation, Cross-
Phase Modulation, Four-Wave Mixing and Stimulated Raman
Scattering and their influence on Dense-Wavelength Division
Multiplexed system performance are reported. Different non-
uniform optical channel allocation schemes based on ITU Rec-
ommendation G.692 100 GHz frequency grid are compared
with uniform channel distribution. The level of nonlinear
cross-talk is determined for different levels of the total optical
power. As an example a 10 Gbit/s D-WDM dispersion-shifted
single mode fibre link with dispersion-compensating fibres is
envisaged. The directions for optimization of the system de-
sign in view of actual international standardization trends are
pointed out.

Keywords — optical communications, WDM systems, nonlinear
transmission.

Introduction

Dispersion-shifted fibres G.653 allow for better transmis-
sion parameters in single-channel transmission links due to
very small dispersion value in third telecommunications
window corresponding to 1.55 µm optical wavelength.
However, in Wavelength Division Multiplexed (WDM) sys-
tems very small value of dispersion may cause a significant
degradation of the systems due to nonlinear optical effects
resulting from optical nonlinearity of silica glass. A high
optical power level available with modern laser sources
causes nonlinear interaction in fibres strongly efficient.
In WDM systems a nonlinear interplay between many dif-
ferent spectral components of the aggregate signal cases
interchannel cross-talk. The nonlinear phenomena involved
are: Self-Phase Modulation (SPM), Cross-Phase Modula-
tion (XPM), Four-Wave Mixing (FWM) and Stimulated Ra-
man Scattering (SRS).
In dispersion-shifted fibres the interchange of optical power
between different propagating optical frequencies corre-
sponding to the third telecommunication window is much
stronger than in standard single mode fibres (G.652). The
main causes of that are:

1. The effective area [2] of G.653 fibres are smaller
then in G.652 fibres, a given power level results in a higher
intensity in G.653 fibres than in G.652 fibres.

2. The low dispersion in G.653 fibres can results in low
walk-off between bits in the different channels of WDM
systems, also known as a phase matching condition. This
means that a single 1 in the lowest wavelength channel will
have a fair chance for seeing 1 bits in all the other chan-
nels throughout the part of the fibre, where the nonlinear
interaction takes place.

Signal degradation caused by Stimulated Raman
Scattering (SRS)

In the WDM systems SRS manifests itself as a depletion
of the ”1” level in the lower wavelength channel, which
depends on the signal in the higher wavelength, and a gain
in the higher wavelength channel, that depends on the signal
in lower wavelength channel.
The depletion introduced by SRS has unfortunate charac-
teristic:
The depletion of a given ”1” is dependent on the signals that
are other channels. This means that „drops” caused by SRS
can occur on the timescale of an individual bit, which is
much faster than the response time of the threshold setting
in the receiver. The depth and the frequency of this drops
will dictate the BER for the WDM system that is limited
by SRS [1].

Phase modulation

Self-phase modulation (SPM) is the effect whereby the
modulated optical signal induces a modulation in the fi-
bres refractive index. SPM leads to considerable spectral
broadening of propagating pulses. In a WDM system also
a Cross-Phase Modulation (XPM) occurs. The total phase
shift depends on the power in all channels and varies from
bit to bit depending on the bit pattern of the neighbouring
channels.

Four-Wave Mixing (FWM)

FWM generated a new wave at the frequency fi jk = fi +
f j − fk, whenever three waves at frequencies fi , f j , and fk
co-propagate inside the fibre. For N channel system i, j
and k can vary from 1 to N. In the case of equally spaced
channels the new frequencies coincide with the existing
frequencies.
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Fig. 1. Architecture of the 8-channel WDM system analysed

Fig. 2. The eye diagrams of the detected signal for equidistant channel spacing (a) and non-equidistant channel spacing (b)
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Table 1
Non-equidistant frequency allocation schemes used in the calculations

Scheme
Channel index

0 1 2 3 4 5 6 7
A 196.1 196.0 195.7 195.2 194.6 193.9 192.9 192.7
B 196.1 195.9 195.5 194.5 194.2 193.4 192.7 192.2
C 196.1 195.8 195.1 193.9 193.7 193.1 192.6 192.2
D 196.1 195.5 194.8 194.0 193.1 192.1 190.9 189.8
E 196.1 196.0 195.9 195.8 195.7 195.6 195.5 195,4

Description of the analysed system
Propagation of the field in the X-polarization state in a
nonlinear fibre is modelled using the following nonlinear
partial differential equation [8]

∂Ax

∂z
− i

2
β2

∂ 2Ax

∂T2 − 1
6

β3
∂ 2Ax

∂T2 +
α
2

Ax =

−iγ
[
|Ax|2Ax−TRAx

∂ 2|Ax|2

∂T2

]
,

(1)

where Ax(z,T) is the slowly varying field envelope and
β2,β3,α and γ are related to the dispersion, dispersion
slope, loss and nonlinearity of the fibre. Equation (1) is
solved using the split step Fourier method [8]. The algo-
rithm uses an adaptive step-size [11].
The nonlinear coefficient γ for the fibre is defined as [8]

γ =
n2ω

cAe f f
.

Here, n2 is the Kerr nonlinear index coefficient, ω is the
angular optical frequency, Ae f f is the effective core area,
and c is the light velocity in vacuum. The coefficient γ
accounts for the effects of SPM [9], XPM [10] and FWM
[11] effects. The simulations have been carried out for an
8-channel STM-64 transmission system, with 10 Gbit/s sin-
gle channel data flow, what means an 80 Gbit/s aggregate
transmission speed. The system is shown in Fig. 1 and
corresponds to Synchronous Digital Hierarchy (SDH) stan-
dards. The inter-channel data synchronization has been ob-
tained as identical 32-bit pseudo-random sequence in each
of WDM channels. A de-correlation of the data has been
achieved by imposing time delays for varying from chan-
nel to channel. At the detector side of the system optical
band-pass filters with FWHM 40 GHz bandwidth and dif-
ferent transmission characteristics have been used in order
to de-multiplex optical channels. The dispersion-shifted
fibre is compatible with ITU-T G.653 standard. The trans-
mission span is 120 km. A dispersion-compensating fibre
with negative dispersion value is introduced at the end of
the transmission span. The optical gain in Erbium-Doped
Fibre Amplifiers has been chosen in a way to compensate
for total attenuation of the link. The optical frequency dis-
tribution has been based on the 100 GHz (∼0.8 nm) ITU-T
G.692 Recommendation grid. The reference frequency for
the first WDM channel is 196.1 THz (1552.52 nm). The
calculations have been performed for a non-equidistant fre-
quency allocation schemes A, B, C defined in Table 1 that

allow for elimination of FWM generated frequencies, ac-
cording to G.692 Recommendation. A scheme E has been
added which corresponds to 8-channel WDM system with a
100 GHz equidistant grid. A total 8-channel optical power
at the transmitter side is 17 dBm, this corresponds to laser
peak-power of 12.5 mW and 6.25 mW mean-power for an
NRZ code [12].

Results
Table 2 shows optical powers in transmitted channels.
The scheme A experiences minimum power losses caused
by nonlinear interaction and this scheme has been analysed
in detail. The results are shown in Table 3. The results in-
dicate that Stimulated Raman Scattering causes the largest
amount of inter-channel power transfer. Figure 2 shows the
eye diagrams of the detected signal for equidistant chan-
nel spacing (Fig. 2a) and non-equidistant channel spacing
(Fig. 2b). The eye opening is determined by inter-channel
frequency gap and it is wider for non-equidistant channel
spacing. However, the cross-talk level is as low as -28 dB.
Figure 3 shows 8-channel optical spectrum for all channels
transmitting (Fig. 3a) and with channel number 7 turned off
(Fig. 3b). The absence of optical power in channel 7 results
in an increase of optical power in neighbouring channels 6
and 8 what is a result of XPM, and a decrease of FWM

Fig. 3. 8-channel optical spectrum for all channels transmitting
(a) and with channel number 7 turned off (b)
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Table 2
Optical power in transmitted channels for different frequency allocation schemes

Scheme
Total optical

bandwidth [mm]
Mean optical power per channel [mV] Total optical losses

in 8-th channel [dB]1 2 3 4 5 6 7 8
A 28.2 7.56 7.38 6.54 5.99 5.56 5.22 5.01 4.96 1.00
B 31.2 7.71 7.26 6.67 6.03 5.81 5.13 4.88 4.77 1.17
C 31.2 7.48 7.12 6.71 6.21 6.07 5.24 4.79 4.63 1.31

Table 3
Optical power in transmitted channels for allocation scheme A

Nonlinear phenomena
taken into account

Mean optical power per channel [mV] Maximum power losses
in 8-th channel [dB]1 2 3 4 5 6 7 8

SRS, FWM, SPM, XPM 7.56 7.38 6.54 5.99 5.56 5.22 5.01 4.96 1.00
Without SRS 6.03 6.03 6.04 6.03 6.03 6.02 6.00 6.01 0.17
SRS only 0.83
Without losses 6.25

Fig. 4. The eye diagrams of the received signal A distortion of
the signal depends on data correlation between channels

components. Figure 4 shows eye diagrams of the received
signal. A distortion of the signal depends on data correla-
tion between channels, resulting mainly from XPM. Figure
5 shows the XPM optical spectrum degradation for two
channels: with minimal and maximal distortion. Figure 6
shows optical spectra for Gaussian optical filter (Fig. 6a)
and Lorentzian optical filter (Fig. 6b).

Conclusion

An 8-channel WDM 120 km dispersion shifted fibre trans-
mission system based on ITU G.692 Recommendation fre-
quency grid has been investigated for different frequency
allocation schemes in view of inter-channel nonlinear inter-
actions. The results indicate that:

• The largest amount of optical cross-talk is caused by
XPM.The cross-talk can be decreased when using an op-

Fig. 5. The XPM optical spectrum degradation for two channels:
with minimal (a) and maximal (b) distortion

tical fibre with larger dispersion value (standard fibre or
non-zero dispersion shifted fibre).

• Non-equidistant frequency allocation in the system
results in large value of transmitted bandwidth, exceeding
EDFA gain bandwidth.

• Systems with standard fibre and dispersion compen-
sation are the most promising for WDM applications.
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Paper Optical pulse splitting
under temporal variations

of reflecting medium
Irena Yu. Vorgul and Marian Marciniak

Abstract — A possibility of light pulse transformation by
transient reflecting medium is investigated theoretically. Af-
ter solving 1D problem of such a reflection one estimates
such a transformation in a plane optical waveguide with time-
dependent conductivity of one of the reflected media. Three
types of the conductivity time-dependences are considered:
harmonic, Bessel-like and splash-like ones. Obtained results
show a possibility of pulse splitting under an influence of time-
harmonic conductivity and pulse collapse vy the other consid-
ered nonstationarities.

Keywords — optical pulse splitting, time dependent conductivity,
reflecting boundary.

Motivation and common formulation
of the problem

In optics a transformation of electromagnetic field of light
has two reasons to be one of the basic problem. The first
one is that light sources could not radiate all types of re-
quired fields, laser sources radiate fields of a finite num-
ber of frequencies. The second one is, as in radio range
electromagnetics, a necessity to modulate field for infor-
mation transmission. Optical waverange field modulation
is usually made based on electro-optical Pokker’s effect,
magneto-optical Faradey’s or Kerr’s effects and on acousto-
optical effect. In all these methods the field is modulated
during the transmission through the correspondent mod-
ulating media, which is connected with additional losses
and additional element of transmission tract. For informa-
tion transmission it is not convenient to use frequency or
phase light modulation, because in the existing light sources
for optical communication there is not enough coherence.
Besides, such a modulation techniques are well-developed
only for harmonic initial fields.
The present work has a goal to find a possibility to trans-
form light pulses by transient reflecting medium and to
estimate such a transformation in a plane optical waveg-
uide where one of the reflecting media has time-dependent
conductivity.
One has chosen the conductivity as a transient parameter
because it can be more easily changed than permittivity
whose change besides can leads to destructuring of the full
reflection in optical waveguide.
To estimate pulse transformation in a plane optical waveg-
uide with time-dependent conductivity of one of the reflect-
ing media (Fig. 1) one firstly solves rigorously one-space

Fig. 1. Plane waveguide with nonstationary reflecting medium

dimensional problem of pulses reflection from a transient
conductive half-space for an initial pulse propagating nor-
mally to the reflection boarder (Fig. 2).

Fig. 2. Formulation of 1D problem

For the conductivity time-dependences considered in 1D
case two-space-dimensional problem is investigated. It is
solved approximately for the initial pulse falling angle pro-
viding a full reflection, in assumption of constant polarisa-
tion of the initial and scattered fields (Fig. 9). Then one
estimates multiply re-reflection of the transformed pulse
from the transient and stationary media forming a plane
light waveguide.

One-space-dimensional problem

Problem formulation

The formulation of one-space-dimensional problem is in
determination of the reflected field by the reflected field
and the initial one and by time-dependence of the relected
medium conductivity.
It is considered that the conductivity change starts after the
moment t = 0 (Fig. 2). Before and after this moment the
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fields are called the initial and scattered fields, correspond-
ingly. The fields are assumed to have only those compo-
nents, which are normal to the x-axis and independent on
the y- and z-coordinates.
Mathematically, the problem is formulated in terms of the
Volterra integral equation for the electrical component of
electromagnetic field [6], which has the following form for
the internal field (inside the transient region) for t > 0,
x > 0:

Ein(t,x) = A(t,x)+

−2π
εv

Θ(vt−x)
∫ t

t−x/v
dt ′σ(t ′)Ein

(
t ′,x−v(t− t ′)

)
+

−2π
εv

Θ(x−vt)
∫ t

0
dt ′σ(t ′)Ein

(
t ′,x−v(t− t ′)

)
+

−2π
εv

∫ t

0
dt′σ(t ′)Ein

(
t ′,x+v(t− t ′)

)
(1)

where A(t,x) is known because it is determined by the ini-
tial field and prehistory of its interaction with the medium:

A(t,x) = E0(t,x)+

−Θ(x−vt)
2π
εv

∫ 0

t−x/v
dt ′σ(t ′)E1

(
t ′,x−v(t− t ′)

)
+

−2π
εv

∫ 0

−∞
dt ′σ(t ′)E1

(
t ′,x+v(t− t ′)

)
and for the external field for t > 0, x < 0:

Eex(t,x) = B(t,x)+

−2π
εv

Θ(vt+x)
∫ t+x/v

0
dt ′σ(t ′)Ein

(
t ′,v(t− t ′)+x

) (2)

where

B(t,x) = E0(t,x)+

−2π
εv

Θ(vt+x)
∫ 0

−∞
dt ′σ(t ′)E1

(
t ′,v(t− t ′)+x

)
+

−2π
εv

Θ(x+vt)
∫ t+x/v

−∞
dt ′σ(t ′)E1

(
t ′,v(t− t ′)+x

)
where ε is the dielectric permittivity, v= c/

√
ε is the light

velocity in considered medium and the conductivity time-
dependence (or time-spatial dependence) Eex(t,x) is a func-
tion to be found.

Analytical solution of the problem

To obtain an equation for the external field, we firstly solve
the equations (1) and (2) jointly to express the initial field
after the external one.
As one can see from (2), the external field is determined
by the sum of the known function B and a function of one
variable t − x/v. This fact, which is due to the assumed
homogeneity and losslessness of the external half-space,
makes impossible to express the internal field through the

external one directly from this expression. However, it al-
lows to obtain a non-integral formula for the external field
determined by the internal field on the boundary x = 0.
For this purpose we introduce a new function F of one
variable as:

F(t) =− 2π
εv

∫ t

0
dt ′σ

(
t ′,v(t− t ′)

)
Ein

(
t ′,v(t− t ′)

)
, (3)

which determines the external field in the external region
−vt < x < 0 by the expression

Eex(t,x)−B(t,x) = F(t +x/v).

From (1) we can obtain that the internal field on the bound-
ary is determined by the same function F :

Ein(t,0)−A(t,0) = F(t).

Considering this expression for shifted time moment t +
y/v, −vt < y < 0, we have

Ein(t +y/v,0)−A(t +y/v,0) = F(t +y/v).

After comparing this formula with (2) we obtain the fol-
lowing expression for the external field:

Eex(t,x) = B(t,x)+Ein(t +x/v,0)−A(t +x/v,0),
−vt < x < 0.

(4)

Introduce another new function

Φ(t,x)≡ Ein(t−x/v,x)−A(t−x/v,x) (5)

for 0 < x < vt, satisfying the following equation obtained
from (1):

Φ′
x(t,x)+

2
v

Φ′
t(t,x) =

−4π
εv

∂
∂ t

∫ t−x/v

0
dt ′σ

(
t ′,v(t−t ′)

)
Ein

(
t ′,v(t−t ′)

) (6)

with the boundary and initial conditions:

Φ(t,0) = F(t), and Φ(x/v,x) = Ein(0,x)−A(0,x) = 0 .

Knowing the external field at any point, the field in the
whole external region can be determined, including the re-
gion close to the boundary:

Eex(t,x)−B(t,x) = Eex(t−x1/v,x+x1)+

−B(t−x1/v,x+x1) = F(t +x/v)
(7)

So it would be enough to obtain the solution for external
field close to the boundary at the points where |x| � vt.
Under this approximation, we can solve Eq. (6), hence ex-
pressing the internal field through the external one, because
the integral at the right-hand part of (6) will be equal to
F(t):

Φ′
x(t,x)+

2
v

Φ′
t(t,x)≈ 2F ′(t) . (8)
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After substitution of this equation solution into (3) we ob-
tain the conductivity time-dependence in the half-space de-
termined by the scattered field:

σ(t)
(

Eex(t−x/v,x)−E0(t−x/v,x)+E0(t,0)
)

=

= σ0A(0,0) ,
(9)

where σ0 = σ(0) is the known value of initial conductivity,
and x means an arbitrary point coordinate (not only |x| �
vt) inside the external region −vt < x < 0.

Pulse splitting with amplification by time-harmonic
conductivity of the reflecting half-space

For the rectangular pulse E0 = Θ(t−x/v)−Θ(t−x/v−
t0) scattering on the homogeneous half-space with time-
harmonic conductivity, computer analysis revealed the scat-
tered pulse features dependence on the conductivity fre-
quency. When it is comparable with reverse incident pulse
duration then the pulse of scattered field just changes a little
in its shape under the same duration.
When the conductivity frequency is more then four times as
much as reverse pulse duration, the scattered pulse has deep
valleys (Fig. 2). Their number grows with the frequency
increasing. Thus, it becomes a consequence of pulses with
joint duration less then that of the initial pulse. These
pulses amplitude can be more then ten times as much as that
of the initial pulse. The more is the conductivity frequency
(Fig. 3(a)), the more is the number of reflected field pulses
(Fig. 3(b)).

Fig. 3. Time-harmonic conductivity of the reflecting half-space
leading to (b) pulse splitting with amplification by

Pulse transformation by reflecting half-space with
conductivity changing with time as Bessel function

Bessel-type conductivity time-dependence provides the ini-
tial rectangular pulse transformation into a pulse with dura-
tion 10−3 as much as the initial one, following by reducing
oscillating tail (Fig. 4).
Such a pulse collapse can be also followed by the reflected
pulse amplification, as Fig. 5 shows.
Consider the same pulse scattering on the half-space with
time-splashing conductivity (Fig. 6(a)) with its time depen-
dence described by a difference of reducing exponents.
For the time less then a pulse duration after it began its
interaction with the half-space. Figure 6(b) shows the re-
flected pulse front which then will save its shape and size,

Fig. 4. Reflected pulse amplitude time-dependence for different
amplitudes of Bessel-type conductivity change(initial pulse length
=1 cm)

Fig. 5. Reflected pulse amplitude time-dependence for Bessel-
type conductivity change (initial pulse length = 0.5 cm)

moving with the correspondent to the medium light veloc-
ity (circle incision in Fig. 7). With time this pulse of a
small amplitude moving away from the boundary leaves a
field trace of a high amplitude (Fig.7). After the end of the
conductivity splash the trace amplitude decreases forming
so a splash-like pulse. The front of this pulse moves with a
velocity lower then that of light for the considered medium.
This trace evolution with time leads to its transformation

Fig. 6. Conductivity splash (a) and initial stage of the pulse
reflection (b)

Fig. 7. Reflected field front and trace
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Fig. 8. Short pulse formed from the reflected field trace

into a shot pulse of a very high amplitude which is like to
Dirac delta function as Fig. 8 shows.
Obtained solutions enable one to analyse a large number of
scattering on the transient conductive half-space problems.
Results for the special cases can be useful, for example, for
creation short pulses of high amplitude.
The obtained results demonstrate different possibilities of
initial pulse splitting or time-compression by time variation
of the reflecting medium.
They also show possibilities of the reflected pulse amplifi-
cation.
For the case of time-harmonic conductivity in the reflecting
half-space one can obtain an easy read information when
the modulated signal amplitude and frequency are trans-
lated into amplitudes and a number of pulses which are the
result of the initial pulse subdivision.

2D Problem

In 3D nonstationary media an integral equation for electro-
magnetic field is [5]:

EEE(t,rrr) = EEE1(t,rrr)−
2πσ
εv

(
graddiv− ∂ 2

∂ t2

)
×

×
∫ t

0
dt ′
∫ ∞

−∞
drrr ′σ(t ′,rrr ′)

Θ
(
t− t ′−|rrr−rrr ′|/v

)
|rrr−rrr ′|

EEE(t ′,rrr ′),

(10)

where rrr ≡ (x,y,z) and
|r−rrr ′|=

√
(x−x′)2 +(y−y′)2 +(z−z′)2.

For the considered 2D problem we assume σ(t, r) ≡
σ(t)Θ(x) and EEE = Ezkkk. In this case we have the following
scalar integral equation inside the transient region:
x≥ 0

Ein(t,x,y) = E1(t,x,y)+

−Θ(vt−x)
∫ t

t−x/v
dt ′σ(t ′)

∫ x+v(t−t ′)

x−v(t−t ′)
dx′G+

−Θ(x−vt)
∫ ∞

0
dt ′σ(t ′)

∫ x+v(t−t ′)

x−v(t−t ′)
dx′G+

−Θ(vt−x)
∫ t−x/v

0
dt ′σ(t ′)

∫ x+v(t−t ′)

0
dx′G (11)

where

G≡ 2π
εv

∫ y+
√

v2(t−t ′)−(x−x′)2

y−
√

v2(t−t ′)−(x−x′)2
dy′

ln
v(t− t ′)+

√
v2(t− t ′)2− (x−x′)2− (y−y′)2

v(t− t ′)−
√

v2(t− t ′)2− (x−x′)2− (y−y′)2
Ein(t

′,x′,y′)

and the following formula which expresses the external field
after the internal one:
x < 0

Ein(t,x,y) = E1(t,x,y)+

−Θ(vt+x)
∫ t+x/v

0
dt ′σ(t ′)

∫ v(t−t ′)−x

0
dx′G.

(12)

We are interested in the external field for which we also
can obtain a usual wave equation with constant coefficients
directly from Maxwell’s equations or from (12):(

∆− 1
v2

0

∂ 2

∂ t2

)
Eex(t,x,y) = 0. (13)

However, boundary conditions here will contain the un-
known internal field.
Carrying out the procedures analogous with those in 1D
problem solution, the following approximate integral equa-
tion for the function F determining the field on the bound-
ary as

E(t,0,y) = E1(t,0,y)+F(t,y)

can be obtained:

F(t,y) =
2π
εv

∫ t

0
dt ′

σ(t ′)
∫ y+v(t−t ′)

y−v(t−t ′)
dy′

F(t ′,y′)(y−y′)
v2(t− t ′)2− (y−y′)2 .

(14)

This equation can be solved numerically for concrete types
of the conductivity time-dependence using standard proce-
dures. After obtaining the field on the boundary, we can
estimate the reflected field by solving the wave equation
(13).
Estimating solution of this 2D problem has shown that there
will be the same effects of pulse splitting, compression and
amplification as in 1D problem.
These effects are not influenced later by multiply re-
reflection, because the obtained pulses of short duration
already does not feel the conductivity nonstationarity of
correspondingly low frequency. It means that for pulse
transformation by nonstationarity of the reflecting medium
in optical waveguide a homogeneous simultaneous change
of the conductivity is not necessary, but it is enough to
create local nonstationarity.
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Paper Recent advances
in PBG structures
Irena Yu. Vorgul and Marian Marciniak

Abstract — We propose a review of word science achieve-
ments in the extremely extended for the recent few years field
of photonic band gap structures. The review concerns both
theoretical and experimental investigations on PBG structures
toward fabrication of the most optimal ones for different ap-
plications. The attention is given to the obtained results as
well as to the used and developed methods.

Keywords — photonic band gap, photonic crystals, optical com-
munications.

Introduction

Modelling, development and application of photonic band
gap structures is now one of the most actual direction in
photonics and optical communication, involving into the re-
search a great number of scientists. A dozen years ago the
paper [1] by Yablonovich was published with suggestion
that structures with periodical spatial variation of refrac-
tive index could for some conditions exhibit a band of fre-
quencies within which electromagnetic wave propagation is
forbidden. The band was called a photonic band gap (PBG)
by analogy with an electronic gap in semiconductor crys-
tals [2]. We have not the aim to make a historical review
but want to stress on the recent investigation to classify
its main directions, applications and methods of modelling
and development.
By periodically structuring a material in one, two or three
dimensions one can fabricate new optical materials with
unusual properties. Such PBG crystals materials are of
great interest through the word because of their potential
applicability to development of new optoelectronic devices.
There are obvious such applications of PBG structures as
reflectors and narrow-band filters fabrication, for example
in a form of photonic crystal waveguide [3, 4].
Photonic band gaps have been both predicted and observed
in one, two and three-dimensional photonic crystals. The
challenge now is to design functional devices that exploit
the new freedom offered by photonic crystal engineering.
Optical fibre band-pass filters based on PBG crystals ful-
fil a very important role in optical fibre communication
systems. Together with the rapidly developing employ-
ment of wavelength division multiplexed optical commu-
nication systems, a renewed interest in the development of
advanced optical fibres for new applications has been seen.
The previous years research primarily included the further
development of the mature silica fibre technology to handle
amplification, dispersion compensation, nonlinearities etc.
Completely new fibre concepts have been introduced over

the past few years, among which is the photonic crystal
fibre (PCF) [5] to be one of the most interesting.
Although it has been possible to fabricate a variety of
band-pass filter components, ideal performance is difficult
to achieve. For practical applications of PBG structures
one needs not only to know the structure parameters and
operating characteristics for the chosen model but also to
identify quickly the influence of some key parameters be-
cause a model could not be perfect for real conditions of its
fabrication. All these induce an explosion of different ap-
proaches to solving the problems. Theoretical modelling as
well as experimental research goes in two directions. The
first one is analytical, numerical or experimental investiga-
tion of reflection and transmission characteristics for special
kinds of the structures and by this way an optimisation of
the structures parameters [6]. The second one is an inverse
problem approach using different theoretical and measuring
techniques to reconstruct the required geometric and mate-
rial characteristics, which provide the required optical field
transformation [7,15].
One of the main principles of the PBG crystals develop-
ment consists in introduction of microcavities into dielec-
tric. It is now well known [8] that microstructuring of di-
electric on the scale of the optical wavelength can strongly
alter the photonic density of states, producing what is ef-
fectively a new material with optical properties that differ
radically from those of the original dielectric [9–12]. It
is of particular interest to explore whether this can lead to
improved characteristics in devices made from commonly
used and well understood optoelectronic materials, where
performance limits have already been reached with conven-
tional techniques. For example, work is already underway
to improve III-V light emitting devices by incorporating
metal-free photonic-crystal-based microcavities that block
emission into unwanted modes [13]; and the microstruc-
turing of thin threads of silica glass has been shown to
lead to a revolutionary new type of optical fibre which is
„endlessly single-mode” irrespective of the wavelength of
excitation [5].
An important goal in the microlaser area is high-Q micro-
cavities of volume (8/2n)3 which support only one mode
within the gain bandwidth of the lasing medium [11]. A
photonic crystal with a true three-dimensional photonic
band gap and a single point defect can provide this. The
resulting efficient low-threshold lasers could be packed in
large numbers onto a single substrate.
We start the review from one-dimensional PBG structures,
which are access to consideration of three-dimensional
photonic crystals as well as are themselves of a great
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interest meaning different coating and other planar appli-
cations. Then the consideration will be given to multi-
dimensional. The obtained results and used methods will
be reviewed.

One-dimensional photonic crystals

The simplest photonic crystal is one-dimensional one,
which possesses the fundamental features of photonic crys-
tals in general [4]. This case corresponds to a periodic
multi-layered structure.
This type of PBG structures as well as quasi-periodical
ones is attractive for theoretical investigations. Classical
periodic layered structures were properly investigated the-
oretically and experimentally for different wavebands [14].
The conditions of wave propagation in them were defined
as well as their reflection characteristics. Detailed descrip-
tion of wave behaviour in them is a fundamental base for
all consequent investigations.
However, these structures are not ideal for practical applica-
tions and the development there is by increasing complexity
of the structures (as, for example, dual periodicity) toward
the improved model. The criteria for such an optimization
are the gap width and shape (preferably a rectangular-like
one) as well as the structure dispersion and simplicity for
fabrication.
Some other special requirement to the structure can be try-
ing to follow when the investigation is directed to their
special application. For example, the antireflection coating
with ultra-low reflectivity and broad bandwidth for semi-
conductor lasers and optoelectronic devices is one of the
most desired technologies in the field of modern optoelec-
tronics [15]. For semiconductor laser amplifiers a reflec-
tivity of less than 10−4 is required to suppress the Fabry-
Perot mode oscillation [16]. For wavelength-tunable exter-
nal cavity mode-locked semiconductor laser, less than 10−5

of ultra-low reflectivity is needed both to eliminate the sec-
ondary pulse generation and pulse broadening caused by
the residual internal reflectivity [17] and to avoid the axial-
mode instability [18]. Specifically, the WDM fiber-optic
communication systems can have a bandwidth nearing to
100 nm. The tunable laser sources suitable for testing such
systems must have comparable bandwidth and the corre-
spondent coating.
Paper [15] proposes a design procedure of broadband multi-
layer antireflection coatings for optical and optoelectronic
devices by numerical mappings on the optimization of the
four-layer antireflective coating using TiO2 and SiO2. The
numerical modelling for the considered inverse problem
showed that there are four candidate regions realizing broad
bandwidths. Preliminary experiments on the four-layer an-
tireflecting coating on glass and InP substrates showed the
broadband performance of the proposed design.
Planar structures could be combined forming so a 2D crys-
tal patterns which offer practical advantages in comparison
with classical 2D ones [8]. These advantages are that de-
fects, dislocations and so on are easily incorporated either

during or post-fabrication, and it is straightforward to ac-
cess points on the two-dimensional plane, for example, al-
lowing near-field probing of the modal microstructure. Pla-
nar photonic crystals can in fact be used in the design of
simpler microcavities, which support only one high-Q res-
onant mode [30]. While these structures also support many
modes that are coupled to the outside world, these unwanted
modes have very low Q-factors, reducing the amount of
spontaneous emission lost to them. Thus, the vacuum field
strength is enhanced in the desired high-Q mode, leading
in the case of lasers to a lowering of the threshold for stim-
ulated emission. Of course, unlike in a 3D photonic band
gap microcavity, diffractive losses increase as the cavities
get smaller, so that a compromise must be struck between
small volume and high efficiency.
A microcavity, based on a simple 1D photonic crystal
waveguide design, was recently reported with a volume of
0.055µm3 and a Q-factor of 265 [31,32]. It is important to
be clear about what is required of a two-dimensional planar
photonic crystal in each particular application. For exam-
ple, coexistence of waveguiding and strong 2D photonic
band gap effects may be desired, as in slow-wave struc-
tures (optical delay lines), two-dimensional DFB ring cav-
ity lasers or channel dropping filters [33]. In contrast, large
area vertical cavity surface-emitting lasers may be required
in which photonic crystal patterning is used to eliminate the
in-plane guiding just mentioned, or to stabilize the trans-
verse beam profiles. In the first case, in-plane waveguiding
is highly desirable; for the vertical cavity surface-emitting
lasers, however, one wants no in-plane guided modes and
a one high-Q stationary mode radiating vertically with a
designable extraction efficiency [13].
By periodically modulating the refractive index in one and
two dimensions it is possible to create a dielectric material
that behaves as a quasi-metal, i.e., a material that, within a
certain wavelength range, rejects all wavelengths and polar-
isation states for incidence from a medium of lower index
(e.g., air or water) [34]. This can be used to create a full
photonic band gap in a low index layer sandwiched between
two 1D quasi-metallic dielectric stacks [35].
So, for successful fabrication of different special devices
one should know not only spectral characteristics of the
considered structure but also other physical features of the
transformed by them field behaviour. Note, that what was
mentioned above on the optimization criteria for 1D PBG
crystals is also actual for multi-dimensional ones.

Quasi-periodic structures

Many researchers turned now to investigation of photonic
quasi-periodic structures [24]. It was noticed that small
deviations from periodicity could change sufficiently the
structure interaction with incident field. They can perform
properties of more sharp frequency filters as well as have
wider band gap with a shape more similar to rectangular
one in comparison with periodical structures.
In [24] the authors deal with the problem of diffrac-
tion of an electromagnetic wave by quasi-periodic multi-
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layered structures. They assume three alternating values of
the layers permittivity. When studying the reflectance of
1D photonic quasi-crystals numerically they noticed that
such structures could exhibit band gap at very large wave-
lengths. It is necessary still for the global thickness of the
structure to be no larger than the wavelength, but the mean
thickness of the layers is arbitrary small with respect to the
mean wavelength. As a consequence, semi-infinite pho-
tonic quasi-crystals cannot be homogenized and can behave
as a perfect mirror for arbitrary wavelengths. The stressed
result is like to one in diffraction experiments in the do-
main of x-ray crystals (so called Bragg spectrum consisting
of peaks, which reveal the existence of long-range order of
solids).
In [25] the gap phenomenon in a common case of aperi-
odic one-dimensional photonic crystals is investigated an-
alytically. Using a classical characterization of forbidden
bands, the authors show that it is possible to define a semi-
infinite crystal. They also precise the behaviour of the field
in the semi-infinite structure for wavelengths belonging to
a forbidden band. The goal of the taking research was to
characterize in a simple way the forbidden bands of wave-
lengths. The used approach is based on detailed explana-
tion of the field behaviour inside the crystal within the gaps.
A diffractional approach with introducing the transmission
matrix for a period is used.
A general way of specifying the forbidden bands consists
in considering periodic medium and in solving for eigenso-
lutions of the introduced wave operator. When the global
thickness of the medium is very large with respect to the
wavelength, it seems natural to consider that the structure is
semi-infinite. The semi-infinite medium has the advantage
over the infinite one that it allows at least the formulation
of the diffraction problem. In [25] the authors study the
limit of the reflection coefficient when the number of pe-
riods tends to infinity, but keeping a half-space free. The
preceding results is then applied to a structure whose pe-
riod consists of two layers. The numerical calculations for
this case enable one to suppose that the crystal behaves
homogeneously within the gap, because of the exponential
decrease of the field.

Pulse propagation through one-dimensional photonic
band gap structures

Rather a new interesting aspect in considering the 1D PBG
crystals is turned to pulse reflection and transmission [35].
An interest in the study of pulse propagation through one-
dimensional photonic band gap materials both theoretically
and experimentally grows rapidly. In particular, if an opti-
cal or microwave pulse is tuned with its carrier frequency
well inside the photonic band gap (stop-band), then pulse
tunneling takes place with a pseudo-super-luminal group
velocity, v > c. This curios result has been verified at the
single photonic level and reported in [36–38]. On the other
hand, if carrier frequency is tuned to one of the photonic
band-edge transmission resonances, then the group delay
is anomalously large,with a corresponding group velocity

v << c. This effect has been used in the development of a
new type of optical delay device [39-41].
In [35] the author considers the symmetries associated with
the group-velocity delay of pulse transmission and reflec-
tion in a one-dimensionally inhomogeneous, planar dielec-
tric structure. From the principles of energy and parity
conservation the author derives the generalized Stokes reci-
procity relation for such a slab. From these relations, he
obtains very general equations relating the group delay and
phases of the transmitted and reflected pulses.

Multi-dimensional PBG crystals

Modelling of multi-dimensional PBG structures meets
much more difficulties in comparison with 1D case. Ac-
tually, the high complexity of three-dimensional nanopro-
cessing has not allowed the fabrication of three-dimensional
photonic band gap structures working in the optical range
[43]. Within the microwave and sub-millimetre regime,
where fabrication is much simpler than in optical regime,
several three-dimensional structures have been suggested
[44,45]. An usual way in optics is to use 3D combinations
of 2D PBG structures [43,46].
2D PBG crystals (and 3D ones, consequently) are usually
made as a set of objects like rods [12] or a lattice with holes
[47]. Basically, photonic crystals are derived from periodic
structures, which exhibit photonic band gap due to their
periodicity. It is well known that the introduction of defects
in the periodic lattice generates localized electromagnetic
modes. Potential applications in many technological areas,
such as the development of efficient semiconductor light
emitters, filters, substrates for antennas in microwaves, and
lossless mirrors, have generated a growing interest in the
study of the properties of multi-dimensional photonic band
gap materials.
As there are many difficulties in such structures fabrication
in optical waverange to pick up an appropriate solution for
them experimentally by creation and testing the different
kind of ones. Therefore, many researchers have developed
theoretical and numerical techniques to study these periodic
or quasi-periodic structures.
Some of the developed techniques are converted from those
of electromagnetic diffraction theory as ones based on
transfer matrix approach [54,55]. They have nevertheless a
specific way of application in optical waverange. In the pa-
pers mentioned above, problems involving finite-size crys-
tals with defects are solved under the supercell approxi-
mation, replacing the nonperiodic structure by a periodic
one. These methods are applied in the frequency domain,
as well as the methods of the problem solution with varia-
tional principle [4,56]. In the latest papers the fields are ex-
panded in a set of harmonic waves and the resulting eigen-
value problem is solved for assumed small variations. In
[60] the problem is solved by different approach in time
domain.
The paper [12] presents a numerical study of two-
dimensional photonic structures of finite extension.
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Particularly, the authors consider the photonic crystal as a
finite set of parallel rods. A rigorous theory in which each
rod is characterized by its scattering matrix, which links
the diffracted field to the incoming one, is used. These
fields are represented by Fourier-Bessel expansion, which
is convenient for the considered cylindrical components of
the crystals. From translation properties of Bessel func-
tions the scattering problem is reduced to the resolution of
a linear system. The method is able to provide a complete
description of all electromagnetic quantities for crystals of
finite size, with short computation time and good preces-
sion. The authors demonstrate the developed numerical
tool on periodic structures with one and two defects. The
defects are obtained by removing some cylinders inside the
crystal in order to get microcavities. The calculation re-
sults from [12] were verified experimentally by other au-
thors [61] showing that the progress of technology makes
it possible to design such structures in optical domain.
The concept of band theory to describe the behaviour of
electromagnetic waves in 3D PBG structures was presented
in [57] proposing to apply the concept of reciprocal space,
Brillouin zones, dispersion relations etc. to electromagnetic
waves. The nearly free photon model is considered there
to solve the problem in the crystallography domain.
A theory on the resolution of the wave propagation equa-
tion in the reciprocal lattice domain after decomposing the
periodic distribution of the structure permittivity into its
Fourier series is presented in [58]. Numerical tools as, for
example, FDTD and FDFD are sometimes used [3, 59, 62,
65] when the considered structures are of small size being
used with other devices as waveguides or antennas, but they
works properly mainly in microwave domain.
Among theoretical techniques used to find resonant fre-
quencies of defect states, the real-space Green function ap-
proach turns out to be efficient [63, 64].
For microstructures (periodic ones as well as ones with de-
fects of the periodicity) an effective index model approach
is also available. It was used in [68] to investigate two-
dimensional honeycomb-rod PBG structure. The carried
out analysis showed that a relative in-plane band gap of
10% may be obtained for a structure characterized by a
rod dielectric constant of 13, air background, and a filling
fraction of 0.13. For this structure, it is found through the
application of an effective refractive-index model that prop-
agation for a single frequency may be inhibited over a solid
angle covering more than a half of the spontaneous emis-
sion from a narrow-linewidth point source. It was found
that it is necessary for the considered approach to take into
account the effective index dependence on frequency, as the
field concentrates in the high-index material for increasing
frequency.
Unfortunately, still there are no simple ways to predict the
stop-band frequency range. When a 3D structure consists
of two-dimensional sublattices it turns out that significant
properties of the 3D crystals are determined principally
by the characteristics of the 2D sublattices [55], and com-
putation of the latter properties is much less costly than

computing those of the 3D crystal directly. The paper [55]
considers a class of 3D photonic band gap materials formed
by interleaving of a pair of 2D lattices. The lattices uni-
form directions are assumed mutually orthogonal, that is
so called „woodpile” geometry is considered. It was con-
cluded there after numerical calculations that 2D square
lattices interleaving can provide the properties of full 3D
photonic band gap material.
A possibility of 3D confinement of light in low-dimensional
photonic crystals was reported in [67]. The authors show
theoretically that strong 3D confinement can be produced
in part by a photonic crystal, and in part by index confine-
ment. 2D photonic crystals in 3D optical environment were
studied experimentally and theoretically in [43]. Reflection
spectra of the crystal as a triangular lattice of cylindri-
cal holes in bulk silicon were measured over a wide range
of mid-infrared wavelengths by using a Fourier-transform
spectrometer with a convergent incident beam. Very high
reflection coefficients are demonstrated for the first-order
forbidden bands (reaching 98%). Comparing the results of
experimental and numerical investigation, the contributions
of different effects that degrade the reflector performances
are separated. The authors conclude that fabrication inho-
mogeneities such as the small roughness of the interface or
the hole-radius dispersion are shown to be the prime cause
of degradation as long as diffraction effects are weak.

Conclusion

The proposed brief review shows a great interest to PBG
materials and the research now is extended widely from mi-
crowaves domain into an optical one. The engineering of
photonic stop-bands and band gaps is opening up new op-
portunities in many areas of photonics and optoelectronics.
Improved operating characteristics, greater packing density
of devices (shrinkage of device dimensions from cm to
:m), and multi-functionality are among the benefits. New
methods for fabricating photonic crystals are continually
emerging.
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Paper Dielectric photonic quasi-crystals
with doubled quasi-periodicity

Irena Yu. Vorgul and Marian Marciniak

Abstract — Optical range electromagnetic field interaction
with inhomogeneous finite dielectric media is investigated.
New method for analysis of this interaction in 1D case based
on integral equations for fields in transient media is proposed.
Some special cases of quasi-periodical structures with doubled
quasi-periodicity are investigated numerically. A possibility to
obtain good filtering properties in such structures for small
number of quasi-periods is shown.

Keywords — photonic crystals, optical pulse transformation.

Introduction

In the last years research activities on photonic band gap
(PBG) structures as artificial periodic and quasi-periodic
structures whose transmission properties exhibit frequency
bands where the propagation of electromagnetic waves is
forbidden [1], becomes one of the most actual direction in
photonics and optical communication. It is known also that
such structures can display properties of bandpass filters by
disruption of the periodicity [2, 3]. Classical periodic lay-
ered structures was properly investigated theoretically and
experimentally for different wavebands [4, 5]. The condi-
tions of wave propagation in them were defined as well as
their reflection characteristics. Detailed description of wave
behaviour in them is a fundamental base for all consequent
investigations.
However, these structures are not ideal for practical appli-
cations and their development by increasing complexity of
the structures (as, for example, dual periodicity) is toward
the improved model. The criteria for such an optimization
are the gap width and shape (preferably a rectangular-like
one) as well as the structure dispersion and simplicity of
their fabrication.
One of the promising way of the improvement is to use not
periodical but quasi-periodical structures. Such structures
in a case of small shift of thickness of the layers compos-
ing the correspondent periodical structure were considered
in [6, 7].
In spite of impressive progress in the new and emerging
area of PBG engineering in recent years, their development
by increasing complexity of the structures (as, for example,
dual periodicity) toward the improved model is still actual.
The criteria for such an optimization are the gap width
and shape (preferably a rectangular-like one) as well as
the structure dispersion and simplicity of their fabrication.
There are a lot of works on periodical and quasi-periodical
structures with a great number of periods providing for
some bands of frequency a full wave reflection. We tried to
obtain a high reflection with sharp frequency spectrum from

quasi-periodical structures considering a small number of
layers, which is much more difficult to obtain but which
simplifies sufficiently the structure fabrication.
Previously, we considered mainly semi-infinite struc-
tures [8, 9]. In the present paper the investigation of 1D
quasi-periodic dielectric structures is carrying out toward
finding optimal structures for sharp frequency filter and
phase transformer. We consider a planar structure as a di-
electric layer with double-quasi-periodical permittivity. An
additional complexity of the structure allows to obtain high
reflection for a wide band or sharp resonances on defined
frequencies as well as a sufficient.

Problem formulation and solution

The considered dielectric layer 0≤ x≤ a has a permittivity
mathematically determined by

ε(x) =

=
N

∑
n=0

(
α−

(
1
β

)n)
[θ(x−an)−θ(x−a(n+1))]+

+
M

∑
m=0

(
γ−

(
1
η

)m)
[θ(x−bm)−θ(x−b(m+1))] ,

(1)

Fig. 1. Algorithm of analytical solving procedure for the problem
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Fig. 2. Permittivity profile in the layer (a); reflection coefficient amplitude in dependence on the incident wave frequency (b), (c);
reflection coefficient phase, equal to π at its maximum (d)

being essentially a superposition of two quasi-periodical
structures with the composing layers widths equal to a and
b, correspondingly, and slight deviation of the layers per-
mittivity from the periodical ones.
The problem is solved based on integral equations for elec-
tromagnetic fields in nonstationary media [10]. There are
some advantages in using this approach even for stationary
structures because the method is based on Volterra integral
equation which can be solved by iterations with improved
convergence unlike Friedholm and singular equations. So
we can easily control the obtained results accuracy. Initial
point of the problems solutions are Volterra integral equa-
tions [10] which can be obtained from Maxwell equation
for the electrical component of electromagnetic field ob-
tained by Green function of corresponding wave equation
with all nonstationarities picked up at its right hand part.
In the considered 1D case it has the following form: for
the internal field (x > 0, t > 0):

Ein(t,x) = E0(t,x)+

−θ(vt−x)
∫ t

t−x/v
dt′ j(t ′,x−v(t− t ′))+

−θ(x−vt)
∫ t

0
dt′ j(t ′,x−v(t− t ′))−

∫ t

0
dt′ j(t ′,x+v(t− t ′))

and for the external field (x < 0):

Eex(t,x) =

= B(t,x)−θ(vt+x)
∫ t+x/v

0
dt′ j(t ′,v(t− t ′)+x) ,

(2)

where j(t,x) = ∂
∂x

[
ε2(t,x)−ε1

ε1
Ein(t,x)

]
for dielectric

medium, θ is Heaviside step function and v = c/
√

ε .
Analytical iteration formula for the reflected field deter-
mined by the layer permittivity distribution was obtained
according to the scheme in Fig. 1. The iteration algo-
rithm was realized as a computer program enabling one to
investigate band gap and filtering properties of the consid-
ered structures reflection for transient and stationary (as a
long-time approximation for the transient one) cases. This
approach is worth to be used even in a case of a stationary
inhomogeneous layer, because for nonstationary problem
we have a Volterra-type integral equation, for which a con-
vergence of the iterative procedure is proved, so we can be
sure in the results.

Calculation results

Calculation for different layer parameters showed that for
big deviation of the structure permittivity from one of
the periodic structure the reflection coefficient oscillates
slightly about the value, which is not appropriate neither
for anti-reflection coating nor for a good reflector.
We considered big deviations of the structure permittivity
from one of periodic structure as well as small ones. In
the first case, we found the oscillations of the reflection
coefficient seeming not applicable to optical devices.
For small deviations of the structure from the periodical one
it is possible to choose such structure parameters which
provide good filtering and band gap characteristics of it
(Fig. 2).
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The reflection coefficient amplitude for the considered
structures with doubled quasi-periodicity exceeds its max-
imal value for simple quasi-periodical structures, as calcu-
lated by the same program supposing the existence of only
one sum in (1) (Fig. 3).

Fig. 3. Permittivity profile in the layer (a); reflection coefficient
amplitude in dependence on the incident wave frequency (b)

Conclusion
An additional complexity of the structure allows to obtain
high reflection for a wide band or sharp resonances on
defined frequencies as well as a sufficient reflected field
phase shift for some parameters combinations.
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Paper Reflection from layered dielectric
structures with combined regular

and random inhomogeneities
Michael A. Guzev and Gennadiy V. Popov

Abstract — Optical wave reflection from a layered half-space
with regular and random inhomogeneities where the regular
perturbations correspond to a linear waveguide near the half-
space boundary. Random inhomogeneities are simulated in
the frame of the white noise model. The problem is solved
analytically in a framework of the embedding method which
reduces a boundary problem to the problem with initial values
considering the field as a function of the half-space boundary
coordinate and obtaining then its solution as a steady-state
probability density of the reflection coefficient phase. Numer-
ical calculations revealed some features of the field behaviour
under the combined influence of regular and random inho-
mogeneities such as the reflection coefficient phase increasing
inhomogeneity from uniform distribution for small regular
inhomogeneities toward a strong peak at the phase equal to
π/2 for increasing ones, and some fine effects which are still
greater then the calculation accuracy.

Keywords — optical waveguides, layered structures.

Introduction

Dielectric layered media are widely used as optical field
transformers and reflectors. Particularly, artificial layered
media can serve as 1D PBG structure whose transmission
properties exhibit frequency bands where the propagation
is forbidden, or a frequency filter in a case of periodic
disturbance of the structure periodicity. Such structures
were usually considered as regularly inhomogeneous media.
There are two reasons for consideration of random inhomo-
geneities together with regular ones in such structures. The
first one is that on experimental graphical results one can
usually see irregular oscillations imposing on theoretically
estimated characteristics which suggests the idea of statis-
tical behaviour in addition to the regular one. The second
one follows from the well known fact that for 1D half-
space with random refraction index is ideal reflector for a
wave of any frequency. It allows to assume that considera-
tion of random inhomogeneities together with regular ones
can expose new possibilities of creation of structures with
properties of PBG crystals.
Random inhomogeneity in high-permittivity media can take
place due to interaction processes near the media layers
joints as well as the media internal properties appearing in
certain external conditions, particularly for nonlinear media
one can select a parameters area where its behaviour is
chaotic being applicable for a statistic description.

In this work, we consider a model of a stationary problem
of wave propagation in a layered half-space with regular and
random inhomogeneities with regular perturbations corre-
sponding to a linear waveguide near the half-space bound-
ary. Random inhomogeneities are simulated in the frame of
the white noise model. We analyze an influence of regular
and random inhomogeneities on probability distribution of
the reflection coefficient phase and the wavefield average
intensity at the boundary of the half-space.

Mathematical formulation of the
problem

We consider a randomly inhomogeneous slab occupying
the region L0 ≤ x≤ L. An incident field is assumed as a
plane harmonic wave E(t,x) = U0(x)e

iωt , U0(x) = eik(l−x) ,
propagating from the region x> L of a homogeneous space.
Inside the inhomogeneous slab the field amplitude U(x) is
described by Helmholtz equation

d2

dx2 U(x)+k2(x)U(x) = 0, (1)

where function k(x) characterizes regular and statistical in-
homogeneities of the medium. Boundary conditions for this
equation follows from continuity of U(x) and ∂U(x)/∂x on
the slab boundaries:

i
k

dU(x)
dx

+U(x)|x=L = 2

i
k

dU(x)
dx

−U(x)|x=L0
= 0.

(2)

For the problem (1), (2) we are interested in the statistical
characteristics of the wavefield when k(x) contains regular
and random components.
In previous works [1,2] we had shown that for a spectral
parameter comparable with a wave number, a reflection co-
efficient phase distribution is non-uniform. It can touch the
condition for average method applicability leading to false
results. So, it is important to investigate the influence of
the reflection coefficient phase distribution on field statis-
tical characteristics for determination and expansion of the
statistical theory frames.
The problem is solved analytically in a framework of the
embedding method which reduces a boundary problem to
the problem with initial values considering the field as a
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function of the half-space boundary coordinate and obtain-
ing then its solution as a steady-state probability density
of the reflection coefficient phase. Numerical calculation
is carried out then to reveal some features of the field be-
haviour.

Dynamical equations solution

Wavefield effects for the considered problem are determined
by scattering on inhomogeneities inside the medium and on
spatial jumps of k(L0) and k(L). We exclude the bound-
aries influence supposing that the medium occupies the
half-space x < L(L0 → ∞) and that the right boundary is
adjusted: k2 = k2(L) = k2

L.
Suppose that the wavefield U(x) = U(x,L) is a function of
the parameter L. Then in the framework of the embedding
method the boundary problem (1), (2) is reduced [3] to
the problem with initial values with respect to L, and the
equation for the reflection coefficient has the form:

dRL

dL
= 2ikLRL +

k′L
2kL

(
1−R2

L

)
, RL0

= 0 , (3)

where k′L /kL = ∂ lnkL/∂L.
After substitution the representation for the reflection co-
efficient as RL = ρLeiφL into (3) and taking into account
that the quantity ρL = 1 with probability equal to unit in
a case when the wave is incident on a random half-space
(L0 → ∞), the following differential equation for φL is ob-
tained:

dφL

dL
= 2kL−

k′L
kL

sinφL . (4)

Combined influence of regular and random inhomo-
geneities on reflection coefficient is considered for the ve-
locity profile as c(l) = c0 (1+αL+ ε(L)). It is linked with
k(L) by the relation k(L) = ω/c(L), where ω is a cyclic
frequency. Function ε(x) is supposed to be homogeneous
mean zero Gaussian process, that is 〈ε(x)〉 = 0; correla-
tion function B determined as Bεε(x,x′) = 〈ε(x)ε(x′)〉 =
σ2

ε B
(
|x−x′|/l0

)
, parameter σ2

ε characterizes the intensity
of fluctuations and l0 denotes a correlation radius. Regular
and random inhomogeneities are considered under a con-
dition that σ = |α/p| < 2, p = ω/c0. Assuming that the
fluctuations are small

(
σ2

ε << 1
)

and the regular profile is
a slow function of L, Eq. (4) can be written in a shortcut
form as follows:

dφL

dL
= 2p+(α +ξ (L))sinφL , ξ (L) =

∂ε(L)
∂L

. (5)

Function ξ (x) is the Gaussian process with the following
parameters:

〈ξ (x)〉= 0, Bξ ξ (x,x′) = 〈ξ (x)ξ (x′)〉=− ∂ 2

∂x2 Bξ ξ (x−x′).

Statistical analysis of Eq. (5) is carried out in the frame-
work of the approach of the works [1,2]. Its main ideas
are the follows: we introduce the variable zL = tanφL/2

instead of the phase; to simplify the further solution we
assume that ε(L) is the Gaussian random delta-correlated
process (conditions for applicability of this approximation
are considered in [3]). Then the steady-state probability
density P(z) of this value has the form

P(z) = h(z)P+(z)+h(−z)P−(z), (6)

where

P+(z) = h(z−−z)P1(z)+h(z−z−)h(z+−z)P2(z)+

+h(z−z+)P3(z), z> 0,

P1(z) = CA(z)
∫ z

0
dz1

(
z1−z−
z1−z+

)k
√

d

zk
√

d+4−1
1 ,

P2(z) = CA(z)
∫ z+

z
dz1

(
z1−z−
z1−z+

)k
√

d

zk
√

d+4−1
1 ,

P3(z) = CA(z)
∫ z

z+
dz1

(
z1−z−
z1−z+

)k
√

d

zk
√

d+4−1
1 ,

P−(z) = P1(z), z< 0,

A(z) =
1√

d+4

(z−z+)k
√

d−1(
z1−z+

)k
√

d+1
zk
√

d+4 ,

h is the Heaviside step-function and parameters are the fol-
lows: d = 16/σ2−4. The constant value C ≡ C(k,d) is
defined from the condition with the parameters k = p/8D
and D = p2 σ2

ε l0/2. The correspondent steady-state proba-
bility distribution of the phase φL defined within the interval
(−π,+π) can be obtained from (6) by the formula

P(φ) =
(
1+z2) P(z)/2 |z=tanφ/2 .

Discussion

We had shown that for a spectral parameter comparable
with a wave number, a reflection coefficient phase distribu-
tion is non-uniform. It can touch the condition for average
method applicability leading to false results. So it is impor-
tant to investigate the influence of the reflection coefficient
phase distribution on field statistical characteristics for de-
termination and expansion of the statistical theory frames.
Rigorous restriction for applicability of formula (6) is de-
fined by the condition α/D << 1. It makes possible to use
the shortcut Eq. (5) to describe the wavefield behaviour in a
medium with random and regular inhomogeneities. For the
limit cases as 1) k >> 1 and | σ |<< 1 and 2) | σ |→ 2 the
phase has the uniform distribution or fluctuates near the
deterministic solution φ∞ = π/2, correspondingly, which
agrees with the known results.
Computer analysis of P(z) behaviour was carried out for
three sufficiently different cases: (A) k = −3.13,σ = 0.1;
(B) k = −3.13,σ = 1.0 and (C) k = −3.13,σ = 1.9. It is
shown that the case A corresponds to the phase uniform
distribution. The case C describes the situation when the
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phase tends to the deterministic value π/2. To extract an
influence of the regular inhomogeneity on the probability
distribution it was calculated in absence of the inhomogene-
ity for different values of k. P(φ) maximum occured to be
displaced to the right when the parameter σ increases.
Calculation of the wavefield intensity on the boundary as
a function of σ for different values of k showed that the
results can be approximated by a linear function.
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Paper New method of numerical
modelling of optical field transformation
by inhomogeneous semiconductor layer

with time-varying parameters
Irena Yu.Vorgul and Marian Marciniak

Abstract — A time-domain model of a semiconductor layer
with time-dependent inhomogeneous permittivity or conduc-
tivity is investigated by solving direct and inverse problems
using a novel method, revealing a possibility of wavelength
shifting and other desirable optical field transformation, as
well as a remote diagnostics of fast time-varying inhomoge-
neous structures.

Keywords — optical field transformation, wavelength conver-
sion, nonlinear phenomena in semiconductor.

Optical field transformation like wavelength conversion and
others, being one of the main topics in optical communi-
cation, can be achieved with a number of methods. Re-
cent research in this field turns toward all-optical wave-
length conversion in semiconductor optical amplifiers us-
ing either cross-gain modulation, cross-phase modulation
or four-wave mixing.
Media with time-varying parameters can also be used to
obtain a desirable field transformation, and combination
of temporal and spatial variations here give an extended
possibility for it.
In the present paper we consider a model of the transform-
ing structure as a finite 1D layer with arbitrary temporal
and spatial (along one coordinate) dependencies of its per-
mittivity or conductivity. Direct and inverse problems are
considered, toward such structure synthesis and diagnostics.
A novel method, common for solving inverse and direct
problems of electromagnetic field scattering on 1D finite
structures with arbitrary temporal and spatial dependencies
of their parameters (permittivity or conductivity), is pro-
posed. Its schematic algorithm is shown in Fig. 1. It is
based on integral equations for electromagnetic field ob-
tained by evolutionary approach assuming that the nonsta-
tionarity starts at a certain time moment. Represent a con-
ducting current function as an expansion into series of step-
functions on spatial coordinate with transient coefficients
like the following:

j(t,x) =
m

∑
k=0

Sk(t) θ(x−ak) , (1)

where mmax= Integer(vt/a) (maximum integer number of
this ratio). It means that we divide the conducting current
function into thin sub-layers in which it is homogeneous
being however nonstationary (Fig. 2).

Fig. 1. Algorithm of the novel method common for solving the
inverse and direct problems

Fig. 2. Illustration of the current representation by homogeneous
transient sub-layers
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Then it is possible to obtain the internal field (that is the
field inside the transient inhomogeneous medium) expres-
sion after the external one (the external region outside the
scattering medium is assumed being stationary and homo-
geneous). After substitution of this expression into the
initial integral equation for the internal field, we have an
equation which connect the external field and the scattering
medium parameters. This equation can be solved analyt-
ically for both inverse and direct problems. That is, one
can obtain its exact solutions for the medium parameters
temporal and spatial dependencies determined after the ex-
ternal field as well as for the external field determined after
these parameters.
The solutions are represented as finite sums. The proposed
method was realized in computer programs. Its conver-
gence is rigorously proved due to the extension into the
full series of orthogonal functions. Another its advantage
is that it enables one to consider scattering of any incident
fields on such transient inhomogeneous structures including
harmonic waves, pulses and others. The inverse problems
technique can be used for solving the problems of the struc-
tures synthesis to obtain a required scattered field as well
as for diagnostic problems of retrieval of the scatter char-
acteristics by the reflected field (remote sensing). In the
latest case calculations showed that the used technique is
stable to the input data noises being so a promising one for
measurements processing.
Some special cases of the inverse and direct problems were
calculated such as layered structures with time-dependent
conductivity or permittivity, retrieval of the parameters pro-
viding the incident field frequency shift and others. As
an example, calculated spectrum of the field reflected from
quasi-periodical structure with temporal permittivity is pre-
sented in Fig. 3, showing a possibility to obtain high reflec-
tion not only at the incident wave frequency (the incident
field was assumed as a plane harmonic wave) but also for

Fig. 3. Reflected field spectrum for transient structure for small t

a wide range of frequencies, forming so by reflection from
such a structure not only waves of other frequencies but
also optical pulses.

Conclusions

The proposed new method for determination of transient 1D
media parameters by the reflected field reveals a possibil-
ity of optical field transformation by structures like metal-
dielectric-semiconductor diodes and pulse-induced tempo-
ral reflectors. Such an induced transient structure can be
used as a field transformer for a wide range of medium
properties, when considering field interactions with them.
Theoretical modelling performed and consequent numeri-
cal modelling shows different possibilities of an incident
field transformation by reflecting from such structures, like
frequency shift, pulse collapse, etc.
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Paper Side lobes reducing by variation
of array apperture edge shape

Nikolay N. Gorobets, Yury N. Gorobets, and Victor I. Kiyko

Abstract — A possibility of side lobes level reducing in plane
antenna array by creation of aperture comb edge in arrays
with rectangular and circular aperture shape together with
usage of different types of reducing to the array edges ampli-
tude distributions is investigated by computer analysis. It is
shown that usage of the comb structure in combination with
the reducing amplitude distribution enables one to reach the
side lobes level reducing in the array to −27÷−29dB.

Keywords — phone antenna arrays, side lobes level reducing

For different practical applications a problem of develop-
ment of plane antenna arrays with low side lobes level
(SLL) arises. This problem can be solved forming a re-
ducing amplitude distribution of field sources in the array
aperture by reducing of the field amplitude on array ele-
ments with approaching to the array edge as well as by
reducing the radiators number toward the array edges by
using 8-angle, rhombic or circular shape of it.
Another way to realize the reducing amplitude distribution
toward the array edges by reducing the radiators number is
the radiators thinning out toward the array edge. Such a
thinning out can be realized accidentally or periodically.
The presented paper is a sequel of the work started in [1] on
computer analysis of a possibility to reduce SLL of plane
waveguide-slot antenna arrays.

Fig. 1. SLL distribution in rectangular array with comb

Consider a case when the discussed in [1] rectangular array
edge which is parallel to y-axis has not a regular shape but
is designed as a comb with grooves length equal to Nh,
where Nh is an integer number of the radiators excluded
from the array alternately starting from its edge (antenna
scheme in Fig. 1).
Let us analyse this antenna array characteristics in depen-
dence on the groove length Nh. Firstly, we investigate a
case of constant amplitude distribution of the field sources
along the array elements. In Fig. 1 the distributions of
maximal side lobe level in the plane ϕ = 0 are shown.
This is what was to be expected that in the plane ϕ = 0 the
increase of the groove length leads to fast reducing of the
maximal side lobe level from -13.2 dB for the array with
regular aperture edge to -20.5 dB for Nh = 7. This is a case
when the grooves length is equal to a quarter of the array
length. Because the second side lobe level increases as a
function of the groove length the maximal side lobe level
is also enhanced. Moreover, the antenna Radiation Pattern
(RP) is enhanced on 16.5%. In the plane ϕ = 45◦, the side
lobes keep up their level lower then −27dB whereas in
the plane ϕ = 90◦ one can observe a considerable reducing
of the side lobe on 0.7dB. The radiators number in such
an array for Nh = 7 reduces on 23% in comparison with
a square closely filled array.
Let us apply the reducing amplitude distribution to the rec-
tangular antenna array with aregular comb on its edge. We
limit our investigation to the directivity characteristics only
in the plane ϕ = 0, that is in the plane where an influence
of the comb structure of the array aperture edge is suffi-
cient. The analysis of side lobes level dependence on the
groove length Nh under sine amplitude distribution shows
that a maximal comb efficiently here is reached only when
the groove length is equal to 5÷ 7 radiators. The field
amplitude on the edge array elements is lower then 0.5.
Dependence of the side lobe level on parameter A0 for the
comb grooves length values equal to 0, 6 and 7 radiators is
shown in Fig. 2.
One can see that for the antenna array with the comb edge
of aperture under the grooves length equal to 6÷7 radiators
and for the sine amplitude distribution with A0 = 0.1÷0.2
it is possible to obtain the side lobes suppression till the
level −26dB, which is on 2.5dB more then for the same
array without comb [1]. RP width here increases from 2.4◦

to 3.4◦ and the radiators number is reduced on 20÷23%.
For the case of exponential distribution the same calculation
shows that minimal side lobe is reached under the grooves
length Nh = 5 and field amplitude on the edge array ele-
ments within the limits 0.2 ÷ 0.6. The side lobe level here
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Fig. 2. SLL distribution in array with a comb and a sine ampli-
tude distribution

for A0 = 0.4 is equal to −26.7dB. This level of maximal
side lobe can be reduced more if one can provide a uniform
reducing of the amplitude distribution along the columns.
On the border between the array regular part and its comb
part an amplitude distribution jump takes place. It can be
seen in Fig. 3a which is a plot of the field amplitude dis-
tribution in the array columns for the comb grooves length
Nh = 5 and for the exponential amplitude distribution on
the array elements (solid curve). To obtain the minimal
side lobe the amplitude distribution in the array should be
close to linear one. To eliminate the amplitude distribution
jump is possible by two ways: to make a transfer from the
regular part of the array to the comb one more smooth (for
this it is necessary to change periodically the comb grooves
length on one radiator) or to use a complex combined am-
plitude distribution, for example the exponential one on the
regular array part and sine one on the comb part. RP in
the plane ϕ = 0 for the case of the array with a smooth
periodic changing of the comb grooves length is shown in
Fig. 3b, where the solid curve corresponds to the case of
the regular comb with the grooves length Nh = 5, whereas
the dashed curve corresponds to the irregular comb with
alternating grooves Nh = 5 and Nh = 4.
The correspondent amplitude distribution for the later case
is plotted in Fig. 3a by a dashed line. One can see that
in the array with irregular comb the maximal side lobe
level is reduced to −29dB. However, in that case the re-
ducing of the maximal side lobe level is due to reducing
the level of the third side lobe from −26.7dB to −30dB
under a simultaneous increase of the first and the second

Fig. 3. Amplitude distribution on the columns of the rectangular
array with comb under exponential amplitude distribution on the
array elements for different grooves length (a) and the correspon-
dent RP (b)

side lobes from −32dB to −29dB. Therefor, if one uses
sharp-directed isolated radiators in the considered plane, it
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is preferable to use the regular comb because far side lobe
here suppresses RP of the isolated radiator.
So, for all considered cases of the side lobes reducing in
the rectangular antenna array, application of the array with
the irregular comb aperture edge and exponential amplitude
distribution provides the most suppression of the side lobes.
The side lobe here reduces from −13.4dB to −29dB under
increasing the RP width on 28% when the radiators number
reduces on 18%.
Figure 1 shows a scheme of the rectangular array with reg-
ular comb on its edge. One can easily see that such a
structure provides the side lobes level reducing only in one
plane. To provide the side lobe suppression in orthogonal
plane for ϕ = 90◦ it is necessary to obtain a reducing to-
ward the edges amplitude distribution in this plane. Such
a distribution can be obtained making the irregular comb
with increasing grooves length toward the array edge (see
the antenna scheme in Fig. 4).

Fig. 4. SLL distribution in rectangular array with uniformly
varying comb

Further we analyse the antenna array in which the grooves
length of each even line varies from the array centre toward
its edge on the value dH. Figure 4 shows the maximal
side lobes level as a function of the parameter dH in the
plane ϕ = 0 (solid lines) and in the plane ϕ = 90◦ (dashed
lines). In the plane ϕ = 45◦ the side lobes level does not
exceed −24dB. As one can see from the figure, in the
square array with irregular comb under maximal length of
the edge grooves reaching a half of the array length (dH =
2), and for constant amplitude distribution on all radiators
one managed to obtain RP symmetrical on all angles (with

the side lobes level not higher then −19dB. RP width here
is maximal in the plane ϕ = 0 being equal to 2.7◦. The
radiators number in this case reduces on 30%.
Use the reducing toward the array edges amplitude dis-
tribution of the array on its elements. For sine amplitude
distribution in the main planes ϕ = 0 and ϕ = 90◦ the more
the comb grooves length, the less the side lobes level reduc-
ing to −20÷−30dB in dependence on the parameter A0,
whereas in the diagonal plane ϕ = 45◦ situation is quite the
opposite: the more dH the more the side lobe level. Max-
imal side lobe suppression in all these three cross-sections
can be observed for dH = 2.0. The same for all these
three cross-sections level of the side lobes, being equal to
−25.5dB, takes place for A0 = 0.5, whereas maximal side
lobes suppression up to −32dB in the main planes can be
obtained for A0 = 0.2.
For exponential amplitude distribution a dependence of the
side lobes level on dH for different A0 has more complicated
character. In this case minimal (equal to −22dB) side lobes
in the main cross-sections can be obtained for dH = 2.0
and A0 = 0.3÷0.6, whereas in the diagonal cross-section
the side lobes level for the same conditions is equal to
−25÷−27dB.
Let us investigate a circular antenna array with a comb
aperture edge and a constant field amplitude on all radiators.
Firstly, consider the case when the comb grooves length is
the same for all grooves. Such an array scheme is shown in
Fig. 5b for Nh = 7. Figure 5a shows the maximal side lobes
level as a function of the grooves length Nh in the cross-
section ϕ = 0,45◦,90◦. One can see that RP with axis-
symmetrical side lobes is obtained for the grooves length
equal to 8÷ 9 radiators. The value of the maximal side
lobe level here is equal to −22÷−23dB and RP width
is within the limits 2.89÷3.3◦. The number of radiating
elements in this array is equal to 49% in comparison with
the initial square closely filled array. Figure 5b shows RP
of this antenna array in three cross-sections ϕ = 0,45◦,90◦.
In the case when the comb grooves length in the circular
antenna array is uniformly increased on the value dH by
approaching to the array edge, the minimal side lobe level
is more then in the former case on 3÷4dB, but RP width
in the later case is less then that in the former case on about
20%.
Apply the amplitude distribution reducing toward the edges
to the circular antenna array. Firstly, we consider the case
of the array with equal length of all comb groves Nh and
sine amplitude distribution on the array elements. Calcu-
lation results show that axial symmetry for the side lobes
under their minimal values takes place in the antenna ar-
ray with the grooves length Nh being within the limits 8 ÷
9 radiators. In Fig. 6, the side lobes levels as a function
of A0 for three planes ϕ = 0,45◦,90◦ under Nh equal to
8 (solid lines) and to 9 (dashed lines) elements are plot-
ted. These figures analysis leads to a conclusion that axis-
symmetrical RP with the same level of the side lobes in all
three cross-sections cannot be designed in this case. The
main cross-sections ϕ = 0 and 90◦ are determining here
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Fig. 5. SLL in circular array with comb under a constant am-
plitude distribution on the array elements for three observation
planes (a) and the correspondent RP for Nh = 8 (b)

and minimal possible side lobe level is determined by its
value in the plane ϕ = 90◦ being equal to −27.3dB for
Nh = 9 and A0 = 0.1÷0.2. RP width in this case is equal
to 3.72÷3.29◦ for the angle ϕ = 90◦.
In the case of exponential amplitude distribution, the side
lobes level is equal to −24.8dB which is more then the
same in the case of sine amplitude distribution.
The analysis of circular antenna array for the irregular comb
and reducing sine amplitude distribution shows that the
minimal side lobe in three cross-sections can be obtained
when dH = 1.5 and A0 = 0.1÷1.15and is equal to −23dB.

Fig. 6. SLL distribution in circular array with the comb for sine
amplitude distribution

In the case of exponential amplitude distribution the min-
imal side lobe level in all these three cross-sections for
dH = 0.5 and A0 = 0.35 is also equal to −23dB, ϕ = 90◦.

The main results of the analysis of various shapes and filling
densities of the array aperture calculated in order to obtain
optimal side lobes level are shown in Table 1. In these
cases the optimal antenna array is which provides (wherever
it is possible) the axis – symmetrical (for the side lobes)
radiation pattern. So, for the different planes determined
by ϕ (for each case of the considered antenna arrays) the
parameters which enable one to obtain the limit reached
side lobes level much less then those in the optimal case
exist.

If the axi-symmetrical (for the side lobes) radiation pattern
is needed then the minimal possible side lobes equal to
−27dB can be obtained by means of the circular antenna
array with regular comb on its edge and sine amplitude
distribution. RP width in this case increases on about 50%
whereas the radiators number reduces on 54% in compar-
ison with the square regularly filled array. The same ar-
ray with the exponential amplitude distribution provide ap-
proximately the same side lobes level but more narrow RP
(on 4%) and radiating elements number increases on 5%
in comparison with the previous case.

If we need to obtain the minimal possible side lobes level
only in one plane then it is preferable to use the square array
with irregular comb and exponential amplitude distribution.
In this case the side lobes level is equal to −29dB under
RP width equal to 3.2◦. The elements number here is 85%
in comparison with that of the initial array.
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Table 1
Parameters and characteristics of the array

Shape of antenna array aperture

Parameters
and characteristics

of the array
Without comb Regular comb

Comb with
uniformely
increasing

length of grooves

Irregular
comb

Square 8-angle Circular Square Circular Square Circular Square

Uniform

SLL [dB] -13.2 -17.5 -17.8 -20.3 -23.5 -19.0 -19.0
2∆θ , [◦] 2.34 2.73 2.8 2.82 3.0 2.7 2.5

A0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
N 960 820 634 736 440 672 528

N/N0 [%] 85 66 77 46 70 55
M, Nh, dH 13 7 7 2 2

SIN

SLL [dB] -23.3 -24.4 -25.5 -27.3 -25.5 -23.0
2∆θ , [◦] 3.2 3.39 3.48 3.5 3.0 3.35

A0 0.1 0.1 0.2 0.2 0.5 0.12
N 960 634 736 440 672 578

N/N0 [%] 66 77 46 70 60
M, Nh, dH 7 8 2 1.5

EXP

SLL [dB] -20.2 -23.8 -26.7 -24.8 -22.0 -23.0 -29.0
2∆θ , [◦] 2.95 3.04 3.24 3.3 2.9 3.3 3.2

A0 0.3 0.5 0.4 0.5 0.45 0.35 0.4
N 960 634 800 462 672 632 816

N/N0 [%] 66 83 48 70 66 85
M, Nh, dH 5 7 2 0.5 4-5
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