




Preface
The special issue of the Journal of Telecommunications and Information Technology is de-
voted to the 15th International Conference on Microwaves, Radar and Wireless Com-
munications MIKON’04, which was held on 17–19 May 2004 in Warsaw. The event is
widely considered one of the highest ranking microwave conference. Expressing my grati-
tude towards the Editorial Board, I would like to present a brief history of the Conference
as well as a short summary of last year’s MIKON.

It is worth pointing out that the success of last year’s conference should be perceived in
the light of MIKON’s 35-year long history. It started in 1969 as a microwave solid state
technology conference MECS and in 1983 it was transformed and renamed into a microwave
conference. All over the years, MIKON has been continuously modified and expanded.
The first nine conferences were national assemblies of the Polish microwave community,
organized every two or three years with only a limited number of invited foreign guests. In
1994 MIKON received the international status. Since then it has been organised biannually
in May under the auspices of two parent institutions: the Polish Academy of Sciences, being
the original one, and the new one – the Institute of Electrical and Electronics Engineers,
and is hosted by various Polish cities – biggest research and culture centres. Due to the
fact that telecommunications and radar technology are the principal driving forces behind
microwave research, in 1998 MIKON was extended once again and since then has been
held as an international conference on microwaves, radar and wireless communications.
Nowadays, MIKON assembles the whole Polish microwave and radiolocation community as
well as numerous representatives of our immediate neighbors. It is also privileged to host
the leaders of other foreign research centres collaborating with Poland as well as scientists
of Polish origin, now working and living abroad. Almost 140 papers were presented during
MIKON-1994 as well as for the MIKON-1996. Each of the following three conferences
in Cracow (1998), Wrocław (2000) and Gdańsk (2002) featured about 190 papers, making
MIKON one of leading events in Europe.

In 2004 MIKON moved to Warsaw, with the record number of 234 papers accepted for pre-
sentation: 105 from Poland and, what we highly appreciate, 129 of those come from abroad,
from 31 countries. These figures are certainly indicative of the enhanced international
dimension of MIKON. The majority of foreign papers were submitted by the neighboring
countries – Russia, Ukraine, Germany, Sweden and Lithuania as well as other European



countries including France, Italy and the Netherlands. From overseas, the largest number of
papers came from Australia and the USA. Out of the accepted papers, 137 were oral and
97 poster presentations. The MIKON-2004 program comprised 36 sessions in total. The
number of contributions from the area of wireless communications and antennas had been
constantly increasing, and last year 10 sessions were organized on these subjects. Traditional
MIKON topics such as CAD methods, measurement techniques, active and passive compo-
nents were also very well covered. Although millimetre technology, integrated circuits and
optoelectronics have attracted less interest in regular papers, they were well represented by
invited speakers.

The MIKON-2004 was for the eighth time organized by the Telecommunications Research
Institute (PIT). Celebrating already its 70th anniversary, PIT is nowadays the leading re-
search centre in radar technology, assembling the biggest group of microwave specialists
in Poland. Large scale research collaboration with various technical universities has facil-
itated the development by PIT of high quality advanced systems, also well known on the
international market. PIT will also be the organizer of MIKON-2006 in Cracow.

This year’s MIKON constituted the kernel of the Microwave and Radar Week-2004 in
Poland (17–21 May), which was comprised, besides MIKON, of the following events: the
5th International Radar Symposium, the 17th International Conference on Electromagnetic
Fields and Materials and the East-West Workshop on Advanced Techniques in Electromag-
netics. A total number of 506 participants from 40 countries attended the whole Week, for
which 374 papers were presented.

The Polish microwave and radar community felt privileged to have many distinguished guests
among the Conference participants. We took the chance of listening to welcome addresses
given by Prof. Michał Kleiber, Minister of Scientific Research and Information Technology,
IEEE MTT 2004 President, Prof. Robert Trew and Prof. Władysław Włosiński of the Polish
Academy of Sciences. Furthermore, six distinguished members of the MIKON community
were presented with special certificates of appreciation in recognition of their outstanding
contributions to the technical program of the Conferences over the years as well as the
promotion of MIKON among the world’s microwave and radar community.

Last year’s Conference hosted a strong representation of young authors. MIKON-2004 con-
tinued the Young Scientist Contest addressed to young engineers and Ph.D. students. In
whole, 83 papers of young authors were submitted for the competition, over half of which
came from abroad. The prizes were founded by the European Microwave Association, IEEE
AP/AES/MTT Joint Chapter of Poland Section and the Polish Academy of Sciences.

This special issue comprises 15 papers, chosen from those presented by young authors.
A significant number of the papers is devoted to the analysis and design of antennas and
antenna arrays (particularly for mobile communication systems). Another group of papers
focuses on new microwave measurement techniques as well as advanced numerical methods
and modelling in electrodynamics. Finally, the areas of microwave photonics and lightweight
technology are also represented.

It is my hope that this volume addresses issues of interest to the Readers and will prove
relevant in terms of practical application.

Józef Modelski
Guest Editor



Paper Ultra-wideband radar targets

discrimination based on discrete

E-pulse synthesis
Andrey Aleksandrov, Timophey Shevgunov, Andrey Baev, and Yury Kuznetsov

Abstract—A frequency domain approach to the E-pulse radar

target discrimination technique is introduced. This approach

allows the interpretation of E-pulse phenomenon via the

E-pulse spectrum. The discrete E-pulse and its relation to

continuous E-pulse are shown. The addition of extra zeroes

to E-pulse structure has been suggested and its influence on

the increasing of discrimination accuracy has been proved.

The results of discrimination scheme digital simulation by us-

ing the characteristic E-pulse parameters for known targets

are presented.

Keywords— radar target recognition, signal processing.

1. Introduction

A growing interest in the target discrimination methods us-

ing ultra-wideband target response has been arisen recently.

Ultra-wideband radar proposes using sharp pulses with du-

ration about units of nanoseconds. These pulses excite elec-

tromagnetic oscillations in the target defined by geometric

range and form of it. According to the Baum’s singularity

expansion method (SEM) [1], which provides the neces-

sary mathematical formulation for describing the transient

behavior of conducting targets, scattered target response

can be represented as a sum of damped oscillations:

y(t) = x(t)+w(t)

=
K

∑
k=1

Ake−σkt cos(ωkt +ϕk)+w(t) , (1)

where sk = σk + jωk is the kth aspect-independent natu-

ral complex frequency of the target, and Ak and ϕk are

the aspect- and excitation-dependent amplitude and phase

of the kth target mode, respectively, w(t) is an additive

Gaussian band-limited noise. The number of natural res-

onances K is determined by the finite frequency content

of the waveform exciting the target and by the geometrical

shape of the object.

The identification methods using in the ultra-wideband

radar can be divided into parametric and non-parametric.

Parametric methods consist in the estimation of the tar-

get specified features based on as its natural frequencies

in the measured response [2]. Determined parameters can

be compared to the known parameters of the targets in-

cluded in the database and identification decision can be

made relaying on it. The main part of these methods con-

sists – of feature extraction technique: Prony’s method,

pencil-of-function method or ESPRIT.

Another way of the ultra-wideband target discrimination is

the E-pulse method [3]. This method offers to fit special

signal (E-pulse) to the target response so the convolution of

the response and the signal is minimum (or equal to zero in

the ideal case) at the time period determined by the signal

parameters. Frequency domain method for the synthesis

of the discrete subsectional E-pulse is described in this

paper.

The paper is organized as follows. In Section 2, the fre-

quency domain E-pulse method is presented. Section 3 de-

scribes the discrete E-pulse synthesis. The model chosen

for simulation and the parameter for estimation the identi-

fication quality are introduced in Section 4. The results of

digital simulation are presented in Section 5. Concluding

remarks are drawn in Section 6.

2. Frequency domain E-pulse method

E-pulse is a special waveform which fitted for target re-

sponse in such a way that its convolution with the response

gives zero since the certain moment:

c(t) = e(t) · x(t) = 0 t > TL . (2)

There TL may be chosen equal to zero or positive value rea-

sonably. Frequency domain approach [4] allows the con-

volution (2) to be written in the form

c(t) =
K

∑
k=1

Ak
∣∣E(sk)|e

−σkt cos(ωkt +ψk), t > TL , (3)

where

E(s) = L{e(t)} =

TE∫

0

e(t)e−stdt (4)

is the Laplace transform of a finite duration (TE ≤ TL)

E-pulse waveform, and

ψk = ϕk + arg
(
E(sk)

)
. (5)

Now, equality c(t) to zero for t > TL requires:

E(sk) = E(s∗k) = 0, 1 ≤ k ≤ K . (6)
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The expression written above clears the way to various

synthesis possibilities. It is enough to set the desired

E-pulse waveform with some unknown parameters and

in accordance with chosen TL. Next step is the equa-

tion set composition which solution makes all the pa-

rameters determined and the E-pulse will consider to be

found.

We’ve tried to analyze (6) itself to state the necessary con-

dition for all synthesized waveform to be E-pulse. Under-

standing of the E-pulse as a finite duration waveform means

that its Laplace transform doesn’t consist of any poles and

can be generally represented as a polynomial of s. There-

fore the values of s making the polynomial E(s) vanish are

its roots by definition. Consequently E-pulse indispensable

condition is zero arrangement on the s-plane providing its

matching with the poles of the target response E-pulse is

constructed for:

Enec(s) =
K

∏
k=1

(s− sk)(s− s∗k) . (7)

But the attempt of utilizing the waveform which Laplace

transform includes only the necessary zeroes has no sense

because of the inverse transformation of such polyno-

mial (7) contains high order derivatives of delta-function.

This case agrees with TL = 0 consequently the application

of E-pulse waveform providing TL > 0 is evident. Hence it

requires the adding of extra zeroes covered by the specified

waveform synthesis scheme chosen to create E-pulse. Dif-

ferent schemes assign different rules for zero addition and

make its placing on the s-plane various.

Generally E-pulse can be defined as an arbitrary waveform.

However the E-pulse proposes to be expressed as a sum

e(t) =
M

∑
m=0

fm(αm, t) , (8)

where fm(αm, t) is the mth basis function, αm describes

the function parameters that can vary in order to pro-

vide (2), and a number of basis function used to construct

the extinction component is defined by M. A very use-

ful application results from using subsectional basis func-

tion [8]:

fm(αm, t) =

{
g(αm, t−m∆), m∆ ≤ t ≤ (m+1)∆

0, elswhere,
(9)

where g(t) is a Laplace transformable function and ∆ is the

section width. If g(t) assumes to be delta-function δ (t) the

E-pulse will be written:

ed(t) =
M

∑
m=0

αmδ (t −m∆) . (10)

This case corresponds to the degenerate E-pulse that can be

considered as a specific model for phenomenon explanation.

For considered poles model (1) the zeroes of ed(t) can be

found:

s01r = σ1 + j
2π
∆

r, r = 0, ±1, ±2, . . . (11)

s0kr = σk + j
(2π

∆
r±ωk

)
, k = 2,K (12)

∆ =
pπ
ω1

, p = 1, 2, . . . (13)

where ω1 is the maximum of ωk. This case writes the

natural E-pulse described in [5]. Otherwise section width

∆ is chosen freely the zeroes are located by

s0kr = σk + j

(
2π
∆

r±ωk

)
, k = 1,K, r ∈ Z (14)

and such E-pulse is called forced. Natural E-pulse only

exists for discrete range of section width ∆ while forced

E-pulse being doesn’t depend on ∆.

The example applied often is the rectangular E-pulse that

can be obtained by integrating ed(t). This case suggests

the constant function g(t) = α . Then

fm(t) =

{
αm, m∆ ≤ t ≤ (m+1)∆

0, elsewhere.
(15)

Since the basis function are defined the equation set can be

composed to find the unknown parameters αm and after it’s

solved E-pulse will construct.

3. Discrete E-pulse synthesis

The advantage of digital signal processing can be success-

fully applied for E-pulse technique. Since the sampling

procedure leads to mapping s-plane zeroes and poles onto

z-plane via

z = exp(pTs) , (16)

where Ts is a period of sampling. Now the section width

should obviously be equal to integer number of periods Ts.

Natural E-pulse zeroes allocation on z-plane can be re-

ceived by applying the transformation (16) to the expres-

sions (11–13):

z01r = exp(σ1Ts)exp

(
j
2π
N∆

r

)
, r = 0, 1, . . . ,N∆ −1 , (17)

z0kr = exp(σkTs)exp

(
j
2π
N∆

r

)
exp(± jωkTs) ,

k = 2,K, r = 0, 1, . . . , N∆ −1 , (18)

where N∆ is the width of section in samples.

The expression (17) being demands the sampling frequency

to be divisible by natural frequency of any poles:

ω1Ts = 2πn, n = 1, 2, 3, . . . (19)
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So the usage of natural E-pulse in discrete form has the

notable difficulties. The sampling frequency can’t be surely

taken to provide the appropriate section width. Therefore

only forced E-pulse should be applied. The expression (16)

maps its s-plane zeroes onto z-plane via:

z0kr = exp(σkTs)exp

(
j
2π
N∆

r

)
exp(± jωkTs),

k = 1, K, r = 0,1, . . . ,N∆ −1 . (20)

Figure 1 shows z-plane poles allocation for example while

forced E-pulse is constructed for the response that contains

only one pair of poles. The section width has chosen to be

3 samples. As follows all zeroes belong to the same pole

component lie on the circle symmetrically around the lines

divided z-plane into equal parts.

Fig. 1. Discrete E-pulse zeroes allocation on z-plane for one pole

discrimination and section width equal to 3 samples.

E-pulse can be represented via z-transform technique di-

rectly. Z-transform of the sampled target response x[n] can

be written as

X̃(z) =
L(z)
P(z)

, (21)

where L(z) and P(z) are polynomials of z. Carrying out

expression (2) the signal c[n] (as sampled c(t)) must be

finite, so its z-transform must be free from poles. On the

other hand the E-pulse itself is the finite waveform and its

z-transform contains no poles:

C̃(z) = X̃(z) · Ẽ(z) =
L(z) ·E(z)

P(z)
= C(z) , (22)

where X̃(z), Ẽ(z), C̃(z) are z-transforms of the target re-

sponse, the E-pulse, fitted to the response, and their con-

volution correspondingly, and L(z), E(z), P(z), C(z) are

z-power polynomials.

It’s obviously that expression (21) requires E-pulse to meet

the condition:

E(z) = P(z) ·D(z) , (23)

where polynomial P(z) coincides with the denominator of

z-transform X̃(z), and D(z) is a z-power polynomial.

Thus the zeroes of Ẽ(z) should be placed in the same

point of the complex plane where the poles of the target

response X̃(z) lie. However in addition to them E-pulse

can also consist extra zeroes, all of them are described

by the polynomial D(z). The quality of target discrimina-

tion can be improved by optimal allocation of these extra

zeroes.

Inverse z-transform of the polynomial P(z) represents the

minimal duration basic E-pulse ebase[n]. In contrast to the

continuous this E-pulse is practically realized and can find

practical application if discriminated targets poles lie far

from each other only. In the case of close allocated tar-

get poles discriminating possibilities of this E-pulse is ex-

tremely low, so extra zeroes addition is required.

The discussed zeroes allocation (20) meets to the neces-

sary condition while k = 0. Inverse z-transform of such the

polynomial constructed by these zeroes gives

e[n] =
2K

∑
k=0

αkδ
[
n− kN∆

]
, (24)

where K describes the pairs of poles number in target re-

sponse model, δ [n] is a discrete delta-function.

More sophisticated E-pulse structure can be reach by using

high order polynomial section. In the case of rectangu-

lar section the E-pulse determined by the expression (24)

should be convolved with rectangular pulse of the N∆ sam-

ples duration. For the application of the higher then the

first order base function it’s reasonable to use the conti-

nuity condition to section border for the waveform and its

derivatives [8].

4. Target model and estimation

parameter

To make the simulation considerable it’s important to

choose appropriate target model. We use the model of two

aircrafts F-4 and MIG-27 based on three main natural fre-

quencies. The target poles are shown in Fig. 2.

The choice of three main resonances was made on the as-

sumption that they contain the most part of the object re-

sponse energy. Actually the number of significant poles

may exceed several dozens and depends on the target ge-

ometry complication.

E-pulse discrimination ratio (EDR) is used for the esti-

mation of discrimination algorithm quality. This param-
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eter allows creating the automated target discrimination

scheme [7, 8]:

EDRp [dB] = 10 lg

(
EDNp

min
p

(EDN)

)
, (25)

where p describes the number of channel tuned for specified

expected target, EDN means E-pulse discrimination number

calculated as:

EDNp =
NL+NW

∑
n=NL

c2
p[n]

/ NE

∑
n=0

e2
p[n] , (26)

where NL is the time in samples showing the beginning

of the late-time part of the convolution received target

response with E-pulse and NW is the measuring interval

width, NE is the E-pulse duration. A priori minimum EDN

Fig. 2. Complex z-plane plot of aircraft models.

supposes to be in the channel fitted to the expected tar-

get since EDR for expected target is identically zero [dB]

and called “baseline”. The unexpected targets EDRs dif-

fer from baseline and the greater exceeding of the baseline

demonstrate the better identification possibilities.

5. Digital simulation

In our opinion using the predefined poles model of two

aircraft serves the good example for exposure the features

of the E-pulse technique.

Power spectra of target responses are shown in Fig. 3. It’s

obviously that both aircraft response spectra take the wide

frequency band.

Pulse response based on constructed E-pulse to annul the

scattered signal of F-4 aircraft is shown in Fig. 4.

The basis function has been chosen rectangular and each

section duration is equal to 8 samples.

Figure 5 displays the convolution of the F-4 E-pulse with

restored responses of the expected target and an unex

Fig. 3. Power spectrum of aircraft models.

Fig. 4. E-pulse constructed for F-4 aircraft model, the section

width is equal to 8 samples.

Fig. 5. Convolution of the E-pulse with responses of the expected

and an unexpected targets.

pected target (MIG-27). Late-time region of the MIG-27

response convolution is visibly distinct from the same re-

gion of F-4. However the presence of noise makes this

difference unclear like Fig. 6 shows.
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Fig. 6. Convolution of the E-pulse with responses of the expected

and an unexpected targets while SNR = 5 dB.

Fig. 7. EDR for rectangular E-pulse against its section width in

samples in the presence of noise, SNR = 30 dB.

Fig. 8. EDR against SNR for better discrimination capability

E-pulses.

The discrete E-pulse application certainly requires deter-

mining its duration. Since it can be expressed through the

width of the section it’s important to choose the width

that provides possibly maximum EDR in comparison with

others. The results of EDR evaluated for E-pulses which

section are measured in samples are shown in Fig. 7. The

simulation has been made for additive band-limited Gaus-

sian noise while SNR = 30 dB.

Figure 7 can help to make the decision of E-pulse section

width. Obviously that function EDR (N∆) has the maxi-

mum that corresponds to the section width of 8 samples.

The knowledge about the E-pulse section width giving the

maximum EDR is able to synthesize the E-pulse having

better discrimination capability.

Figure 8 shows the EDRs for the E-pulses with different

section width for comparison.

6. Conclusion

Frequency domain approach to E-pulse synthesis can be

successfully applied for the resonant model of the complex

targets in ultra wideband radar. Based on the known tar-

get poles the specified waveform can be constructed for its

discrimination. The necessary condition requiring the par-

ticular zero allocation for the waveform to be the E-pulse

is noticed in the paper.

An attempt to make the proper description of the discrete

E-pulse was made. The directly dependence between

z-plane zeroes arrangement of discrete E-pulse and s-plane

zeroes arrangement of continuous E-pulse was shown. It

described the difficulties of the natural E-pulse usage in

discrete time and makes the forced E-pulse to be applied.

Digital simulation was carried out by the example of scaled

models F-4 and MIG-27 aircrafts. For the E-pulse effec-

tiveness estimation the EDR parameter was engaged. As

its result the width of the E-pulse providing better determi-

nation capability in comparison with other was found.

References

[1] C. E. Baum, “The singularity expansion method”, in Transient Elec-

tromagnetic Fields, L. B. Felson, Ed. New York: Springer-Verlag,

1976, pp. 129–179.

[2] A. Baev, Y. Kuznetsov, and V. Chtchekatourov, “Parameter estimation

of the resonant model in passive and active radar systems by using

third-order statistics”, in 29th Eur. Microw. Conf., Munich, Germany,

1999, pp. 395–398.

[3] E. Rothwell, K. M. Chen, D. Nyquist, and B. Drachman, “Radar tar-

get discrimination using the extinction-pulse technique”, IEEE Trans.

Anten. Propagat., vol. 33, no. 9, pp. 929–936, 1985.

[4] E. Rothwell, K. M. Chen, and D. P. Nyquist, “Frequency domain

E-pulse synthesis and target discrimination”, IEEE Trans. Anten.

Propagat., vol. 35, no. 4, pp. 426–434, 1987.

[5] Y. Kuznetsov, A. Baev, and R. Sedletskiy, “Application of E-pulse

method for remote sensing arbitrary shaped objects in lossy media”,

in 30th Eur. Microw. Conf., Paris, France, 2000, pp. 255–259.

[6] T. Shevgunov and A. Aleksandrov, “Ultra wideband radar targets dis-

crimination using frequency domain E-pulse method”, in 15th Int.

Conf. Microw. Radar Wirel. Commun. MIKON 2004, Warsaw, Poland,

2004.

7



Andrey Aleksandrov, Timophey Shevgunov, Andrey Baev, and Yury Kuznetsov

[7] P. Liavasaran, J. Ross, E. Rothwell, K. M. Chen, and D. Nyquist,

“Perfonance of an automated radar target discrimination scheme using

E-pulse and S-pulse”, IEEE Trans. Anten. Propagat., vol. 41, no. 5,

pp. 582–588, 1993.

[8] M. Carrió, A. Gallego, J. Portí, and D. Ruiz, “Subsectional-polyno-

mial E-pulse synthesis and application to radar target discrimination”,

IEEE Trans. Anten. Propagat., vol. 41, no. 9, pp. 1204–1210, 1993.

Andrey V. Aleksandrov was

born in Minsk, Byelorussia, on

April 4, 1964. He received

the M.Sc.E. degree in electrical

engineering from the Moscow

Aviation Institute (State Univer-

sity of Aerospace Technology),

Russia, in 1989. His current

research interests deal with sys-

tem identification, signal pro-

cessing, and spectral analysis.

e-mail: aaleksan@akc.ru

Theoretical Radio Engineering Department

Flight Vehicle Radio Electronics Faculty

Moscow Aviation Institute (State University of Technology)

Volokolamskoe shosse st 4

A-80, GSP-3, Moscow, 125993, Russia

Timophey J. Shevgunov was

born in Moscow, Russia, on

May 2, 1983. He entered the

Moscow Aviation Institute

(State University of Aerospace

Technology), Russia, in 1999,

and now he’s a fifth year regular

student. His current research

interests deal with system iden-

tification, signal processing,

and spectral analysis.

e-mail: lorens@online.ru

Theoretical Radio Engineering Department

Flight Vehicle Radio Electronics Faculty

Moscow Aviation Institute (State University of Technology)

Volokolamskoe shosse st 4

A-80, GSP-3, Moscow, 125993, Russia

Andrey B. Baev was born in

Moscow, Russia, on Decem-

ber 3, 1975. He received the

M.Sc.E. and Ph.D. degrees

from the Moscow Aviation

Institute (State University of

Aerospace Technology), Russia,

in 1999, and 2002, respectively,

all in electrical engineering. He

has worked for the Theoretical

Radioelectronics Chair of the

Moscow Aviation Institute since 1996. He is currently As-

sociate Professor. His current research interests deal with

system identification, signal processing, higher order statis-

tics, and spectral analysis.

e-mail: mai k405@mtu-net.ru

Theoretical Radio Engineering Department

Flight Vehicle Radio Electronics Faculty

Moscow Aviation Institute (State University of Technology)

Volokolamskoe shosse st 4

A-80, GSP-3, Moscow, 125993, Russia

Yury V. Kuznetsov was born

in Kursk, Russia, on Decem-

ber 28, 1951. He received the

M.Sc.E. and Ph.D. degrees

from the Moscow Aviation

Institute (State University of

Aerospace Technology), Russia,

in 1974, and 1981, respectively,

all in electrical engineering. He

is the Head of the Theoreti-

cal Radioelectronics Chair in

Moscow Aviation Institute (State University of Aerospace

Technology) from 2001. His current research interests deal

with system identification, signal processing, higher order

statistics, and spectral analysis.

e-mail: yury kuznetsov@mtu-net.ru

Theoretical Radio Engineering Department

Flight Vehicle Radio Electronics Faculty

Moscow Aviation Institute (State University of Technology)

Volokolamskoe shosse st 4

A-80, GSP-3, Moscow, 125993, Russia

8



Paper Ultra-wideband 3D image

processing for improving landmine

detection with GPR
Eveline E. Ligthart, Alexander G. Yarovoy, Friedrich Roth, and Leo P. Ligthart

Abstract—This paper describes a new landmine detection al-

gorithm starting from high resolution 3D ground penetrat-

ing radar (GPR) images. The algorithm consists of two

procedures, object detection and object classification; both

strongly depend on the properties of 3D GPR images. The

algorithm has been tested on data measured with an ultra-

wideband (UWB) video impulse radar (VIR) system devel-

oped by the International Research Centre for Telecommu-

nications and Radar (IRCTR). It was found that the algo-

rithm is able to detect all landmines (including difficult to

detect M14 mines) and classifies almost all landmines cor-

rectly with a large reduction in the number of false alarms

caused by clutter. It turns out that for clutter removal it

is most effective to eliminate detected objects with a small

height.

Keywords— ground penetrating radar, image processing, object

detection, classification, clutter removal.

1. Introduction

Improving detectability and decreasing the false alarm rate

of a ground penetrating radar (GPR) sensor for landmine

detection is the main objective of numerous researches in

the past years. Some improvements can be obtained in soft-

ware processing, particularly for mine detection in GPR

images, by optimising image processing techniques. The

contribution of this paper lies in reducing the false alarm

rate and obtaining a better performance than existing meth-

ods in GPR landmine detection.

Earlier research on object detection has been performed.

In [1], landmines have been detected using an 2D energy

projection of a synthetic aperture radar (SAR) image vol-

ume. Also research of object detection and classification

of landmines in 2D images has been performed [2]. As

for 3D image analysis, only object visualization [3] has

been performed. However, to our knowledge landmine de-

tection and classification using the 3D nature of GPR im-

ages is new.

The goal of this paper is to describe the developed algo-

rithm that uses specific properties of these images to detect

landmines. The algorithm should meet a number of de-

mands:

• All recognizable landmines need to be detected.

• A low number of false alarms is required.

• Multiple 2D images are combined to form 3D images.

In the algorithm all actual 3D image information is

used for detection and classification.

• The performance of the algorithm should be validated

based on actual GPR measurements.

The novelty of this paper is the development of an algo-

rithm, which detect landmines in GPR images using their

3D nature.

In Section 2 the acquisition and preprocessing of the

data is described including a short description of its

properties. Section 3 presents the detection procedure for

3D GPR images. The classification procedure is addressed

in detail in Section 4. The results and a discussion of

the performance are given in Section 5. Finally, the pa-

per ends with conclusions and some recommendations in

Section 6.

2. Generation of the 3D GPR image

and its properties

The measurement campaign for the acquisition of the mea-

surement data [4] was performed on a dry sandy lane at

the test facilities for landmine detection systems located at

TNO Physics and Electronics Laboratory in The Hague,

The Netherlands. During the measurement campaign the

GPR system has been mounted on the relocatable scanner

of the Delft University of Technology. It scans along one

axis measuring A-scans every 1 cm and combines them to

B-scans along the other axis with an interval of 1 cm as

well. The measured area is 170 cm by 196 cm and 20 cm

in depth. Two types of landmine simulants are buried

there: PMN mines (metal content, diameter: 11.2 cm) and

M14 mines (very low metal content, diameter: 5.6 cm).

In total, 12 mines are buried (6 PMN mines and 6 M14

mines) and one unintentionally buried man-made object

which radar image has such strong resemblance to that of

a landmine that it is also labeled as a wanted target. Fur-

ther, some false alarms like stones, a bottle and a piece of

barbed wire are intentionally buried. All other objects are

referred to as clutter and are unwanted in the detection and

classification process.

The GPR system that was used to acquire the data is the

polarimetric ultra-wideband (UWB) video impulse radar

(VIR) system. This system has been developed by IRCTR

9
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and is dedicated to buried landmine detection. The VIR

system consists of 2 transmit antennas and 4 receive anten-

nas as seen in Fig. 1. The data is measured in a co-polar

antenna combination and with the receive antenna in

“monostatic” and in “bistatic” mode. For further infor-

mation about the VIR system one is referred to [5].

Fig. 1. Top view of the antenna system.

Before image processing is performed, the acquired data

have to be preprocessed to remove system instabilities and

to reduce clutter. The latter can be obtained by applying

SAR processing using a three-dimensional imaging method.

All performed preprocessing steps including the 3D imag-

ing method are found in [6].

Properties of 3D radar images of wanted targets that dis-

criminate them from clutter are used for detection and clas-

sification of these wanted targets. These are the rotationally

symmetric amplitude distribution of wanted target images

in horizontal cross section, the high amplitudes and the ap-

pearance in many depth slices (the total depth is sampled

with a step of 0.25 cm resulting in 80 depth slices).

3. Object detection

Before object detection is applied, the envelope of each

A-scan in the 3D image is computed. This is done to elim-

inate zero crossings and negative amplitudes in the time-

domain signal. The phase of the envelope is not used,

because such phase analysis (allowing for investigating dis-

continuities in permittivity) is beyond the scope of this

work.

To detect the wanted targets in the 3D image, a threshold

procedure is used. Instead of using a fixed threshold pro-

cedure, an adaptive threshold technique is used to establish

different threshold values for each depth slice of the 3D im-

age. The reason for using different thresholds is that the

amount of clutter is much higher in depth slices contain-

ing residuals of the ground reflection than in other depth

slices and therefore needs a higher threshold value to avoid

detection of clutter.

The used adaptive threshold technique is called the decreas-

ing threshold procedure. For each depth slice all possible

threshold values are applied. For each threshold value, ob-

jects are grouped in the resulting binary depth slice; the

number of these detected objects is computed and is plot-

ted against the accompanying threshold value. The result-

ing curve is different for each depth slice, but it has roughly

the same shape (Fig. 2). From experience, it turned out that

Fig. 2. Number of detected object images versus threshold value.

The solid curve represents a depth slice with high amount of

clutter, while the dashed curve is the result from a depth slice

with low amount of clutter. The horizontal lines represent 30%

of the maximum values of the curves with T(high) and T(low) as

resulting threshold values.

Fig. 3. Binary 3D image volume after threshold procedure.

the best threshold value is situated at the beginning of the

steep slope in the curve. This threshold value can be found

by calculating a percentage of the maximum number of de-

tected objects in the curve and determine its accompanying

threshold value. The choice for this percentage is based

on the minimum size of the buried landmines in the mea-

sured area and is set to 30% of the maximum of the curve.
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In Fig. 2 it is seen that for depth slices with a low amount

of clutter the threshold value will be lower than for depth

slices with a high amount of clutter.

The 3D binary result after applying the decreasing threshold

procedure is shown in Fig. 3. Not only are the wanted

targets detected, but also surface clutter and other unwanted

objects. It is still difficult to distinguish the wanted targets

from these unwanted objects and therefore classification

is performed to eliminate the clutter and to obtain a low

number of false alarms.

4. Object classification

Classification is based on the established properties of

wanted targets. Because it is desirable to remove clut-

ter objects before classification, size based clutter removal

(Subsection 4.1) is applied. For classification of all remain-

ing objects (Subsection 4.3), features are extracted from the

established properties and selected (Subsection 4.2).

4.1. Size based clutter removal

Based on the dimensions of the wanted targets, two types of

object removal are applied: removal of objects with a large

horizontal size and removal of objects with a small height.

4.1.1. Removal of objects with a large horizontal size

Especially the residuals from the ground reflection re-

sult into detected objects with large horizontal dimensions.

These are extremely unwanted for further processing and do

not meet the dimension criteria for wanted targets. There-

fore, these object images should be removed from the

3D image volume. The removal is performed per depth

slice.

An unwanted secondary but slightly acceptable conse-

quence is the possibility that wanted target images merged

with clutter images in one or more depth slices are removed

as well. To avoid this as much as possible, the horizontal

size limit needs to be set with a sufficient margin.

4.1.2. Removal of objects with a small height

The most characteristic property of wanted targets is their

appearance in many depth slices. The height of the wanted

target images depends on the spatial length of the radar

pulse in soil (vertical resolution), the sampling, the depth

of the wanted targets (related to the intensity), the physical

height of the wanted targets and the chosen threshold value

for object detection.

The removal of object images with small height is per-

formed by taking image slices in vertical directions along

the x- and y-direction respectively and removing all objects

smaller than an established height limit. This height limit

is based on the height of the smallest and weakest wanted

target image in the data.

Fig. 4. Binary 3D image volume after size based clutter removal.

The overall result after the size based clutter removal is

shown in Fig. 4, where the amount of detected clutter ob-

jects is decreased by 70% from 351 to 112 objects.

4.2. Feature extraction

Feature extraction is a preparatory step for the classification

of the detected object images and has a big influence on

the distinction of wanted target images from clutter images.

The features are divided into four categories: statistical,

structure-, shape- and size-based features. Due to the ear-

lier performed size-based clutter removal no features have

been selected from the last category. The statistical and

structure-based features are computed from intensity im-

ages and therefore require a 3D window to be placed around

the detected objects [7]. The shape based features are com-

puted from binary images.

The quality of a feature depends on its discriminating

power, reliability and independency with other features.

Based on these criteria, nine features (F1 to F9) are

determined to be used in the feature selection:

Statistical based features

F1 maximum intensity

F2 ratio of mean over maximum intensity

F3 ratio of minimum over maximum intensity

F4 standard deviation

Structure based features

F5 similarity with a template

F6 similarity between orthogonal horizontal cross lines

F7 depth similarity

Shape based features

F8 eccentricity of the bounding ellipse

F9 ratio of minor axis over major axis lengths
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4.3. Classification

To limit the computational time, the best performing fea-

tures of the total feature set are selected (with the so-called

forward feature selection method [8]) to be used in the

classification process.

The classifier is based on a simple classification rule.

For testing of the classification routine the leave-one-out

method is used to obtain training and test sets from the

feature set without having a large amount of objects in

this feature set. The classification boundary is calculated

from the training set, which is then used to decide whether

a test object is a wanted target or a clutter object. To min-

imize the risk of having a missed detection, the boundary

is computed with a certain safety margin, which is 5% of

the overall maximum value of the specific feature added to

the boundary. In Fig. 5 scatter plots for two features are

plotted including the computed boundaries, showing that

the boundaries eliminate many clutter objects.

The selected feature set contains 5 features. These are: the

maximum intensity (F1), because wanted target reflections

Fig. 5. Scatterplot of feature F2 and F5 including the classifica-

tion boundary.

Fig. 6. Binary 3D image volume after classification.

exhibit high amplitudes; the ratio of the mean over the max-

imum intensity (F2); similarity with a template (F5), where

the template is a representative horizontal cross section of

one of the wanted target images; similarity between orthog-

onal horizontal cross lines (F6), because of the rotationally

symmetric amplitude distribution of wanted target images

in horizontal cross section; and the ratio of the length of

the minor axis over that of the major axis (F9), also because

of the circular shape of the wanted target images.

After classification, 20 false alarm objects retain in the im-

age volume as can be seen in Fig. 6. This corresponds to

a clutter reduction of more than 80%.

Because of the limited down-range resolution, it is not pos-

sible to have two distinctive landmine reflection events in

a depth range of 20 cm which are situated closer than the

smallest possible distance between two landmines. There-

fore, these object images have to be merged into one object

image.

5. Performance of the algorithm

Besides the requirement that 100% of all wanted targets

have to be detected, the algorithm has to meet also another

requirement which is the low amount of false alarms. In

Fig. 7 the clutter reduction for each image processing pro-

Fig. 7. Reduction of the amount of object images per procedure

(solid line). The dashed line represents the number of the buried

landmines in the test-lane area. Procedures are: a, b – size based

clutter reduction; c, d, e, f, g – classification performance per

feature; h – merging of objects due to down-range resolution.

cedure of the algorithm is shown. It is remarkable that the

largest reduction of clutter is achieved by applying a size-

based clutter removal; that is, the removal of objects with

a small height (procedure b). The increase in amount of

clutter objects in procedure a is due to division of objects

into more objects by removing parts of objects with a large

horizontal size per depth slice.

The results of the classification method are shown in

the confusion matrix of Table 1. It demonstrates that for
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this 3D image the amount of clutter images classified as

wanted targets (false alarms) has been drastically reduced

to 18 including a positive detection of 12 wanted targets.

All small M14 mines are classified as wanted target. The

missed detection is an “easy to detect” PMN mine, which

is situated close to the border of the measurement test-lane

area. The misdetection is caused by incorrect SAR pro-

cessing, which resulted in an oval shape for the landmine

in horizontal cross section instead of a circular shape. For

correct SAR processing some defined space around object

images is required, which is not the case for objects situ-

ated near the border of the test lane area. This problem

will be solved when the measurement area has an overlap

with its neighboring measurement areas in such a way that

incorrect SAR processing can be avoided.

Table 1

Confusion matrix of the classification results

Classifier- Classifier-
Clutter determined label determined label

target clutter

True wanted target 12 1

True clutter 18 93

The above reported results are obtained by using the leave-

one-out-method to create larger training sets, but a conse-

quence is that the test sets are not completely independent

from the training sets. Therefore, the reliability of the es-

tablished classification boundaries is tested with data from

the other transmitting and/or receiving antennas. In to-

tal, 3 test sets are used; one where the receive antenna is

also in “monostatic” mode as is the case for the training

data and two sets with the receive antenna in “bistatic”

mode. The results are put in confusion matrices, which are

shown in Table 2.

Table 2

Confusion matrices for other transmitter/receiver

combinations; transmit/receive numbering

as indicated in Fig. 1

Bistatic mode Tx1Rx4

Clutter Classified wanted
target

Classified clutter

True wanted target 2 5

True clutter 11 95

Monostatic mode Tx2Rx1

Clutter Classified wanted
target

Classified clutter

True wanted target 7 1

True clutter 13 53

Bistatic mode Tx2Rx3

Clutter Classified wanted
target

Classified clutter

True wanted target 7 3

True clutter 28 113

It can be seen that the classification results for the trans-

mitter/receiver combinations in “bistatic” mode are worse

than those for the “monostatic” mode. The large number

of missed detections for “bistatic” mode has two main rea-

sons. First of all, in “bistatic” mode the reflections are

weaker. Therefore, classification which is partly based on

intensity values of the object images causes more missed

detections. Secondly, due to the large distance between

the transmit and receive antenna in “bistatic” mode, the

landmines are tilted with respect to the vertical direction.

Therefore, the wanted target images do not fit the 3D win-

dow nicely anymore, which results in a larger number of

missed detections.

The transmitter/receiver combination in “monostatic” mode

of Table 2 has a reasonably low number of false alarms

and almost all wanted targets are classified correctly. The

reason for the one missed detection is its weak reflec-

tions. To conclude, the data measured in “monostatic”

mode gives better results and satisfies the established clas-

sification boundaries more.

In view of the obtained results, we have to take into account

that the data were measured over a fixed type of ground with

two types of buried mines. When measuring over a lossy

type of ground, the results probably will deteriorate.

Besides the circular shape of the buried landmines, other

shapes are possible. This may change the properties of the

landmine images. Consequently, in this case the features

that are used in the here-presented classification scheme

will probably not act properly, causing the performance of

the classification procedure to degrade.

The size of the measured area also influences the perfor-

mance of the procedures. Measuring a larger area results

in more objects and therefore in a larger training set.

Points for improvement in the overall landmine detection

procedure are the adaptive thresholding technique, the 3D

window used in the classification procedure and the classi-

fication procedure itself.

6. Conclusions and recommendations

An algorithm for GPR landmine detection has been devel-

oped, where full use is made of the 3D nature of GPR

images. It consists of two procedures: object detection

based on a self-developed adaptive thresholding technique

and object classification using a simple classification rou-

tine designed to reduce the possibility of missed detections.

This algorithm has been realized, tested and validated.

Landmine detection in 3D GPR images gives promising re-

sults. All M14 mines are detected and classified as wanted

target. Only one large PMN mine is misclassified due to

incorrect SAR processing at the border of the measurement

area. The removal of objects with a small height proves to

be a good procedure to eliminate clutter from the image

volume. However, we have to implement this procedure

with care to avoid that small and deeply buried landmines

are removed.
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The now-available object detection procedure also needs an

expert decision; however in future this decision could be

determined by the size and possible depth of the buried

landmines.

The classifier in the object classification procedure is quite

simple, but effective. When paying more attention to the

selection of the classification method, it might be better to

use a neural network as classifier, which “learns” to separate

landmines from clutter based on their radar images.

The performance of a landmine detection system is also

improved sensor fusion. Merging different sensors like the

metal detector, the infrared detector and GPR into one land-

mine detection system [2] leads to the necessary further

development of algorithms with improved performance.
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Paper Analysis of errors in on-wafer

measurements due to multimode

propagation in CB-CPW
Arkadiusz Lewandowski and Wojciech Wiatr

Abstract—We study for the first time errors in on-wafer

scattering parameter measurements caused by the parasitic

microstrip-like mode propagation in conductor-backed copla-

nar waveguide (CB-CPW). We determine upper bound for

these errors for typical CPW devices such as a matched load,

an open circuit, and a transmission line section. To this end,

we develop an electromagnetic-simulations-based multimode

three-port model for the transition between an air-coplanar

probe and the CB-CPW. Subsequently, we apply this model to

examine errors in the device S parameters de-embedded from

measurements affected by the parasitic MSL mode. Our anal-

ysis demonstrates that the multimode propagation in CB-CPW

may significantly deteriorate the S-parameters measured on

wafer.

Keywords— on-wafer measurements, multimode propagation,

error analysis, conductor-backed coplanar waveguide (CB-

CPW), microstrip-like mode, numerical electromagnetic anal-

ysis, on-wafer probe, calibration, de-embedding, monolithic mi-

crowave integrated circuit (MMIC).

1. Introduction

The advent of a new wafer-level measurement technol-

ogy, the on-wafer microwave probing [1], has resulted in

proliferation of the coplanar waveguide (CPW) as a ba-

sic transmission medium for connecting dies with standard

measurement instrumentation through microwave coplanar

probes. Although this technology greatly alleviates on-

wafer measurements of monolithic microwave integrated

circuits (MMICs), it also brings about fresh metrology

problems. Some of the problems result from the fact that

in typical measurement configurations the CPW becomes

an overmoded transmission line. This is due to the fact

that, besides the three strips placed on the upper substrate

side, the CPW comprises usually a backside metallization

plane, which is either plated on the substrate or introduced

by the chuck of the on-wafer measurement station [1].

Such a four conductor CPW structure is called a conductor-

backed coplanar waveguide (CB-CPW) and in general sup-

ports three modes [1, 2]: a coplanar mode (CPW), a slot-

line mode (SLM) and a microstrip-like mode (MSL), which

is also referred to as a parallel-plate mode [3]. Since

both CB-CPW structures and microwave coplanar probes

contacting them usually maintain symmetry, the slot-line

mode is virtually not excited and therefore is not consid-

ered in this work. Of the two remaining modes, CPW is

the desired one that usually dominates over the parasitic

MSL mode.

There are two basic approaches to the moding in the CB-

CPW: the conventional one neglecting undesired modes and

using an approximate single-mode representation, and the

complete one taking into account all modes. The former

utilizes the well-known circuit theory methods [4], stem-

ming from the assumption of the single mode propagation,

while the later refers to a more general multimode waveg-

uide circuit theory [5], at an expense, however, of a higher

complexity. With a constant increase of the maximum fre-

quency of MMICs, the accuracy of the conventional ap-

proach becomes insufficient for a fast and effective design of

high-speed electronic circuits which is essential for short-

ening time-to-market and reducing costs. Therefore, one

needs novel circuit analysis and measurement characterisa-

tion methods that take into account the multimode propa-

gation effects in MMIC structures.

A general theoretical basis for multimode waveguide cir-

cuit theory methods has already been laid in [4, 5]. Fur-

thermore, numerical electromagnetic (EM) 3D simulation

techniques, that have rapidly advanced in the last few years,

have been successfully applied in the analysis of the propa-

gation and excitation properties of the MSL mode, as well

as means of its suppression [2, 3, 6–9].

However, as regards the on-wafer metrology, there have

been only a few works dealing with the influence of the

parasitic MSL mode on the measurement accuracy of CB-

CPW based structures. Potential errors in the on-wafer

multiline-TRL calibration [10] on the CB-CPW are men-

tioned in [11]. A trial to quantify these errors in case of

the TRL calibration [12] is presented in the previous con-

ference paper of the authors [13].

The aim of this work is to fill up this gap by presenting

a systematic analysis of errors occurring in the measure-

ments of CB-CPW based structures due to the presence

of the parasitic MSL mode. The topic is a continuation

of [13]. Here, we study first multimode excitation in a tran-

sition between an air-coplanar probe and a CB-CPW line

using 3D EM simulations, and then model this transition

with a multimode three-port scattering matrix. In the next

step, we use this model to examine some exemplary one-

and two-port CB-CPW structures and determine errors in

the conventional single-mode approach arising due to the

presence of the parasitic MSL mode. Results show that

these errors may be significant.
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2. Multimode excitation in an

air-coplanar-probe-to-CB-CPW

transition

In general, a microwave coplanar probe has a very com-

plicated design, optimized in terms of low insertion and

return loss, as well as low radiation [1]. Accurate mod-

elling of all probe’s characteristics is thus a very tedious

and time consuming task. However, considering excitation

of the parasitic MSL mode, the most important part of the

probe is the discontinuity arising at the contact between the

probe-tip and the CPW transmission line.

A simplified analysis of this excitation may be performed

using approaches that rely on the mode matching technique

applied to the quasi-static description of both modes in

terms of modal voltages and currents [2, 3]. Although

these methods are particularly useful for understanding the

MSL mode excitation phenomena, their feasibility is limited

to simple discontinuities and low frequencies, for which

dispersion effects are negligible [6]. Therefore an exact

analysis of the MSL mode excitation calls for numerical

EM simulations.

Taking this into account, we construct a model of the probe

depicting fairly well the probe-tip and investigate multi-

mode excitation at the probe-tip discontinuity using numer-

ical EM simulations. A view of the probe model placed

over a section of the CB-CPW is shown in Fig. 1. The pic-

ture presents only a half of the whole symmetric structure

which has been split with a magnetic wall along the center

of the signal strip in order to reduce the analysis time.

Fig. 1. A half-view of the air-coplanar-probe-to-CB-CPW tran-

sition.

The probe consists of two parts: a simplified launching

section and a precisely modelled contacting part. The

launching section comprises an air CPW surrounded by

a rectangular waveguide, while the contacting section con-

sists of an air-coplanar line declining at an angle to the

substrate and ending with a contacting tip. The probe tip

has dimensions of a real microwave probe: pitch of 150 µm,

center conductor width of 50 µm, and contact length

of 50 µm.

In our analysis, we consider typical lines on an alumina sub-

strate used mainly for manufacturing of impedance standard

substrates (ISS), and lines on a typical MMIC GaAs sub-

strate. Their dimensions, given in Table 1, were chosen to

provide 50 Ω characteristic impedance for the CPW mode.

Table 1

Parameters of lines used in the EM simulation: w – centre

strip width, s – slot width, wg – ground strip width, h –

substrate height, and εr – relative dielectric permittivity

Line h [µm] εr w [µm] s [µm] wg [µm]

ISS 635 9.9 50 25 250

GaAs 100 12.95 50 48 250

We performed the EM simulations with the Quick-

Wave software package, employing the method of finite-

differences in time-domain (FDTD) [14]. At first we de-

termined field distributions and dispersion characteristics

of the CPW and MSL modes for both substrates in the

frequency range from 5 to 15 GHz. Figure 2 shows the ef-

fective dielectric permittivity of both modes. In each case,

the effective permittivity of the CPW mode does not depend

Fig. 2. Effective permittivity for the CPW and MSL mode in

ISS, and the CPW and MSL mode in GaAs.

Fig. 3. Three-port model of the transition represented with a scat-

tering matrix St .
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on frequency, while the effective permittivity of the MSL

mode is higher and its slope reveals a small dispersion.

Next, we analysed electrical properties of the transition

determining its multimode scattering matrix St . Figure 3

shows the three-port model of the transition, in which port 1

is associated with the probe’s launching part, while ports 2

and 3 correspond to the CPW and MSL modes, respec-

tively. In the simulation their reference planes were placed

at the end of the CB-CPW line to prevent coupling through

higher order modes. After the simulation the reference

planes have been shifted down to the probe tip to account

for the electrical properties of the transition itself.

Figure 4 shows magnitude of the scattering parame-

ters S21 and S31, representing transmission for the CPW and

MSL mode, respectively. The graphs demonstrate a signif-

icant signal transmission on the MSL mode for both sub-

strates, which is slightly higher for the GaAs substrate be-

cause of thinner substrate in comparison to the total line

width [2].

Fig. 4. Scattering parameters (a) S21 and (b) S31 of the transition

between an air-coplanar probe and the CB-CPW on the ISS and

GaAs substrate.

3. Errors in measurements

of typical devices

When measuring CB-CPW devices, one is usually inter-

ested in device parameters for the CPW mode. Conse-

quently, the conventional device measurement is based on

neglecting the MSL mode and employing a single-mode

device description. In this approach, the device under test

(DUT) is modelled as a linear two-port embedded into

a cascade of two other linear two-ports representing sys-

tematic measurement errors [1]. Thus, the conventional

S-parameter measurement procedure relies on removing the

errors from the DUT measurements and is performed in two

steps: probe calibration1 and device de-embedding [1].

The probe calibration is based on measuring several known

devices to determine the systematic errors introduced by

the probes. For this purpose, diverse calibration methods

are applied, among which SOLT, LRRM [15], and various

versions of TRL [10, 12] are the most frequently used [1].

After the calibration, the parameters of both embedding

two-ports, each representing the relevant probe, are known

and their effect on the measurement can be easily removed

in the de-embedding procedure basing on the conventional

single-mode waveguide circuit theory [4].

However, this straightforward conventional approach may

introduce some errors when the single-mode assumption is

not met. In the reality, the CPW mode is accompanied

by the parasitic MSL mode and they both simultaneously

contribute to the measured signal [5]. If the effect of the

MSL signal is not negligible, multimode errors emerge in

the DUT S-parameters.

To assess these errors, we mimic the conventional approach

employing, however, the multimode matrix S ′
t of the probe-

to-line transition. We perform our study in two steps, first

analysing the calibration procedure, and then the device

de-embedding.

Since in the conventional approach probes are represented

by two-ports, application of the single-mode calibration

procedure to the multimode case leads to a reduction of

three-port matrix St to a two-port matrix S ′
t . Such a reduc-

tion can be carried out uniquely when all measured CPW

devices exhibit the same reflection coefficient for the MSL

mode. However, if it is not the case, this reduction is

ambiguous, and matrix S ′
t strongly depends on the type

of standards employed in the calibration [13]. Therefore,

to avoid such problems in the calibration, we assume to

deal with an ideal case, i.e., when the MSL mode is sup-

pressed and all energy is transmitted over the CPW mode.

Such a situation approximately takes place for thick sub-

strates and may be arranged in practice by inserting an

additional thick dielectric layer between the CPW substrate

without backside metallisation and the chuck [2]. The char-

acteristic impedance for the MSL mode becomes then very

high in comparison to the CPW mode, which is equivalent

1For the sake of simplicity we assume here that the vector network

analyzer (VNA) has been calibrated at the coaxial reference planes.
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Fig. 5. Reduction of the three-port to a two-port model.

to attaching an open circuit at the MSL mode port of the

three-port as shown in Fig. 5. Consequently, the determi-

nation of the matrix S ′
t , representing the systematic mea-

surement errors of the probe, becomes straightforward.

Having calculated the matrix S ′
t , we are able to simulate

the de-embedding of multimode measurements for one-port

and two-port devices whose parameters for CPW are as-

sumed to be known. To study the errors, we simulate

the measurement results using the three-port model with

some general assumptions regarding properties of the MSL

circuit. The errors are defined as a deviation of the de-

embedded S-parameters in reference to the parameters as-

sumed for the CPW mode. Two next subsections present

results of the error analysis for a matched load and an

ideal open circuit, as exemplary one-port devices, and

a CB-CPW transmission line section with a varying length,

as a two-port device.

3.1. Matched load and ideal open circuit

We analyse multimode propagation errors in measurements

of a matched load and an ideal open circuit by inves-

tigating the influence of different loading conditions for

the MSL mode. The basic idea of our approach is depicted

in Fig. 6.

For a CPW device with a reflection coefficient ΓCPW we

measure a reflection coefficient Γm, which is different

from ΓCPW because of the systematic errors brought in by

the probe and the contribution of the MSL mode, repre-

sented by the variable reflection coefficient ΓMSL. From

Γm we de-embed the reflection coefficient Γ ′
CPW using the

single-mode description S ′
t of the probe and employing the

relationship:

Γ ′
CPW =

Γm −S ′
t 11

S ′
t 22Γm −det S ′

t
. (1)

We seek for bounds of Γ ′
CPW deviations from the true

value, ΓCPW , considering dependence of Γ ′
CPW on ΓMSL

under the condition of passiveness of the later |ΓMSL| ≤ 1.

Fig. 6. Analysis method for one-port devices.

Fig. 7. Loci of |ΓMSL| = 1 in the plane of the de-embedded

reflection coefficient Γ ′
CPW for (a) a matched load (ΓCPW = 0),

and (b) an open circuit (ΓCPW = 1), for ISS (- - -) and GaAs (—–)

substrate.
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Due to bilinear relationship between Γm and ΓMSL, the de-

viations are constrained by the locus circle |ΓMSL| = 1 in

the complex Γ ′
CPW plane. Such loci are presented in Fig. 7

in polar coordinates for a matched load and an ideal open

circuit, at three frequencies: 5, 10, and 15 GHz and for

both substrates (see Table 1). As it can be seen, the mul-

timode propagation errors may have considerable effects,

especially in case of the matched load. In both cases the

errors are bigger for the GaAs substrate than for the ISS

substrate, which can be justified with a higher transmis-

sion on the MSL mode in case of the GaAs substrate (see

Fig. 4b). Furthermore, the error increases with frequency,

which may be explained with an increasing transmission on

the MSL mode seen in Fig. 4b.

3.2. CB-CPW transmission line section

In this section we investigate multimode propagation errors

in case of a section of the CB-CPW transmission line. To

this end we examine the impact of the parasitic MSL mode

transmission on the measurement of the line parameters for

the CPW mode. The basic idea of our method is shown in

Fig. 8.

Fig. 8. Analysis method for the CB-CPW line section.

To simulate the measurement of a section of a multimode

lossless CB-CPW line, we describe propagation for the

CPW and MSL mode with scattering matrices:

SCPW =

[
e− jβCPW l 0

0 e− jβCPW l

]
, (2a)

SMSL =

[
e− jβMSLl 0

0 e− jβMSLl

]
, (2b)

where βCPW and βMSL are propagation constants of the

CPW and MSL mode, respectively, determined from

the 3D EM simulations, and l is the line length. In the

measurement we obtain two-port S-parameters Sm, which

are different from the parameters SCPW of the CPW line

because of the systematic errors introduced by the probe

and parasitic transmission over the MSL mode. From Sm,

we de-embed matrix S ′
CPW of the CPW line employing pre-

viously determined two-port probe description with matrix

S ′
t . For this purpose we apply the wave transmission matrix

notation utilising the following relationship:

T ′
CPW = T ′

t
−1TmT ′

t
−1

, (3)

where T ′
CPW , T ′

t and Tm are the transmission matrices cor-

responding to relevant scattering matrices, and T ′
t denotes

the matrix of the reversely connected two-port T ′
t .

Fig. 9. Worst case error ε due to multimode propagation in

a measurement of CPW line S-parameters as a function of CPW

line electrical length for (a) ISS and (b) GaAs substrate.
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Subsequently, with (3) we calculate the worst case devi-

ation between the actual and de-embedded parameters of

the CPW line, defined as:

ε = max
i, j

∣∣S ′
CPW, i j −SCPW, i j

∣∣ . (4)

Results of our simulations for the ISS and GaAs substrate

for different line lengths are shown in Fig. 9. The worst

case error ε is presented as a function of the CPW elec-

trical line length at three frequencies: 5, 10 and 15 GHz.

As it can be can seen in Fig. 9, the error caused by multi-

mode propagation is significant. Its dependence on the line

length reveals some ripples that may be explained with the

interference of both modes each having own phase velocity

(see Fig. 2). Growth of the errors in frequency can be

attributed to the increase of the MSL mode transmission

seen in Fig. 4. Furthermore, comparison between Fig. 9a

and Fig. 9b shows that the multimode propagation error is

higher for the GaAs substrate, which corresponds well with

the higher transmission of the MSL mode for this substrate

(see Fig. 4b).

4. Conclusions

We have presented for the first time a systematic analysis of

errors occurring in on-wafer measurement of typical CPW

elements due to the presence of the parasitic MSL mode

in substrates with a backside metallisation. We determined

the upper bound for these errors in measurements of some

exemplary one- and two-port devices. Our analysis con-

sisted of two steps.

At first we characterized a transition between an air-

coplanar probe and a CB-CPW line using 3D EM simu-

lations. We took into account two types of substrates: the

ISS calibration substrate and a typical MMIC GaAs sub-

strate. In both cases our results revealed significance of the

parasitic MSL mode in comparison with the transmission

on the main CPW mode. We utilised results of the EM sim-

ulations to model the transition as a multimode three-port.

In the next step we applied the model to assess the errors

due to the parasitic MSL mode by mimicking the conven-

tional single-mode measurement procedure typically used

for characterisation of CPW devices. To this end, we exam-

ined a matched load, an ideal open circuit, and CB-CPW

transmission line section as the most frequently used exem-

plary circuits. We studied errors in de-embedding of their

S-parameters from simulated measurements under varying

circuit conditions for the MSL mode. Assuming passive re-

sponse of the MSL circuit, we determined upper bounds

for the errors in the measurements of these CPW devices.

Our analysis reveals that the errors caused by the parasitic

MSL mode may seriously deteriorate measurements, espe-

cially for CPW loads and lines. This in turn may have

a significant impact on both CB-CPW-based calibration

and de-embedding procedures. In consequence, the design

reliability of CB-CPW-based circuits, e.g., MMICs, may

suffer much.
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Paper A 100 W ISM 2.45 GHz-band

power test system
Wojciech Wojtasiak, Daniel Gryglewski, and Wojciech Gwarek

Abstract—This paper describes development of solid-state

microwave power test system (MPTS) operating over 2.3 to

2.6 GHz with the output power level of 100 W for industrial

applications in material processing, and for designing of mi-

crowave power industrial equipment. The MPTS unit consists

of four major parts: PLL synthesizer, high power solid-state

amplifier, detector probes for return losses and leakage mea-

surement and microcontroller. The MPTS system is able to

operate in either single fixed-frequency regime, or in swept

mode with self-tuning for minimum reflection of a heated load.

Keywords— microwave precise heating, high power solid-state

amplifier , push-pull GaAs FET, synthetsizer, power measure-

ment unit.

1. Introduction

Despite theoretical advantages of microwave power sys-

tems, modern industrial applications of microwaves are still

limited. The main reason is that there is only one relatively

low cost, high power microwave source available – the mag-

netron. It provides much distorted microwave signal with

respect to an amplitude and spectrum purity. Moreover

its frequency behavior is strongly dependent on the heated

load properties. On the other hand, many industrial ap-

plications in material processing require microwave heat-

ing with precise frequency and amplitude control based

on the feedback from the time varying process parame-

ters. Such requirements can be only fulfilled by solid-state

high frequency stability high power sources (HPS). They

are based on synthesized VCO high power solid-state am-

plifiers (SSPA). Other advantages of HPS as compared to

magnetrons and other microwave tubes are also important.

In particular, the SSPAs require lower voltage operation and

simpler cooling system, and are more reliable. However,

the magnetrons achieve higher efficiency and higher output

power levels at low cost. In fact, a fundamental disadvan-

tage of HPSs lies in their thermal limitations. The basic

components of HPSs are microwave transistors of a proper

output power level. Currently, due to the development of

wireless personal communications market, the demand for

high power solid-state transmitters is on the rise. This de-

mand is also the reason for the fast development of high

power microwave transistors technologies.

This paper presents the concept and practical development

of a 100 W ISM 2.4 GHz-band microwave power test

system (MPTS). It is built as a modular structure with

power amplifiers based on a new generation high power

push-pull GaAs FETs [1]. These transistors operating in

class AB (cw) achieve up to 300 W (240 W available in

commercial market) output power level at W-CDMA fre-

quency band. The MPTS system includes four major sec-

tions: a synthesized VCO based on PLL subsystem with

digital variable attenuator and switch for AM modula-

tion, power measurement probes with diode detectors, high

power amplifier and microcontroller (µC). It is assumed

that this PC controlled system will be used for a variety of

functions including:

– delivery of microwave power up to 100 W at a single

frequency with precise control of power level and

frequency;

– measurement of reflection coefficient versus fre-

quency at high power levels;

– automatic tuning of the frequency of the system to

the minimum of reflection from the load changing in

time;

– precise measurement of leakages from microwave in-

dustrial systems versus frequency with the dynamic

range between the maximum input power and mini-

mum detected leakage up to 100 dB.

Other functions may be subject to PC programming de-

pending on particular needs.

2. Concept of MPTS

The idea and the block diagram of the MPTS system is

shown in Figs. 1 and 2. The MPTS can operate in either

single fixed-frequency regime, or in swept mode with self-

tuning for minimum reflection coefficient of a resonant load

such as a cavity partially filled with the heated material.

The reflection characteristics are continuously extracted us-

ing power measurements obtained from the detector probes

Fig. 1. The concept and block diagram of the MPTS system.
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Fig. 2. The block diagram of the MPTS system.

placed at the output SSPA and in the third arm of the circu-

lator. The setting and control of the output frequency and

output power level over a 15 dB dynamic range as well as

all calculations are realized by means of an 8-bit microcom-

puter with 4 KBytes flash memory (PEROM) [2]. The PC

is used as the user interface for programming various func-

tions of the setup and displaying the basic parameters and

measured characteristics.

3. Synthesized VCO

The synthesized VCO is based on PLL subsystem. To real-

ize VCO the IBM HBT transistor (IBM43RF0100) and the

varactor diode (MA46477-120 by M/ACOM) were chosen.

Fig. 3. The view of synthesized VCO (microwave part and mi-

crocontroller with detectors).

Fig. 4. The spectrum of synthesized VCO.

The small-signal approach with the Nyquist criteria was

used for the design. The oscillator structure was optimized

by means of ADS microwave simulator (Agilent Technolo-

gies) in microstrip technique. The limitation of the pulling

effect was achieved by reduction of coupling between mi-

crostrip resonator and varactor. The basic component of

PLL subsystem is a VLSI monolithic circuit AD4118

(ANALOG DEVICES) integrating adjustable frequency

prescaler, phase/frequency detector, charge pump, and ref-

erence oscillator/buffer functions. The device requires an

external loop filter and there is no need to use other ac-

tive components. The practically realized synthesizer op-

erates over the wide 2.2 to 2.8 GHz frequency range with

minimum frequency resolution ∆ f = 250 kHz and is fully

programmable. The long-term frequency stability as well

as phase noises level of the synthesizer depends mainly

on the stability of reference frequency standard. As refer-

ence source the TCXO crystal oscillator is used in synthe-
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sizer. To achieve a high isolation and an appropriate output

power level two monolithic amplifiers (ERA-3 and ERA-3

by MiniCircuits) at the oscillator output were applied. The

output part of synthesizer was especially developed for the

class AB SSPA driving purpose. This subsystem includes

a high gain, more then 14 dB, 1 W power amplifier with the

class AB AlGaAs/GaAs HJFET SHF0289 manufactured by

SIRENZA driven by another monolithic amplifier ERA-5.

To obtain a required output power level dynamic, the digital

attenuator AT270 (by M/ACOM) was applied. As AM mod-

ulator, the switch HMC174 (HITTITE) was used. The AM

modulation is an option of MPTS (turn on/off from PC).

It is applied the sensitivity of leakage measurement. Both

components are GaAs MESFET monolithic devices and

low cost. The view of the complete synthesized VCO and

its spectrum are presented in Figs. 3 and 4.

The AD8314 (ANALOG DEVICES) was chosen for in-

cident and reflected power detection purposes. The probe

Fig. 5. (a) The photos of the leakage detector and (b) its char-

acteristics Ud = f (Pin).

for leakage measurement is equipped with a two-Schottky-

diodes detector followed by a logarithmic narrow-band am-

plifier AD606. The leakage detector and its characteristics

Ud = f (Pin) has been shown in Fig. 5.

4. High power amplifier SSPA

The SSPA consists of the 10 W driver amplifier with

a class A GaAs MESFET to achieve high gain and

the 100 W balanced amplifier with push-pull GaAs FET op-

erating in class AB, and 2-way divider/combiner as shown

in Fig. 6.

Fig. 6. Block diagram of the 100 W SSPA and the combining

technique with semi-rigid cable.

The active components of the SSPA are the common source

FETs: the 10 W L-band FLL120MK as driver and push-

pull FLL1200IU-3 of Psat = 120 W at 2.45 GHz, both man-

ufactured by FUJITSU [1]. The surface-mount 3 dB/90◦

WIRELINE couplers, developed and patented by SAGE

Lab., were used as 2-way divider/combiner [3]. All ele-

ments used in the design are commercially available. The

WIRELINE couplers consist of a pair of wire center con-

ductors surrounded by a continuous dielectric insulator and

shielded by a drawn or extruded outer jacket. Finally, the

construction has the physical properties of semi-rigid coax-

ial cable with the electrical features of a TEM coupled line.

These couplers also reduce sizes of a board circuit. The in-

sertion loss of WIRELINE 2-way divider/combiner is less

than 0.2 dB within the desired band.

The basic concern in high power amplifier design is ap-

propriate matching at the input and output of the transistor,
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Fig. 7. The view of the 100 W amplifier with FLL120MK as

the driver and FLL1200IU-3 push-pull transistor.

Fig. 8. (a) The Pout = f (Pin) small-signal gain and (b) reflec-

tion versus frequency of the 100 W amplifier with FLL1200IU-3

push-pull transistor.

and it is necessary to know the values of input and out-

put impedances within a given frequency range. For high

power transistors, the only practical way to determine is

the source/load-pull technique. Numerical methods based

on transient analysis or harmonic balance are not currently

effective due to the very complicated transistor structure.

In general, measurement methods of optimum source and

load impedances for different amplifier requirements are

well known and applied. However, in the case of high power

transistors this technique causes many problems because the

measured impedances usually have a very low real part.

It can be assumed the error of the best source/load-pull

technique amounts to within about 10% [4]. Therefore,

to achieve optimum or at least satisfactory results, some

re-tuning is necessary, in particular for the output match-

ing section. Some of the high power transistors available

on the market include internal matching circuits helping

to achieve satisfactory performance at a specific frequency.

They are, however, very difficult to tune in a wider fre-

quency range. The view of the 100 W amplifier (SSPA)

with FLL1200IU-3 push-pull GaAs FET (transistor consist

of four chips and its structure) and its power characteris-

tic is shown in Figs. 7 and 8. To reduce the dimension

of the amplifier, the Rogers substrate RT/DUROID 6010

was used.

5. Performances

Here is the summary of the features of the developed MPTS

(Fig. 9):

– frequency band from 2.3 to 2.6 GHz, set by a micro-

controller with 250 kHz step;

– long-term frequency stability more than 10−7 and

phase noises: –75 dBc/Hz 1kHz;

– output power level up to 100 W, controlled within

15 dB range with 0.5 dB step;

– AM modulation: square wave with frequency 2 kHz

that can be switched on/off by software;

– output: N type connector 50 W from circulator inte-

grated with high power load;

– leakage detector: more than 45 dB dynamic (up to

–105 dB below the maximum power generated by the

power module), VSWR less than 1.2;

– microcontroller software: full setup for operating

regime, output power level, range and step frequency;

– PC interface: connection RS-232 or USB;

– PC control software: graphical presentation of mea-

surement results – reflection and leakage versus fre-

quency.
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Fig. 9. The view of the 100 W ISM 2.4 GHz power test system.

6. Conclusions

The MPTS system has been successfully realized. It makes

available many new practical applications of microwave

power, such as microwave-driven chemical reactions or

precise measurements of material parameters, heating ef-

ficiency, and system leakage.
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Paper A broadband multistate

interferometer for impedance

measurement
Piotr Szymański and Wojciech Wiatr

Abstract— We present a new four-state interferometer

for measuring vectorial reflection coefficient from 50 to

1800 MHz. The interferometer is composed of a four-state

phase shifter, a double-directional coupler and a spectrum

analyzer with an in-built tracking generator. We describe

a design of the interferometer and methods developed for its

calibration and de-embedding the measurements. Experimen-

tal data verify good accuracy of the impedance measurement.

Keywords— impedance measurement, multistate interferometer,

reflectometer.

1. Introduction

Vectorial reflection coefficient measurement may be per-

formed today using various instruments. Besides the most

popular vector network analyzers, there is a broad class

of interferometers, in which the relationship between the

incident and reflected waves on the tested device is es-

tablished indirectly by measuring power of interfering dif-

ferent microwave signals that are linearly related to those

waves. Within the class, there are instruments perform-

ing the measurement instantly (measurement multiports)

or in successive steps (multistate reflectometers). The for-

mer group is represented by the well-known six-port junc-

tion [1], while the last one by multistate reflectome-

ter [2] or AM/PM switched three port reflectometer [3].

All they yield almost the same number of measured pow-

ers necessary to unambigously determine the reflection

coefficient.

As it has been shown in [3], sequential measurements

made with one detector in several independent states of the

switched three-port are equivalent to simultaneous readings

from four detectors in the six-port junction. Since design-

ers of the interferometers pursue for simplicity and lower

cost, they tend to substitute the number of measurement

states for the number of measurement ports at an expense

of extended measurement time.

For automated measurement, the multistate interferome-

ters use switched AM/PM modulators to realize different

measurement states. Set of all amplitude and phase states

realized by the modulator at a given frequency is typ-

ically depicted with points in polar coordinates and re-

ferred to as the modulator state distribution. Since accu-

racy of the impedance measurement depends on a partic-

ular state distribution, an optimal arrangement of the dis-

tributions in the whole frequency range is a challenging

task for an instrument designer. As it was shown in [4],

AM/PM switches of reflection type may operate over the

bandwidth of few octaves, if properly designed.

The theory behind the reflection coefficient measurement

using the six-port has been known for over quarter of a cen-

tury [1] and can be applied to the multistate interferometers

as well [2, 3]. There are two types of models that describe

such a measurement, the linear and nonlinear ones and this

results in the relevant calibration and accuracy enhance-

ment techniques utilized for the multistate interferometers.

Generally, the linear methods [5] are much simpler to im-

plement in computer than the nonlinear ones [6], but usu-

ally utilize more unknown quantities and thus are more

measurement extensive.

We present here a new four-state interferometer system for

impedance measurement from 50 to 1800 MHz. The sys-

tem employs a spectrum analyzer with an in-built tracking

generator, a four-state phase shifter and a double directional

coupler. The generator stimulates the measurement circuit

through phase shifter and the coupler while the receiver

of the spectrum analyzer measures the interfering waves in

every phase-state of the shifter. We describe the shifter

design and discuss two different models for the impedance

measurement validating they usefulness with experimental

measurements.

2. Multistate interferometer

A general scheme of the multistate interferometer is

shown in Fig. 1a. The instrument measuring unknown

impedance Zx consists of a signal source, an AM/PM

switch, a double directional coupler and a detector. In the

kth state, the modulator produces two stimulating signals,

a1k and a2k, that emerge then as the reflected waves b3k

and b4k at relevant ports of the coupler. Due to mismatched

terminations (the detector and Zx), incident waves a3k

and a4k, respectively, appear also at these ports. Conse-

quently, all the waves interfere in the coupler’s main line

and the detector measures the resultant power. The mea-

sured power depends on the phase and magnitude relation-

ships of both stimulating signals, which vary along with

the modulator state. Generally, any stable receiver capable

of measuring power may fulfil the detector’s role.

29



Piotr Szymański and Wojciech Wiatr

The waves’ interference can be explained using the equiv-

alent circuit shown in Fig. 1b, where two wave sources b3k

and b4k model the stimulation, and the reflection coeffi-

cient Γrk represents the receiver (detector) impedance for

the kth state. The power measured by the receiver in this

state is described by

Pk = αk
|b3k +Γxb4k|

2

|1−ΓxΓrk|2
= ck

|Γx −qk|
2

|1−ΓxΓrk|2
, (1)

where qk = −b3k/b4k is the reference point, i.e., the

value of Γx for which the power drops to zero, and αk

and ck = αk|b4k|
2 are system constants. In the plane of

the complex reflection coefficient Γx, formula (1) de-

scribes a family of cirles, being loci of constant power.

The circles are excentric if the receiver is mismatched

(Γrk 6= 0).

Fig. 1. Multistate interferometer: functional diagram (a) and its

equivalent circuit (b).

There are five real parameters: ck, Reqk, Imqk, ReΓrk

and ImΓrk, in formula (1). Therefore, calibration of the

multistate interferometer requires, in general, measuring of

at least five different impedance standards in each state to

determine the unknown parameters. Considering K states

of the interferometer, one gets the total of 5K calibration

measurements. In case, when the input reflection coef-

ficient of the receiver is invariant to the interferometer’s

state, the number of the unknowns reduces to 3K + 2 and

thus fewer standards are necessary for the calibration.

3. Four-state phase shifter

We have decided to use a four-state phase shifter as our

modulator and designed it considering availability and

affordable costs of its components. The block diagram of

the shifter is presented in Fig. 2. With the signal source

Fig. 2. Block diagram of the four-state phase shifter.

at the input, this three-port circuit produces two signals

shifted in phase by 0◦ or 180◦ at one output and 0◦ or 90◦

at the other one. The phase shifts are realized by two

specialized sections of this circuit, which are separated

with the in-phase input power divider. Each section com-

prises a power divider whose outputs are shifted in phase

and the phase keying rely on selecting the appropriate

signal.

In contrast to the 0◦/180◦ section, the 0◦/90◦ section is

composed of two branches, A and B, to provide cover-

age of the full frequency range. Due to limited bandwidth

(50–700 MHz) of the 0◦/90◦ commercial divider in

branch A, the phase shifter in branch B, composed of an-

other in-phase power divider, a tandem coupler and a ref-

erence line (a delay line), was built entirely in house

for the upper subband (700–2000 MHz). The switches,

single pole double throw (SPDT) and single pole four

throw (SP4T) controlled by a microcontroller (not shown

in Fig. 2), select the appropriate signals in each section,

shifted in phase by: 0◦, 90◦, 180◦ or 270◦. The phase

shifts have been optimized in the whole frequency range

using advanced design system (ADS), a microwave circuit

simulator, on the basis of characteristics measured for the

major components. To correct the phase at low frequency

end, the high-pass filter (see Fig. 2) has been added in the

0◦/180◦ section.

Distribution of the reference points can be evaluated from

the three-port S parameters:

q ji =
S j1

Si1
, (2)

where indices i = 2,3 and j = 4,5,6,7 regard relevant mod-

ulator’s states in both subbands.
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Fig. 3. Distribution of the modulator’s phase states versus fre-

quency in: lower (a) and upper (b) subbands.

Figure 3 shows frequency variations of (2) in the polar

coordinates. The curves revolve similarly on each diagram

thus maintaining almost 90◦ separation. The characteristics

obtained by measurement and simulation in ADS are well

matched, especially over the upper subband.

4. Calibration of multistate

interferometer

Since in contrary to the six-port junction, the measure-

ments made on the multistate interferometer do not com-

prise straight information on the incident wave in the cir-

cuit, the known six-port methods cannot be directly ap-

plied to calibration of the multistate interferometer. There-

fore, we have developed our own method based on a linear

model describing the measurements. For Γrk = Γr = const

(k = 1, 2, 3, 4) in formula (1), we write the equation:

xβββ k + pk xp βββ r = pk , (3)

where pk is a dimensionless power indication of the receiver

in the kth state, the row vectors depend on Γ:

x =
[
1−|Γ|2 1+ |Γ|2 −2ReΓ −2ImΓ

]

and

xp =
[
|Γ|2 2ReΓ 2ImΓ

]
,

while the vectors βββ k and βββ r represent the system parame-

ters:

βββ T
k =

ck

2

[
1−|qk|

2 1+ |qk|
2 −2Reqk −2Imqk

]
,

βββ T
k = −

[
|Γr|

2 −ReΓr ImΓr

]
.

In the above formulae, the β parameters are nonlinearly

related and this can be exploited to reduce the number of

unknown coefficients in the Eq. (3) by K +2. The nonlinear

relationships are as follows [7]:

β 2
k2 −β 2

k1 −β 2
k3 −β 2

k4 = βββ T
k Dβββ k = 0 ,

β 2
r1 −β 2

r2 −β 2
r3 = βββ T

r Drβββ r − eβββ r = 0 ,

(4)

where D = diag {1−1 1 1}, Dr = diag {0 1 1} and

e = [1 0 0].

For the system calibration, a set of known impedance

standards {Γn}, n = 1, 2, . . . , N ≥ 4, is used and the mea-

surements described by Eq. (3) can be set up in matrix

form:

Xeβββ = y , (5)

where the vector βββ T =
[
βββ T

1 βββ T
2 βββ T

3 βββ T
4 βββ T

r

]
represents the

unknown parameters, yT =
[
yT

1 yT
2 yT

3 yT
4

]
comprises the

measurements yT
k =

{
pkn

}
and the block coefficient ma-

trix Xe is composed of matrices:

X = {xn}, Xp = {xpn} and Pk = diag(pkn) ,

Xe =




X 0 0 0 P1Xp

0 X 0 0 P2Xp

0 0 X 0 P3Xp

0 0 0 X P4Xp




.

The over-determined equation set (5) may be solved using

a least squares method accounting for the constraints (4) [7].

For this purpose, we use the objective function:

L(λ , β ) = (y−Xeβββ )TW(y−Xeβββ )

−∑
k

λkβββ T
k Dβββ k −λr(βββ T

r Drβββ r − eβββ r) , (6)

where W is a diagonal weight matrix and the vector λ =
[λ1 λ2 λ3 λ4 λr]

T comprises Lagrangian multipliers. We

minimize (6) with a similar method as in [7] approaching

the optimal solution iteratively. If the system is calibrated,

reflection coefficients of measured devices are calculated in

similar way as in [7].
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5. Experimental results

For measurements, we arranged the interferometer in

a measurement system shown in Fig. 4. The interferom-

eter comprises the four-state shifter, a double directional

Fig. 4. Block diagram of the measurement system.

coupler and an HP8590L spectrum analyzer with in-built

tracking generator. The generator stimulates the measure-

ment circuit through phase shifter and the coupler while

the spectrum analyzer measures the interfering waves

at one port of the coupler’s main line. The other port of

this line is terminated with measured impedance Zx. For

the calibration, the system is equipped with an electronic

impedance tuner that produces 36 known and repeatable

values of the reflection coefficient [8]. All the system is

controlled from a PC through GPIB and RS 232 commu-

nication buses using a program developed in VEE Pro en-

vironment [9].

The program enables user to perform the system calibra-

tion in two ways, with either a simplified or complete pro-

cedure. The simplified procedure assumes Γrk = 0 in the

model (1) and in consequence βββ r = 0 in (3)–(6). It may

be, thus, applied to spectrum analyzers with well-matched

input, e.g., using an attenuator. The simplified calculations

go faster than in case of the complete procedure. This is

achieved, however, at an expense of higher measurement

Fig. 5. Frequency dependence of the RMS error.

uncertainty. Figure 5 shows this with two traces each for

different procedure.

The graph in Fig. 5 illustrates frequency dependence of the

root mean square (RMS) error of the reflection coefficient

measurement in the system. The RMS error is calculated

from deviations of the reflection coefficient:

|∆Γ| = |ΓMIF −ΓV NA| , (7)

where ΓMIF and ΓV NA are the reflection coefficients mea-

sured using the multistate interferometer (MIF) and VNA,

respectively.

The results shown in Fig. 5 refer all the reflection coef-

ficients realized using the impedance tuner. The differ-

ences between both curves are not very pronounced due

to the return loss of the receiver that was higher than

30 dB over the whole frequency range. Two prominent

picks seen in the both curves are, perhaps, caused by inter-

ference coming from mobile communications bands. Thus

except these two bands, the measurement uncertainty is less

than 0.025.

6. Conclusions

We have presented a new multistate interferometer system

for measuring vectorial reflection coefficient from 50 to

1800 MHz. The interferometer is composed of a four-

state phase shifter that was designed in house, a double-

directional coupler and a HP 8590L spectrum analyzer with

an in-built tracking generator. The generator stimulates the

measurement circuit through the shifter and the coupler

while the spectrum analyzer measures the interfering waves

in the coupler’s main line. The reflection coefficient is

determined from the measurements made for four phase

states of the shifter. A PC controls the system and provides

automation of the measurement process.

We described the design of the phase shifter, which was

optimized in the whole frequency range to achieve the high-

est measurement accuracy as well as maintain low cost of

the interferometer. The shifter’s characteristics agreed well

with the designed ones. We introduced also the technique

we had developed for calibration of the system. The tech-

nique is based on a linear model and a LSQ method ac-

counting for nonlinear constraints, which reduces the num-

ber of identified system parameters. We performed reflec-

tion coefficient measurements using the system and com-

pared them with similar measurements made using a VNA.

The experimental results have validated both the technique

and high system’s performance.
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Paper Absorption of EM energy

by human body in the vicinity

of the GSM base station antenna
Dariusz Wójcik, Tomasz Topa, and Krzysztof Szczepański

Abstract— A hybrid method is proposed for specific absorp-

tion rate analysis in a human body located in the near field

of typical GSM base-station panel antenna. The method com-

bines FDTD technique with analytical description of the near

field of isolated antenna. The approximate results are found

to be in excellent agreement with the results obtained by us-

ing the traditional FDTD. The most important advantage of

proposed approach is minimization of computer memory re-

quirements and computation time.

Keywords— cellular telephony, GSM, human exposure to EM

fields, antennas, near field, specific absorption rate.

1. Introduction

According to International Commission on Non-Ionizing

Radiation Protection (ICNIRP) guidelines [1] and IEEE

standards [2], to evaluate exposure conditions to EM fields

specific absorption rate (SAR) must be calculated. It is

advisable to use full-wave numerical methods to evaluate

SAR [4]. Finite-difference in time domain (FDTD) method

seems to be the most frequently used approach in such

cases. The method has been successfully applied to evalu-

ate exposure conditions in far-field of antennas [6], where

plane-wave excitation can be assumed. However, evalua-

tion of SAR in the vicinity of GSM base-station antenna

using classical FDTD usually cannot be performed due to

computational limitations. Since the FDTD domain should

enclose antenna as well as human body phantom, while the

distance between them increases the computer storage re-

quirements and computational time grow rapidly. To over-

come the limitations mentioned above, parallel FDTD tool

using super-computing platforms has been proposed [8].

For the same purpose, hybrid method, combining method

of moments (MoM) with finite elements method (FEM) has

been employed [9].

In this paper, another hybrid approach to evaluation of hu-

man exposure conditions in near field of typical GSM base

station panel antenna is proposed. The method combines

FDTD [7] with analytical description of antenna’s near

field. To evaluate near field of the antenna, its discrete

model is employed [10, 11, 12]. It must be stressed, that

proposed approach can be used to evaluate exposure condi-

tions even when antenna’s geometry is not exactly known,

while all needed parameters of antenna’s model can be ob-

tained form the catalogue data only. For proposed hybrid

method, computer requirements are independent of the dis-

tance between antenna and human body phantom.

2. Method description

In this section proposed hybrid method for evaluation hu-

man exposure conditions in near field of GSM anten-

nas is described. The approximate results are compared

with those obtained using traditional FDTD method. Be-

cause of huge computer memory requirements for tradi-

tional FDTD, derivation of the method and its validation

is carried out for simple, rectangular box human phantom.

Dimensions of the phantom (height × width × thickness

= 80× 50× 20 cm) correspond roughly to dimensions of

adult man’s trunk, and its electrical parameters (εr = 42,

σ = 0.97 S/m) – to average parameters of human body

for 900 MHz. The same fantom is recommended for SAR

measurement procedure [4].

Let us consider the situation depicted in Fig. 1. The phan-

tom is located centrally in front of 730370 antenna [15].

This antenna is widely used in GSM 900 base-stations.

When the human phantom is located close to the source

(in near field), significant influence on antenna parame-

ters is expected. To examine this coupling phenomena, in-

put admittance of the antenna as a function of the dis-

tance between antenna and phantom has been calculated.

Fig. 1. Rectangular box phantom in the vicinity of GSM panel

antenna.
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The results are presented in Fig. 2. As can be observed, if

the distance is greater then approximately 0.7–0.8 m, the

phantom influence can be almost completely omitted.

Fig. 2. Input conductance of panel antenna as a function of the

distance between antenna and phantom.

The total field in the vicinity of the phantom can be treated

as sum of incident field (E i, H i), produced by current flow-

ing in the antenna, and scattered field (Es, Hs), resulted

from interaction of incident field with the phantom. If the

influence of the phantom is negligible, current distribution

in the antenna is such as current distribution in separated

antenna. In such cases incident field can by successfully

calculated using so-called discrete model [10]. Panel anten-

nas, which seem to be the most popular for GSM 900 MHz

as well as for GSM 1800 MHz base stations, are made up

of identical “cells” (see Fig. 1). Each cell consists of sev-

eral dipoles placed in front of a reflector. In discrete model,

the original antenna is replaced with discrete linear array,

where each cell is modelled by one source. The total field

is calculated as a sum of the fields radiated by sources.

The field of each source is obtained using far-field formu-

las. The model gives excellent results if observation point

is located at the distance grater then ∼ 2λ from the an-

tenna. All needed parameters of discrete model can be eval-

uated from catalogue data of the antenna only [10, 13, 14].

Thus, the model can be used for fast calculation of inci-

dent field even if antenna’s geometry is not exactly known.

To evaluate exposure conditions, knowledge of total field

only inside human phantom is needed. Consequently, if

discrete model is employed for incident field calculation,

problem space for FDTD method can be significantly re-

duced to the nearest vicinity of the phantom, as it is il-

lustrated in Fig. 3. It results in decrease of needed com-

puter memory and time of computations. In this paper

FDTD formulation for total/scattered field is used. Thus,

discrete model is employed only for calculation of incident

field on the Huygens boundary between regions. To extend

FDTD domain to infinity, Berenger’s perfectly matched

layer (PML) [7] has been used.

In order to validate the proposed method, approximate re-

sults has been compared with those obtained using classi-

Fig. 3. Problem space for proposed hybrid method.

Fig. 4. Electric field intensity [V/m] inside the phantom along

its symmetry axis.

Fig. 5. Total power [W] absorbed by the phantom as a function

of the distance ( f = 900 MHz, Pin = 1 W).

cal FDTD. Calculations has been carried out for numerous

distances between antenna and phantom. In Fig. 4, elec-

tric field intensity inside the phantom along its symmetry

axis is presented. Total power absorbed by the phantom

as a function of distance is depicted in Fig. 5. As can be
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easily observed, excellent agreement has been obtained for

the distances greater then ∼ 0.9 m.

3. Results

To study exposure conditions in the near field of base sta-

tion antenna heterogenous model of man has been used.

The computer phantom, which has been developed by vis-

ible human data [16] and provided by American National

Library of Medicine, carries information about parameters

of 39 different types of tissues. Used model is made up of

196×114×626 voxels with 3 mm resolution.

The following conditions have been considered. The phan-

tom faces the 730370 antenna, so that the maximum of

radiated field can be observed at head-level. The distance

between the antenna and the phantom was being changed

from 0.75 m to 10 m, which is far field boundary accord-

ing to classical 2D2/λ criterion [5], with 0.25 m step. For

each distance electric field intensity E in human body was

calculated and then SAR distribution was obtained:

SAR = σE2
/ρ ,

where σ and ρ denote conductivity and density of the

tissue, respectively. Then, the results was compared

to safety guidelines. IEEE and ICNIRP restrictions are

based on limitation of whole-body SAR and local SAR

for any 10 g [1] or 1 g [2] of continuous tissues. To select

a tissue volume of the specified SAR-averaged-mass, the

techniques described in [3] has been employed. According

to [3] only a 5% deviation of demanded mass is permitted,

and a tissue volume must have a cubical shape. It is easy

to satisfy such conditions if a 10 g mass averaging is evalu-

ated. Some difficulties may occur when a 1 g mass average

SAR evaluations have to be proceeded, because of a 3 mm

phantom resolution. If it is not possible to reach the desired

value of the required mass in cubical volume, the following

method has been developed. All the voxels in the vicinity

of centered location [3] have been divided into 27 subvox-

els. Each subvoxel has mass equal to 1/27 mass of a basic

voxel, and a resolution of 1 mm. Thus, it is possible to

create a precise cube with a required mass of tissue. In

Figs. 6 and 7 SAR distribution in two cross-sections of

the man model located at the distance of 1.5 m are pre-

sented for power radiated by the antenna equals to 10 W.

Table 1

Tissues with most intensive power absorption

SARtis/SARwb

Part of body Distance [m]

0.6 1.5 3.5 6.0 8.0

Eye lens 26.71 40.53 32.52 23.61 19.26

Eye cornea 18.67 27.91 22.24 16.16 13.15

Eye aqueous humor 14.19 22.05 17.70 12.85 10.47

Eye sclera/wall 11.73 18.23 14.82 10.63 8.71

Pituitary gland 10.92 15.81 12.77 9.31 7.62

Fig. 6. SAR1g distribution on sagittal and coronal views for

distance 1.5 m ( f = 900 MHz, Pin = 10 W).

Fig. 7. SAR10g distribution on sagittal and coronal views for

distance 1.5 m ( f = 900 MHz, Pin = 10 W).
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For each considered distances most of electromagnetic en-

ergy is absorbed by muscles (∼ 40%), fat (∼ 25%) and skin

(∼ 5%). The investigation also shows that except brain and

eyes, the other body organs are strongly protected by tis-

sue layers such as muscle, fat, bone and skin. Some brain

and eye-tissues absorb EM energy significantly more inten-

sively compared with the rest of the body, as it is presented

in the Table 1. Maximal local SAR values are concentrated

around the head and chest, where distinct hot-spots can be

observed. For example maximum local SAR is localized in

eye when the distance between model and antenna is equal

to 1.5 m. When the distance is increased to 8 m maximum

local SAR occurs in muscle of chest.

Fig. 8. Antenna input power needed to exceed SAR restrictions.

The results depicted in Fig. 8 show minimal antenna input

power which makes the SAR restriction to be exceeded. As

can be observed, to reach 1 g SAR restrictions the smallest

input power level is sufficient. 10 g restrictions play impor-

tant role close to antenna only – if the distance is greater

then about 3 m whole-body SAR restrictions dominate.

4. Conclusion

In this paper hybrid method for specific absorption rate

calculation in near field of GSM panel antenna is pro-

posed. The method combines FDTD technique with ana-

lytical description of the near field of isolated antenna. The

approximate results are found to be in excellent agreement

with the results carried out by using the traditional FDTD.

Obtained results show, that comparatively high SAR level

can be observed in brain and eye tissues. However, it is

also presented, that SAR restrictions can be exceeded if in-

put power of the antenna is relatively high compared to its

typical values (about 40 W).
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Paper Characterization

of an aperture-stacked patch antenna

for ultra-wideband wearable radio systems
Maciej Klemm and Gerhard Troester

Abstract— This paper presents, for the first time, the time-

domain characteristics of an aperture-stacked patch antenna

(ASPA) for ultra-wideband (UWB) wearable devices. The

methodology of antennas characterization for UWB radio

systems is also outlined. The antenna operates within the

3–6 GHz frequency band. Time- and frequency-domain char-

acteristics of this antenna are presented in transmission

mode (Tx), receiving mode (Rx) and for 2-antenna (Tx-Rx)

system. The pulse driving the antenna has duration of 0.65

ns. In the Tx mode, pulses radiated in different directions of

the H-plane have very similar shapes. Fidelity factors are as

high as 91.6–99.9%. For 2-antenna system, pulses received in

normal and end-fire-like directions have the fidelity of 69.5%.

As it was found, antenna does not behave “reciprocal” com-

paring Tx and Rx modes. For normal propagation direction,

radiated pulse is the 2nd derivative of the input waveform, but

in the Rx mode, received pulse is the 1st derivative of the inci-

dent plane wave. This antenna can be used for transmission of

short-pulses, even 0.65–1 ns in duration. It is also small (patch

planar dimensions 32/19 mm) and compact. Microstrip con-

figuration allows further integration of active devices on the

same board. Taking into account above results we can say

that ASPA is a good candidate for UWB non-invasive wireless

body area network (WBAN) applications.

Keywords— ultra-wideband, UWB, ultra-wideband antennas,

ultra-wideband communication.

1. Introduction

Ultra-wideband (UWB) communication systems have re-

cently received more and more attention in the wireless

world. Their envisioned advantages over conventional wire-

less communication systems are: extremely low power con-

sumption, high data rates and simple hardware configura-

tion. UWB radio is characterized by a wide signal spectrum

and low radiated power spectral density (for FCC regulation

refer to [2]). The most interesting approach of the UWB ra-

dio system is so-called impulse radio [3]. Its basic concept

is to transmit and receive very short electromagnetic pulses

(few tens of picoseconds to few nanoseconds in duration),

where the pulse shape is a crucial information. Antennas

play a critical role in UWB communication systems since

they influence the complexity of the receiver and transmitter

(pulse generator). Generally, ordinary wideband antennas

will not transmit short pulses without distortions. Good ex-

amples are well-known broadband radiators: log-periodic

and spiral antennas. They can be called ultra-wideband

in terms of the input matching and radiation characteris-

tics, but since they radiate different frequency components

from different parts of the antenna, fast transient wave-

forms are distorted and stretched out [4, 5]. Other radiators

(e.g., bow-ties or dipoles) use resistive loading to improve

transient characteristics, but at the cost of the radiation ef-

ficiency.

Design of the ultra-wideband antenna for UWB wearable

devices is even more challenging. The antenna is mounted

on the human body and more aspects are of great impor-

tance: antenna dimensions, possibilities of integration into

the clothing, human body influence on the antenna charac-

teristics and also on the short-pulses propagation.

Our research interests concern antennas for non-invasive

wireless body area networks (WBAN) [1]. WBAN nodes

are usually placed close to the body, on or in everyday

clothing. It has some distinct features from other wireless

networks, which are also constraints for antenna designs:

close proximity of the human body (electromagnetic “pol-

lution” should be extremely low), low transmitting power,

possibly low radiation towards body. From the practical

point of view, aperture-stacked patch microstrip antenna is

a very attractive candidate for WBAN applications (is small

and compact, do not radiate significant power into the hu-

man body). Moreover, its wideband matching and radiation

characteristics were reported [6]. To make sure that ASPA

is suitable for UWB (pulsed) WBAN wearable radios, we

have investigated its transient characteristic.

2. Antennas in UWB systems

Characteristic parameters of antennas for UWB communi-

cation differ from those known from the classical antenna

theory. The classic concepts of return loss, gain, and radi-

ation pattern are not applicable to pulsed antennas. Return

loss still can be useful in guiding the efficiency, but is no

longer a useful measure to characterize short-pulse radia-

tion. Typical antenna parameters for UWB radio systems

are described in [7, 8].

Figure 1 schematically presents components of a UWB ra-

dio link, which can be equally characterised in the time-

or frequency-domain. X( f ) represents the signal created

in the pulse generator, which feeds the transmit (Tx) an-

tenna. Next, we have 3 transfer functions: Htx( f ) stands for

the Tx antenna transfer function, hch(t) indicates channel
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characteristics, Hrx( f ) is the receiving (Rx) antenna transfer

function. All these functions are not only time (frequency)

dependent, but depend also on the direction of the signal

propagation.

Fig. 1. Schematic of the UWB communication link.

The characteristic feature in the UWB radio systems is that

an antenna must be designed taking into account the entire

system. For the particular waveform driving different an-

tennas, in the receiver we will get different pulse shapes.

Thus, depending on the receiving method, the system per-

formance will vary and in the worst case it can even stop

working. This can be the case for the template receiver

(e.g., Rake), where the received waveform in compared

with the reference pulse. For this kind of receiver, its com-

plexity will depend on the excitation pulse and the antennas

Fig. 2. (a) Excitation pulse driving the antenna; (b) time-domain

electric field probes.

used. From the other side, for the same kind of the tem-

plate receiver, one could assume different approach. To

achieve the simplest detection, one can define the received

pulse shape y(t), and based on the known function h(t),
one could calculate desired excitation x(t). So, in this case

we could achieve the simple receiver, but since x(t) can be

the arbitrary waveform, pulse generation can become quite

complicated. For our investigations we have used the pulse,

which comprise trade-off between transmitter and receiver

complexities.

Figure 2 presents the excitation pulse (with duration

of 0.65 ns and time-domain probes, 20 cm from antenna)

used within simulations to find Tx transfer functions for

different directions. The pulse was created by the method

described in [9]. In this method, for a given duration of

the pulse and a limited signal bandwidth we get the set of

orthogonal pulses.

3. Antenna design

The geometry of the aperture-stacked patch microstrip

antenna is shown in Fig. 3. It differs from typical aper-

Fig. 3. Geometry of an aperture-stacked patch antenna.

Table 1

Dimensions of the ASPA and materials

Element h [mm] εr tan δ
Feed substrate 1.58 2.2 0.0009

Foam substr. 1 4 1.07 0.0009

Substrate 1 3.175 2.2 0.0009

Foam substr. 2 2.4 1.07 0.0009

Substrate 2 1.58 2.2 0.0009

width [mm] length [mm]

Feed-line 4.8 –

Stubs 1.4 7.4∗

Patch 1 32 19

Patch 2 32 17
∗ Distance from the open-end of a stub to the aperture
centre.
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ture-coupled patch antennas in that a larger aperture and

thicker substrates with low dielectric constants have to

be used. Because the aperture in the ASPA is also used

as a radiator, dual-offset tuning stubs control the cou-

pling from the feed-line. Length and distance between them

are one of the important parameters to achieve broad-

band characteristics. For our application, we have de-

signed the ASPA for a frequency range from 3 to 6 GHz,

considering the input matching. Referring to the antenna

geometry from Fig. 3, the antenna dimensions are shown

in Table 1.

4. Antenna characteristics

The antenna was designed and analysed with the aid of

the commercial time-domain simulator CST microwave stu-

dio (finite integration (FI) method). All the necessary fre-

quency domain parameters were calculated applying the

Fourier transformation.

4.1. Frequency domain (FD) characteristics

The measured and simulated return losses (RL) of the

ASPA (with a ground plane size of 70×70 mm) are shown

in Fig. 4. The RL 10 dB bandwidth is from around 3 to

6 GHz, what is sufficient for our application. A small dif-

ference between both RL characteristics is a result of the

additional SMA connector used in the measurements.

Fig. 4. Measured and simulated input matching of the ASPA.

The Htx( f ) transfer function in different radiation direc-

tions (see Fig. 2b) is shown in Fig. 5. The 0 deg indi-

cates radiation perpendicular to the patch surface (normal

mode), 90 deg is for end-fire-like propagation (what can

represent, e.g., communication between antennas placed

along the human body). Since the antenna has the linear

polarisation, all results are shown for a dominant electric

field component. The distance from the antenna to electric

field probes is 20 cm.

From Fig. 5a we can see that the transfer function is flat

(max. variations 3 dB) within 3–6 GHz bandwidth, for

0–45 deg directions. Together with linear phase for these

Fig. 5. Antenna FD transfer function Htx( f ) in different propa-

gation directions: (a) amplitude; (b) phase.

directions (Fig. 5b) this indicates that the pulse compo-

nents in this range are radiated without distortions. For

radiation at angles between 66.7 and 90 deg, we can see

a notch (6 and 5.8 GHz) in the amplitude characteristic

of the Htx( f ), which causes also nonlinear phase response.

The same effect can be seen in Fig. 6, where we have

Hrx( f ) and H( f ) (2-antenna) transfer functions. This re-

sult probably from the slot radiation. For these directions

on the frequencies where the notch occurs, waves radiated

from 2 slot edges have aprox. 180 deg phase difference. For

the worst case, end-fire-like (90 deg) propagation direction,

variations in the amplitude of Htx( f ), Hrx( f ) and H( f )
(for 3–6 GHz range) are 20, 30 and 47 dB, respectively.

This suggests that the pulse will suffer from distortions.

For 0 deg direction, these variations are very small, not

higher than 4 dB for all transfer functions (Htx( f ), Hrx( f )
and H( f )). Interesting to notice is the fact that Htx( f )

41



Maciej Klemm and Gerhard Troester

Fig. 6. ASPA transfer functions: (a) Hrx( f ) – Rx mode;

(b) H( f ) – 2-antenna system.

and Hrx( f ) functions are not the same, thus indicating

differences in the antenna transmission and reception be-

haviours. As we will see in the next paragraph this fact has

great influence on the pulse shapes.

4.2. Time domain (TD) characteristics

In Fig. 7 we present radiated pulses in five different direc-

tions, when the ASPA was excited by the pulse from Fig. 3a.

Figure 7 shows absolute and normalized (to the maxi-

mum) values of electric field intensity of radiated pulses,

respectively. From Fig. 7b we can see the fidelity

(pulse shape changes in different propagation directions) of

the pulses. Assuming as a reference pulse radiated in a nor-

mal direction, the fidelities are 99.9, 99.2, 97 and 91.6%
for directions 22.5,45, 66.7 and 90 deg, respectively.

All pulses are very similar, nevertheless for 66.7–90 deg

directions we can see the late-time ringing, caused by

the notch and nonlinear phase of the Tx transfer func-

Fig. 7. Radiated pulses (Tx mode): (a) absolute values; (b) nor-

malised values.

tion (Htx( f )). To avoid pulse distortions, antenna for

UWB systems should have the linear phase response. This

is even better visible when looking at the pulse shapes (nor-

malized) at the terminals of the receiving antenna (we used

the same ASPA in Tx and Rx modes) from Fig. 8. They

differ not only in the shape, but also in the duration. Their

fidelity is only 69.5%, their duration (counted for the 10%
of a Vmax) is 0.89 and 1.62 ns, for normal and end-fire-

like directions, respectively. The longer pulse duration for

90 deg indicates lower achievable data-rates; its compli-

cated shape (more zero-crossing points within the effective

duration of the pulse) can make the detection process more

difficult (e.g., more fingers for the Rake receiver).

In the UWB transmitter-receiver system, output signals can

be (with some assumptions) often approximated by sev-

eral time derivatives of the input driving pulse (e.g., output

waveform from the 2 electrically small Tx-Rx dipoles is

a 3rd derivative of the input pulse) [10, 11]. But if the

antennas are not electrically small (e.g., horn or reflector

antennas) they can have no influence on the pulse shape.
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Fig. 8. Received pulses (the same ASPA used for Tx and Rx).

Fig. 9. Comparison between ideal derivatives of the antenna

input waveform (Fig. 2a) and its output signal for different op-

erating modes: (a) derivatives of the input pulse; (b) Tx mode;

(c) Rx mode; (d) Tx-Rx mode (2 antennas).

Other behaviours, even integrations, are also possible. For

that reason we have also investigated this aspect. Figure 9

presents comparison between ideal derivatives of input

signal for Tx, Rx (input signal as a plane wave) and Tx-Rx

modes. All pulses are normalised so that we can compare

their shapes.

In Fig. 9a we have waveforms of the 1st, 2nd, 3rd deriva-

tive of the input pulse (Fig. 3a). Figure 9b presents ra-

diated waveforms for 0 and 90 deg directions (the same

as in Fig. 7). It can be seen that the pulse radiated in

0 deg direction is very similar to the 2nd derivative of

the excitation. For 90 deg direction, excluding late-time

distortions, the pulse is a good replica of the 1st deriva-

tive of the input waveform. This effect is very interest-

ing, especially if we compare it with the results obtained

for the Rx mode. In Rx mode, we have used plane wave

excitation with the time shape as for the radiated pulse

(Fig. 9b, left) in normal direction (0 deg). The left

pulse in Fig. 9c is the 1st derivative of the plane wave

pulse, next to it we see 2 received pulses. Unlike in

the Tx mode, both pulses are very similar to the 1st

derivative of the impinging plane wave. For 90 deg di-

rection, pulse is stretched and distorted at the end, be-

cause of the notch in the Rx transfer function. These re-

sults show that the antenna is not “reciprocal” in Tx and

Rx modes, if we look at the output waveforms (or fre-

quency dependence of the respective transfer functions).

Finally, for the entire Tx-Rx system, we can notice that:

for 0 deg direction, the received pulse is the replica

of the 3rd derivative of the input waveform; for 90 deg

direction, the pulse is seriously distorted and stretched in

time, and there is no simple relation with any of deriva-

tives. This is the effect of the total system transfer func-

tion characteristic H( f ) (Fig. 6b, 90 deg). From Fig. 9

we can also say that the reception mechanism has the big-

ger influence of the pulse distortions, in the end-fire-like

transmission direction.

5. Conclusions

In this paper we investigated the ASP microstrip antenna

for UWB wearable applications. Based on the general

methodology (using TD simulator), the most important

parameters of the pulse antenna were found. Their

knowledge is necessary to perform simulations of the UWB

radio system, including pulse generator, UWB channel

model and receiver front-end. It is very difficult to judge

the pulse antenna performance, since it cannot be sep-

arated from the entire system. There is a clear call for

the generator-antenna-receiver co-design in UWB radios.

Because of the high fidelity of radiated pulses (above 90%),

ASPA could be successfully used for transmitting-only

nodes of the WBAN, in the case of on-the-body and

body-environment communications scenarios. But it could

also be used in both (Tx and Rx) modes, if we could
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accept lower data-rates for end-fire-like direction (which

is the case for on-the-body placed network nodes). In

this case, the template receiver is probably not the best

solution. Taking into account all practical requirements

(small size and compactness), we can say that ASPA is

a good candidate for UWB wearable radio systems. Fur-

ther investigations will include influence of the human

body on the antenna parameters and UWB signals prop-

agation.
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Paper Spatial power combiner

using a planar active transmitarray

of stacked patches
Feng-Chi E. Tsai and Marek E. Bialkowski

Abstract—An XXX-band spatial power combiner, which uses

a planar transmitarray (TXA) of orthogonally polarized

stacked microstrip patches integrated with input and output

ports of transistor amplifiers is described. In order to ob-

tain an increased operational bandwidth, the unit cell of the

combiner with various stacked patch (SP) configurations is in-

vestigated. The configuration showing the smallest insertion

losses is chosen for developing a TXA. The constructed spatial

combiner includes a 4×44×44×4 cell TXA placed between two hard

horn antennas. Its performance is assessed experimentally in

terms of amplification gain and combining efficiency.

Keywords— active antennas, amplifiers, microstrip antennas,

planar arrays, power combiners.

1. Introduction

A very rapid growth of terrestrial and satellite communi-

cations in the last few decades of the 20th century and the

resulting heavy congestion of low microwave bands have

been a major driving force for exploring upper microwave

and millimetre-wave frequencies. One of the main require-

ments for a successful shift to the new frequency spectrum

is availability of high power solid-state transmitters. Solid-

state devices such as diodes or transistors are able to meet

such demand when their output signals are combined using

spatial power combining methods. These methods avoid

conduction losses, which become pronounced at millime-

tre wave frequencies.

The space-level power combining was first demonstrated

by Staiman et al. [1] in 1968. Since that time, varieties of

spatial power combining structures have been proposed and

established [2, 3]. Although at the initial stages both oscil-

lators and amplifiers were considered, most of the recent

activities have been devoted to amplifiers. This is because

of the ease of their control and tuning. Due to the tech-

nological reasons most of recent investigations have been

committed to planar, tile and tray, configurations of space-

level combiners. The tile configuration offers the fully pla-

nar format and ease of development. Its disadvantage is due

to narrow-band operation, which is caused by the narrow-

band operation of typical planar antenna elements, which

are employed in this type of power combiner [4–11].

The goal of the work undertaken here is obtaining an in-

creased operational bandwidth of the tile type power com-

biner by employing stacked patch (SP) microstrip anten-

nas [12] as receiving and transmitting elements in the active

planar transmitarray (TXA). An X-band prototype, which

can be easily scaled to higher frequencies, is investigated.

First, various configurations of SP antennas for integration

with amplifiers are studied in the unit cell arrangement.

After making suitable selections, 4×4 cell passive and ac-

tive SP TXA are designed and developed. Two identical

hard horn antennas with an approximately uniform aperture

field for signal launching and collecting complete the de-

sign of this space-level power combiner. Its performance

is assessed in terms of amplification gain and combining

efficiency.

2. Stacked patch antenna unit cell design

In order to develop an amplifying TXA with an increased

operational bandwidth, edge-fed stacked patch (EFSP) and

aperture-coupled stacked patch (ACSP) antennas for inte-

gration with input and output amplifier ports were selected

and studied using the full-wave electromagnetic (EM) com-

mercial simulation software, Ensembler of Ansoftr. The

investigations were performed at 10 GHz by assuming

9.5 GHz as the design frequency. The full design details

of the chosen antennas were reported in [13] and are not

repeated here. The 10 dB-return loss bandwidths for these

antenna elements were 1.9 and 3 GHz respectively, as con-

firmed both by simulations and measurements [13].

An increased return loss performance of these SP anten-

nas was not sufficient to make the claim that they would

be good candidates for developing an active TXA with

increased operational bandwidth. In addition to high re-

turn loss, these antennas have to provide minium inser-

tion losses when they form the power combiner structure.

In order to obtain a more appropriate assessment, these

antenna candidates were used to develop three configura-

tions of the unit cell prototype of the planned TXA. Only

one of the three investigated configurations of the unit cell

provided minimum insertion loss and thus an optimal per-

formance [13]. This configuration has been selected to de-

velop 4×4 element passive and active TXAs. The design

and development details of these two antenna systems are

presented next.

3. The 4×4 array design

The configuration of an X-band power combiner configu-

ration including the 4×4 cell TXA, which is investigated
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here, is shown in Fig. 1. In this figure, the transmitting

hard horn on the left illuminates the receiving (TXA-R)

patch antennas. The signal is received by stacked patches,

coupled through the slots in the ground plane, amplified

in the feed layer before being reradiated by the transmit-

ting (TXA-T) stacked patch antennas of edge-feed type.

As seen in the figure, in each unit cell the TXA-R and

TXA-T antennas are placed orthogonally back-to-back to

each other. The cross polarized antennas are used pur-

posely in order to increase isolation between input and out-

put ports of the amplifiers. The amplified signal is com-

bined by a pyramidal hard horn, which is orthogonally po-

larized to its input counterpart. The perspective view of

the complete passive unit cell (in which the through con-

nection is used in place of an amplifier) of TXA is shown

Fig. 1. A stacked patch (SP) transmitarray (TXA) spatial power

combiner with transmitting and receiving hard horns. Parameters:

A = 10.16 mm, B = 22.86 mm, A1 = 94 mm, B1 = 126 mm,

PE = 240 mm, QE = 248.5 mm, T = 7.2 mm.

Fig. 2. Perspective view of the SP microstrip antenna unit when

a through connection replaces an amplifier.

in Fig. 2. In turn, Fig. 3 reveals the schematic of the ac-

tive unit cell including the biasing circuitry. The active

devices chosen and implemented in the array are 50 Ω-

pre-matched ERA-1 low power monolithic amplifier man-

ufactured by Mini-Circuitsr. The required bias condition

of 3.6 V and 40 mA at the drain of the ERA-1 amplifier are

easily accomplished with a bias voltage of 5 V and a 33 Ω
biasing resistor. A simple radio frequency (RF) biasing

Fig. 3. Active unit cell of the SP TXA.

circuitry consisting of a high impedance line and a fan stub

are designed and implemented. Normally, this amplifier is

aimed for operation from DC to 8 GHz with gain not worse

than 10 dB. The measurements performed on this amplifier

revealed that it could be used beyond this band with an

acceptable gain of 8.97 dB at 10 GHz.

In order to launch and receive the signal, two identical

X-band pyramidal hard horns are designed and manufac-

tured. The chosen aperture dimensions are 126 mm ×
94 mm and the axial horn length is 240 mm. Dielectric

slabs made using Rogersr RT/duroidr 5880 with εr = 2.2
are placed in the inner H-plane walls of the pyramidal horn

to create hard surfaces. For operation at the centre fre-

quency of 9.5 GHz, thickness of 7.2 mm was used, as

obtained from the formula given in [14]. Parameters of the

two hard horns are shown in Fig. 1.

Due to the fact that the computer resources currently avail-

able to the authors did not allow for simulating of the entire

power combiner, further investigations were carried out us-

ing experimental means.

4. Results

First, two co-polarized hard horns spaced by the distance

suitable for accommodating a passive or active transmitar-

ray were measured to quantify the level of insertion loss.

The average measured insertion loss was found to be 2.7 dB

over a bandwidth of 2 GHz from 8.5 to 10.5 GHz. The

10 dB return loss was obtained across the entire X-band.
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Fig. 4. (a) Magnitude and (b) phase distribution of hard horns

along the H-plane cut through the centre of aperture at three se-

lected frequencies. Shaded regions indicate the position and thick-

ness of the dielectric slabs.

The two hard horns were also tested in terms of magni-

tude and phase uniformity across their apertures over the

investigated frequency band. The measured field magnitude

and phase distribution in H-plane cut for the horn aperture

at three selected frequencies are shown in Fig. 4. From

Fig. 4a, it is observed that the designed hard horn provides

a uniform field magnitude distribution with less than ±2 dB

variation for more than 90% of the horn aperture at the de-

sign frequency of 9.5 GHz. However at 10.5 GHz, a ripple

of 7 dB on average is formed over the aperture. In Fig. 4b,

it is observed that an approximately uniform phase distribu-

tion is obtained at 8.5 and 9.5 GHz. At 10.5 GHz, a sharp

change of phase occurs at about half way between the centre

to both edges of the hard horn in H-plane cut. This indi-

cates that the workable range for the hard horn, at which

uniform magnitude and phase distribution are attained, is

limited up to or slightly above the centre frequency at which

the dielectric slabs are designed at.

Following the hard horns assessment, a full power combin-

ing structure including a passive or active TXA was mea-

sured. A 4×4 cell active SP TXA, based on the unit cell

configuration of Fig. 3, is shown in Fig. 5. The array ele-

ment spacing of 0.9λ0 or 28.42 mm at 9.5 GHz was chosen

in order to accommodate the integrated active circuitry.

Fig. 5. A complete active 4×4 SP TXA.

In the first step, the structure including a passive 4×4 ar-

ray was assessed. The array was placed in a horn-to-horn

setup between two cross-polarized hard horns on a height

adjustable mounting jig along a steel rail. A separation

distance of 15 mm between the transmitting/receiving horn

and the amplifier array was determined by manually adjust-

ing the distance until good return loss level was achieved

over at least 2 GHz bandwidth about the centre frequency

of 9.5 GHz. The measured results of the 4× 4 passive

array are shown in Fig. 6. The minimum insertion loss

Fig. 6. Measured S-parameters of the passive 4×4 SP TXA.

is 4.3 dB at 9 GHz with a 3 dB-gain bandwidth of about

2.2 GHz and a maximum ripple of 2.7 dB across this band.

This result indicates that the minimum insertion loss in-

curred by the passive array is 1.6 dB. However, this value

varies with frequency, and the average value across the

3 dB-gain bandwidth is 3.74 dB. Using the same setup,

measurements were performed on the active array and re-

sults are shown in Fig. 7. The maximum small signal gain

is 3.46 dB at 8.7 GHz with a 3 dB-bandwidth of about

1.9 GHz. By taking into considerations of losses associ-

ated with the hard horns and passive array, the amplifier

gain at 8.7 GHz is 8.53 dB, while the average value across

this bandwidth is 7.9 dB. The 3 dB-bandwidth of the ac-

tive array is reduced by 0.4 GHz, which can be attributed
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Fig. 7. Measured S-parameters of the active 4×4 SP TXA.

to the frequency shift of operation of antenna elements

caused by the integration of the amplifier and biasing cir-

cuitry into the multi-layer passive TXA.

5. Discussion

The results presented in Figs. 6 and 7 show a reduced am-

plification gain. This gain reduction is because of insertion

losses of the investigated power combining structure. The

observed power loss is mainly due to leakage through the

edge elements of the active array and is expected because

the SPC investigated here is not a fully closed conducting

structure. This power loss can be reduced by placing the

active TXA into a waveguide between the launching and re-

ceiving horn antennas. Alternatively, it could be minimized

by increasing the number of active array elements so there

would be a smaller (in terms of percentage) group of ele-

ments responsible for leaking power outside the receiving

horn.

The evaluation of performance of an amplifying power

combiner is usually completed by making power compres-

sion measurements, in which the 1 dB-compression point

is determined [2–9]. For a space level combiner, an alter-

native approach of assessing the same can be done through

the near-field uniformity measurement of the transmitting

side of an active aperture. The reason is that the uniform

field distribution at the transmitting side of active aperture

indicates that all of the elements of the active array are able

to efficiently amplify both weak and large level signals. In

particular, this condition facilitates simultaneous saturation

of individual amplifiers under the large signal scenario. As

a result, this condition enables the largest dynamic range

of a space-level power combiner.

The measured near-field magnitude distribution across the

E- and H-plane cuts at the output side of the 4×4 cell TXA

(when the output hard horn is removed) at three selected

frequencies is shown in Fig. 8, respectively. As seen in

Fig. 8, there is a general degradation of uniformity across

both the E- and H-plane of the array aperture at 10.5 GHz.

Comparatively, stronger coupling is seen in H-plane, as this

is due to the slot radiation of TXA-R, which is orthogonally

polarized to TXA-T. Experimental observations of Fig. 8

Fig. 8. Measured near-field magnitude distribution in (a) E-plane

cut and (b) H-plane cut at the output side of the active 4×4 SP

TXA illuminated by a hard horn at three selected frequencies.

follow that of Fig. 4 in which it is found that the hard horn

supports uniform field aperture between 8.5 GHz and up to

about 10 GHz. The results of Figs. 6 and 7 follow this trend,

where it can be seen that the insertion loss performance

begins to degrade beyond 10.3 GHz.

6. Conclusion

In this paper, stacked patch antenna elements connected

to input and output ports of individual amplifiers have been

proposed to increase the operational bandwidth of a space-

level combiner employing a planar amplifying transmi-

tarray. Two configurations of a unit cell prototype using

three different SP antennas have been designed and inves-

tigated. Only the one showing a small insertion loss over

an increased operational bandwidth has been used to form

a 4 × 4 cell planar array for an X-band power combiner.

Two hard horns for signal launching and combining have

been designed, manufactured and tested to complete the

design of the spatial power combiner. The structure has

shown a minimum insertion loss of 4.3 dB at 9 GHz with

3 dB-gain bandwidth of 2.2 GHz when the passive array is

placed between the two horns. The combiner with an ac-

tive array has demonstrated a maximum small signal gain

of 3.46 dB at 8.7 GHz, while taking into account all as-

sociated losses, with a 3 dB-bandwidth of about 1.9 GHz.

This operational bandwidth could not be achieved using

a transmitarray of edge-fed microstrip patches.
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Paper Application of optical

dispersion techniques in phased

array antenna beam steering
Marcin Muszkowski and Edward Sędek

Abstract—The paper presents an opto-electronic system for

antenna beam control and results of model system measure-

ments.

Keywords— phased arrays antennas, fiber optic, dispersion,

laser.

1. Introduction

Active phased arrays antennas [1] play an important role in

modern radar systems. This kind of antenna techniques is

a flexible way to apply electronic beam scanning in wide

angle range without the need for mechanical rotation of

the antenna and easy spatial characteristics beam shap-

ing, achieved by independent control of transmitting ele-

ments [2].

2. Electronic scanning

of antennas beam

Phased array active antennas consist of independent mi-

crowave transmitting and receiving elements. Separate con-

trol signals are being supplied to them by using indepen-

dent variable phase shifters or delay lines. The desired

direction characteristic of an antenna is achieved by proper

power supply and time delay distribution of control mi-

crowave signals. Phased array antenna beam steering [3]

is based on supplying antenna radiating elements by mi-

crowave signals with gradually increasing phases. In the

case of one-dimensional active antenna, the phase differ-

ence between antenna array consecutive elements required

for shifting antenna’s beam off an antenna axis by θ angle,

can be presented as follows:

α = 2π
d
λ

cosθ , (1)

where: λ – microwave signal wavelength, d – distance

between radiating elements.

Using formula λ = c/ f , where c is light speed in vacuum,

and f – microwave signal frequency, we obtain:

α = 2π f
d
c

cosθ . (2)

The above equation indicates that phase difference of mi-

crowave signals depend on microwave signal frequency.

It means that varying frequencies are positioned in differ-

ent directions. This disadvantage limits antenna operation

to monochromatic signals, excluding wide band systems

implementation.

Substituting in Eq. (2) by formula α = 2π f t, where t is

time while the wave changes phase by α , and transforming

this equation, we achieve a simple dependence for delay

time of microwave signal distributed to the antenna to gen-

erate beam under angle θ :

t =
d
c

cosθ . (3)

The above equation shows that the time delay of a mi-

crowave signal between the consecutive antenna elements,

as opposite to phase shift, does not depend on frequency

implicating a possibility of wide band operation.

3. Optoelectronic antenna

steering system

The concept of developed steering system applies material

dispersion phenomenon in single-mode optical fibres to ob-

tain tuned time delay of microwave signals [4, 5] and uses

optic fibre sections arranged as binary tree. The scheme of

a control system for 16-element linear antenna is presented

in Fig. 1. Tuned wavelength laser in range 1520 – 1600 nm

and 10 mW optical output power has been used as an optic

signal source. The optic signal is routed to electro-optic

modulator. The applied modulator operates in a third op-

tic window, allowing for 10 GHz optical signal modula-

tion. A specialised microwave amplifier has been applied

as a modulator control unit.

Microwave input signal, following relevant amplification

in a driver, is routed to the modulator electric input. Thus,

an optic signal on the modulator output is amplitude modu-

lated with the envelope compatible to the control microwave

signal from RF generator. Next, the modulated optic

signal is distributed to a binary tree introducing the rel-

evant microwave signal delays on individual outputs of the

system. Delayed signals are attenuated by fibre optic at-

tenuators to obtain required power distribution. Next, they

are routed to the inputs of 16 optical receivers, performing

optic to electric signal conversion and finally distributed

to the microwave amplifiers, thus additional amplifying
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Fig. 1. Antenna control system scheme.

of 22 dB is performed. Antenna beam control system re-

quires selection of high dispersion fibre optic length LD and

zero dispersion fibre optic length LZD, according to opera-

tion laser wavelength range, to obtain the desired antenna

beam scanning range.

4. Control system measurements

The system maximum amplification is 25 dB for laser

output power equal 10 dB. All optic link bandwidth

reaches 8 GHz. Measurement results of microwave signal

Fig. 2. Microwave signals time delay change versus laser wave-

length.

time delay changes of the control system output, for the

microwave signals frequencies 1.3 GHz and 5.6 GHz are

presented in Fig. 2.

Ideal compatibility between those two diagrams conducted

for two varying frequencies can be observed – black curve

exactly covers the grey one. This indicates no frequency

dependence of signals time delay. The obtained results

correspond to the theory very well. In both cases, tuning

the laser wavelength by 80 nm brings microwave signal

time delay change of about 970 ps. The propagation time

change resolution of 1.2 ps can be achieved for the applied

fibre length equal 790 m.

Fig. 3. Elevation characteristics of 16 elements antenna row:

(a) calculated in theory; (b) calculations based on measure-

ments.

Detail measurements of the developed system are based

on measurements of output signals power distribution

and microwave signals delay, between a modulating sig-

nal and 16 outputs signals of the control system. The

measurements have been done on microwave network ana-

lyzer HP8720B. Power and phase of microwave signal have

been measured. The phase was converted into time delay

for signal frequency equal 5 GHz. The antenna elevation

characteristics have been calculated on the base of obtained

results. The characteristics have been developed for 4 optic

signal wavelengths. Antenna beam scanning in the range

of 0◦– 45◦, has been achieved. Elevation characteristics

of an antenna, calculated theoretically (a) and based of

measurements (b) for the distribution of output power like

cos2 x + 0.4 are presented in Fig. 3. Presented radiation

characteristics of the 16 elements antenna row, performed
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for non-uniform signals power distribution at the control

system outputs prove considerable compatibility to theoret-

ical simulations.

The developed system ensures an opportunity of the

beam propagation direction control with an excellent ac-

curacy 0.1◦. This allows to achieve an ideal agreement

of the antenna beam propagation angle according to de-

sired direction. For 16 antenna elements the beam width

reaches 6.3◦ for 0◦ propagation angle and 9◦ for 45◦

propagation angle. The side lobes level is –25 dB related

to the main lobe in the simulation, while real character-

istics side lobes level is about –17 dB. This difference

can be reduced by applying higher precision optic atten-

uators.

5. Conclusions

The paper describes a concept of the optoelectronic com-

ponents application for the construction of the system

targeted at steering 16 element antenna row. On the base

of the obtained measurement results excellent optic param-

eters have been achieved: low optic losses at the level

of 15.5 dB, light source power high stability allowing

operation at the power level of +8 dB for the wide

wavelength tuning range, negligible dependence between

the fibre optic links attenuation and laser wavelength.

Electric parameters: amplification of single link over

25 dB and 5 dB of the whole control system, dynamic range

over 70 dB, 8 GHz signal bandwidth have been achieved.

Microwave signal delay resolution measurement, accompa-

nied by changing the optical carrier wavelength, generated

by the semiconductor laser, is better than 1.2 ps. Thus,

very high resolution and an excellent accuracy of the an-

tenna beam positioning have been achieved.
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Paper A lightweight planar

antenna element with optimized feed

for use onboard spacecraft
Krzysztof Wincza and Paweł Kabacik

Abstract—This paper is a report on low gain antennas (LGAs)

manufactured with bonded lightweight materials. These an-

tennas can sustain large temperature variations and are ca-

pable of functioning in modern miniature spacecraft, mainly

in the telemetry, command and ranging (TC&R) links. When

made of cheaper materials, the proposed circularly polarized

antenna can be widely used in the base stations of short-range

wireless systems. The recommended operating frequencies are

between 1 and 8 GHz. One major technical consideration is

obtaining the required high quality of circular polarization

with as low space demands as possible. A lightweight 90◦ po-

larizer, printed on a dielectric membrane and operating over

a broad bandwidth, is proposed for the antenna feed. Owing

to the bandwidth advantage of the polarizer and the use of

carefully designed aperture coupled feed, the electrical char-

acteristics maintain good properties over a wide frequency

range (15%).

Keywords— microstrip antennas, spaceborne antennas, circu-

larly polarized antennas.

1. Introduction

The presented lightweight patch antenna is intended to

operate in two main applications: the telemetry, command

and ranging (TC&R) links of small spacecraft and radio

interfaces of short range wireless systems. Regardless

of the spacecraft, an ideal TC&R antenna should feature

radiation properties which do not give rise to more than

a tolerable risk of problems with TC&R signals, irrespec-

tive of problems with the orbital position of the given min-

isatellite [1]. Antennas with a deployment mechanism are

regarded as too troublesome in minisatellites, as they add

an unacceptable complexity. As minisatellites are charac-

terized by low volume and dense packing of components,

TC&R low gain antennas (LGAs) should be planar anten-

nas suitable for mounting on a wall. They should be manu-

factured from various derivatives of microstrip technology,

and be preferably mounted directly onto the walls of min-

isatellites [2]. In wireless systems, among the several prop-

erties key for market success are broadband operation, low

weight and polarization properties capable of improving

the link budget.

2. Lightweight broadband patch elements

The patch shape and the feed are responsible for broadband

operation. The beamwidth is similar, at least in the case

of the most popular patch shapes. However, in order to

achieve broadband impedance match and high quality cir-

cular polarization, patch shape requires special attention. It

is very important that the patch should retain the symmetry

which is one of the primary conditions for achieving a good

axial ratio in circularly polarized antennas. Patch feed is

a key technical issue [3]. Generally, the use of feed via

through-slot coupled lines is unavoidable, and fortunately,

such a feed ensures a low profile for the radiating part of

the LGA. When optimizing aperture through-slot coupling,

the use of differently shaped slots may result in high isola-

tion, which is required to achieve excellent circular polar-

ization. An important advantage is that aperture-coupled

antennas offer a great flexibility in terms of modeling their

electrical parameters.

The various parts of the lower S-band are the primary target

for the described antenna design. To provide the necessary

bandwidth for all operational conditions in the uplink or in

the downlink at the S-band, the height of the patch should

approach 10 mm when a substrate with a dielectric con-

stant close to one is used. A conceptual sketch of an LGA

displaying the desired merits is depicted in Fig. 1. The an-

tenna is fed with slot-coupled microstrip lines. We found

that the stripline feed is possible to match to 50 Ω with the

extra slots in the enclosing ground of the stripline.

Fig. 1. The circular patch investigated in the course of our

studies. It features a high quality of circular polarization as field

is favorably modified by parasitic semicircular strips.

An advantage of lightweight LGAs is that their parts com-

bine electromagnetic and structural functions. Tiny ele-

ments generate weak loads which can be borne by a simple

structure. Two basic structural designs for the patch were

studied. In one concept, the patch substrate was a hon-

eycomb composite, and in the other, it was foam [4].
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The honeycomb composite has a dielectric constant close

to 1.1, while the foam has a broader range of dielec-

tric constant values, usually up to 1.8 (Rohacell foam has

εr ≈ 1.05−1.1). In our view, honeycomb composite has be-

come of great value in larger antennas which should have

high structural strength. In honeycomb panels, the elec-

trical properties of the bonding layers become difficult to

control after curing. That is the main reason why in our

opinion, the honeycomb structure is far less suitable for

small microstrip LGAs than foam. It is worth mentioning

that our investigation into the thermal behavior of patch

antennas showed that some types of foam display excellent

thermal properties. One such type of foam is quartz fiber

composite, which shows a high resistance to temperature

variation [5]. The bonding system applied is essential for

achieving adequate mechanical strength and good electrical

properties.

3. Broadband generation of circular

polarization in patch elements

We focused on two separated slots responsible for orthog-

onal modes in the LGA feeding (Fig. 2). For the needs of

circular polarization generation, the two slots must be fed

with in-quadrature signals of equal power. Various pairs of

Fig. 2. A variety of slot shapes enabling the generation of circular

polarization (a line shows the arrangement of the microstrip feed

line).

slot shapes were investigated: rectangular, and C-, X- and

H-shaped. Another considered shape of coupling aperture

was a single cross slot. A cross slot requires a balanced

feed of two orthogonal slot branches [6]. The application

of cross slots has little demand on space [7]. However, the

width of the feed lines varies continuously over the cou-

pling section. It is important that such a method results in

good radiation properties when patches are clustered into

modules, as the concept fails to produce good circular po-

larization with a single element.

As shown in the course of our studies, the optimum energy

transmission is when the rectangular slots extrude outside

the patch outline (an optimum displacement is of 12% of

a slot length). The widths of slots ensuring efficient exci-

tation of the patch account for roughly 10% of the patch

resonant length [8]. A slight displacement of the trans-

mission line off the slot center gives another noticeable

improvement. In order to keep the pair of slots entirely

under the patch, other shapes must be used (e.g., C-shaped

slot).

We found that two rectangular slots feature low isolation

between ports and that this shortcoming is difficult to over-

come unless the displacement between the ends of the feed

lines resembles a “T”. Further improvement can be ob-

tained via a combination of a rectangular and a C-type

slot [9]. In our simulations, the improvement in isolation

was by 12 dB. In order to have a good line coupling to the

patch, the width of the C-slot must be relatively large; how-

ever, this complicates its application with thick substrates.

Fig. 3. A three-strip line directional coupler made on a thin di-

electric membrane (125 µm) bonded to a 31 mil thick microwave

laminate.

A minute area occupied by the polarizer is a prerequisite

of LGA miniaturization. In our LGA, we used a three-strip

coupler (Fig. 3). The coupler was thoroughly investigated

by Sachse and Sawicki [10]. The compensation of phase

velocity is achieved with conductive bridges in the middle

of the coupling structure; thus, no troublesome superlayer

dielectric bars are required. Usually, the core part of a cou-

pling circuit is made on a 1 to 5 mil-thick laminate, and

this circuit is bonded to a typical microwave laminate. By

consequence, there is virtually no extra volume required for

such a polarizer, apart from the unavoidable spacing around

the coupler diminishing undesired external couplings. Such

thin dielectric laminates are flexible. Polyimide films

are good for such applications. A three-strip coupler is

a quarter wavelength long, and has a total width which

is approximately that of two 50 Ω microstrip lines. Thus,
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the three-strip directional coupler has 8-times smaller area

requirements than a branch or Gysel coupler for the same

center frequency. A further decrease in coupler dimensions

requires the application of non-uniform coupling circuits.

Roughly, the total volume of the RF part of the described

LGAs operating at 2 GHz ranges between 100 cm3 and

200 cm3 (Fig. 4).

Fig. 4. A model of a lightweight broadband antenna developed

in the course of our research.

Fig. 5. The calculated and measured characteristics of the three-

strip directional coupler shown in Fig. 3.

The electrical properties of the coupler used in one of our

LGAs are presented in Fig. 5. The coupler features ex-

tremely broadband operation, a typical property of this cou-

pler type. Losses in the antenna feed due to such a coupler

are generally not greater than 0.25 dB. This loss can be

difficult to obtain at times, particularly when membrane

properties are poorly determined. The coupler is capable

of handling RF powers much above those which are gen-

erated by the few Watt power amplifiers (typically used)

onboard minisatellites. The measured impedance charac-

teristics for one of LGA prototypes is plotted in Fig. 6. Our

studies showed that to combine a good impedance match

with a high quality circular polarization, it is necessary to

Fig. 6. The measured return loss for the presented circularly po-

larized antennas. The calculated and measured impedances match

each other.

maintain a good balance of the directional coupler and its

coupling to the slots. Among the most attractive advantages

of the described antennas is their high gain value (8 to 9 dB

on average) and good axial ratio. In all the considered an-

tenna designs, the axial ratio was not greater than 1.5 dB

over a wide frequency range (broadside direction) and re-

mains good in a wide angular range.

4. Conclusions

Lightweight, circularly polarized antennas manufactured in

microstrip technology are attractive for use in small space-

craft and in base stations of short-range wireless systems.

A major technical challenge lies in generating circularly

polarized waves with a minute feed circuit. Standard ap-

proaches are too cumbersome and they do not ensure broad-

band operation. Some types of directional couplers printed

on a piece of thin dielectric, such as a three-strip design,

show good electrical properties over a wide band and are

recommended for integration into the feed of the circularly

polarized LGA. Owing to the advantages of such a po-

larizer, it is possible to develop a broadband antenna in

a lightweight technology. The optimization of the electrical

properties requires careful analysis of the aperture through

slot coupled feed.
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Paper Applying the radiated emission

to the specific emitter identification
Janusz Dudczyk, Marian Wnuk, and Jan Matuszewski

Abstract—During the last years we have observed fast de-

velopment of the electronic devices and electronic warfare

systems (EW). One of the most principal functions of the

ESM/ELINT system is gathering basic information from the

entire electromagnetic spectrum and its analysis. Simultane-

ously, utilization of some tools of artificial intelligence (AI)

during the process of emitter identification is very important

too. A significant role is played by measurement and signa-

ture intelligence (MASINT) based on non-intentional emission

(calls-radiated emission). This emission is a source of knowl-

edge about an analysed emitter due to its incidental “chemi-

cal”, “spectral” traces and non-communication emitter’s char-

acteristics. The process of specific emitter identification (SEI)

based on extraction of distinctive radiated emission features

is presented by the authors. Specially important is utilization

of a database (DB) in the process of identifying a detectable

radar emission.

Keywords— radiated emission, distance and homology function,

measurement and signature intelligence, specific emitter identi-

fication.

1. Introduction

A radiated emission is presented by accessible sources

of information in the context of electromagnetic com-

patibility (EMC). The condition which prevails when

telecommunications (communication-electronic) equipment

is collectively performing its individually designed func-

tions in a common electromagnetic environment with-

out causing or suffering unacceptable degradation due

to electromagnetic interference to or from other equip-

ments/systems in the same environment is defined and re-

quired by electromagnetic compatibility [8, 11]. A radiated

emission is defined as a non-intentional (undesired) energy

in the form of electromagnetic waves, which is propagated

through into environment. Such an emission is called “ra-

diated emission/interference” if it is parasitic radiation. It

is an effect of electronic device working.

The evaluation of parasitic radiation level, generated by

radio-electronic devices is realized by:

– qualification of mechanisms of radiated emission

penetration into surrounding environment;

– measurement of radiated emission;

– measurement of conducted emission;

– creation of EMC strategy and international coopera-

tion.

The present electronic intelligence system acquires basic

information from different spheres of activities, e.g., signal

intelligence (SIGINT), imagery intelligence (IMINT), hu-

man intelligence (HUMINT) and MASINT [1, 5, 6, 12].

Conventional electronic warfare support measures (ESM)

systems measure some basic parameters of incoming

radar signals. These basic (typical) parameters are as fol-

lows: radio frequency (RF), time of arrival (ToA), pulse

width (PW), angle of arrival (AoA), amplitude (A) or pulse

repetition interval (PRI). The characteristic of present

battle-field electromagnetic environment, the process of ac-

quisition and transformation data shows, that measured ba-

sic parameters are not enough during the process of source

identification. Utilization of some specific properties of

electronic devices functioning, e.g., radiated emission, can

cause heightening probability of a correct identification.

2. Some methods of radiated

emission analysis

The analysis of radiated emission propagated by electronic

devices is based on checking, in a given frequency band,

its radiation characteristic and qualification of components,

i.e., electric and magnetical, of electromagnetic field or

alternatively on determination of its radiated power on di-

rection of maximum radiation [11].

Such measurement of radiated emission has been stan-

dardized (normalised) for many years and may be realized

using open area test site (OATS) [2, 7, 11]. An OATS

consists of the following elements: a ground plane fitted

with integral turntable, a power connection, a scanning an-

tenna dielectric mast with polarity switching and remote

control (Fig. 1).

An open area test site exploitation (utilization) is deter-

mined by high costs of building and maintenance of OATS

Fig. 1. Testing of radiated emission based on OATS.
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and a permanent atmospheric influence. In this case, the

measurement of radiated emission is realized using ane-

choic chambers, e.g., full and semi-anechoic chambers.

Generally EMC chambers are used to test equipment for

electromagnetic compatibility and susceptibility criteria.

An anechoic chamber is a resonant cavity and by loading

a chamber with specific loss absorber material and spe-

cially protective screen, a cavity and its associated reso-

nances can be controlled. Thanks to using, for example,

a hybrid ferrite-foam absorber, space of well-known and

controlled conditions of electromagnetic waves propagation

is obtained.

Fig. 2. Testing of radiated emission based on TEM cell.

Fig. 3. Testing of radiated emission based on GTEM cell.

Sometimes some methods of radiated emission measure-

ment are realized by using alternative manners, for ex-

ample: a method based on transverse electromagnetic

cell (TEM) or a method based on gigahertz transverse

electromagnetic cell (GTEM). An alternative method

calculates source parameters by determining its supplemen-

tary model of its emission (Figs. 2 and 3) [9, 10, 11].

3. The method of radar source

identification based on using

the radiated emission

The described method shown here is based on extracting

some distinctive features from radiated emission, which

identify an emission source. Applied prepared measuring

method permits to get the set of frequency values, on which

radar signals were registered. Gathered set of points is

correlated with individual measured points and reflects the

level of parasitic radiation. The set of measured points P
is subordinated in the form of measured vectors, i.e., right-

sided pp and left-sided pl . These vectors are transformed

into two-dimensional Euclidean space (Fig. 4).

Fig. 4. The graphic image of measured points dispersion after

transformation into two-dimensional Euclidean space.

Applying the regression analysis of second kind permits

to specify some characteristic points. The global mea-

sured function K̂( fn) is determined by calculated points Pn,

where n = 0, 1, . . . , kgr. Figure 5 illustrates the shape of

global measured function. The K̂( fn) function is used

to extract some radiated emission features, which modify

Fig. 5. The graphic image of generalized measured function

crossing through appointed characteristic points.
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structure of the extended vector parameters (EVP). At the

end of the procedure, a radar emitter source identification

is performed. During the final part of emitter identification

process some distance functions (e.g., Euclidean, Maha-

lanobis, Hamming) are applied. The process of recogni-

tion is connected with the database, which is an impor-

tant element in the modern electronic intelligence system.

Some distinctive features extracted from radiated emission

are used for special “radar signature” description in the

database [4].

The global measured K̂( fn) function in the form of a La-

grange polynomial k-degree, specified through k +1 char-

acteristic points can be performed in the following way:

K̂( fn) = ak f k
n +ak−1 f k−1

n +ak−2 f k−2
n + . . .+a0 , (1)

where: ak, ak−1, . . . , a0 – some characteristic parameters of

global measured function.

The Ŝ feature, defining the surface field value, extending

from the figure of the generalized measured function K̂( fn)
in selected band 〈 f min

n , f max
n 〉 into the axis 0 f x

n will be ex-

pressed by appropriate equation:

Ŝ =

f max
n∫

f min
n

K̂( fn)d fn

=

f max
n∫

f min
n

(
ak f k

n +ak−1 f k−1
n +ak−2 f k−2

n + . . .+a0
)
d fn . (2)

Simultaneously, the arc length of K̂( fn) function as a dis-

tinctive L̂ feature of radar emission will be expressed in

accordance with appropriate equation:

L̂ =

f max
n∫

f min
n

[
1+

(
∂ K̂( fn)

∂ fn

)2
] 1

2

d fn

=

f max
n∫

f min
n

[
1+

(
kak f k−1

n +(k−1)ak−1 f k−2 +. . .+a1
)2

] 1
2

d fn . (3)

An acquaintance of characteristic points
(
P0, P1,

P2, . . . , Pkgr
)
∈ K̂( fn) makes its possible to calculate

a Lagrange polynomial approximation of a k-degree. In

this way the structure of basic radar vector parameters is

modified by calculated features Ŝ and L̂.

4. Conclusion

The analysis of a field size under the measuring func-

tion K̂( fn) and calculation of a length of its arc into

selected band 〈 f min
n , f max

n 〉 introduces to the radar signa-

ture additional features which modify the structure of basic

parameters vector. These features in the form of L̂ and Ŝ
are executed by measurement and analysis of the radar ra-

diated emission. A modern electronic intelligence system

should utilize the above mentioned non-intentional prop-

erty of electronic devices during the process of their

identification. For these reasons some requirements con-

nected with parasitic radiation of electronic devices be-

long at present to the basic category of requirements such

as resistance to mechanical or climatic exposures. Tak-

ing all these points into consideration, applying the radi-

ated emission to the specific emitter identification is an

essential element in the formation of the examined sys-

tem. The capability of an ESM/ELINT system to correctly

identify detectable radar emissions in a dense environ-

ment is a key to their application in modern command,

communication and control system. The problem of radi-

ated emission is essential with respect to electromagnetic

compatibility.
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Paper Broadside coupled stripline

with double-side UC-PBG structure
Paweł Meissner and Marek Kitliński

Abstract—A stripline waveguide with double-side UC-PBG

pattern is considered. To verify usefulness of the stripline

structure with UC-PBG a 3 dB coupler has been designed and

fabricated. Reduction of the coupler size (due to slow wave

effect) has been predicted and observed. Numerical and exper-

imental investigation confirmed enhanced backward coupling

phenomena.

Keywords— UC-PBG, uniplanar photonic bandgap, coupler,

3 dB coupler, broadside coupled line coupler, stripline cou-

pler, slow-wave effect, photonic , PBG bandgap, electromagnetic

bandgap, EBG.

1. Introduction

A large number of papers treating about uniplanar compact

photonic bandgap (UC-PBG) have been presented recently.

By affecting continuity of solid metallic ground plane there

is possibility to influence wave propagation in the waveg-

uide. It gives another degree of freedom in designing mi-

crowave devices. Usage of microstrip with UC-PBG has

been well investigated [1–8]. In order to explain a shape

and physical meaning of the etched structure the process of

developing of the UC-PBG unit cell can be presented in few

Fig. 1. An idea of developing four adjacent cells of 2D pe-

riodic pattern of UC-PBG: (a) adjacent edges of patches make

a capacitance in the ground plane; (b) in the second stage, in or-

der to achieve certain inductance one can join adjacent edges of

patches with narrow strips; (c) finally, it is possible to increase its

inductive effect by making an insets in the patches.

stages. In the first stage one can divide the ground plane to

square patches (Fig. 1a). Adjacent edges of patches make

a capacitance in the ground plane. In the second stage, in

order to achieve certain inductance one can join adjacent

edges of patches with narrow strips (Fig. 1b). Finally, it

is possible to increase its inductive effect by making an

insets in the patches (Fig. 1c) [2–4]. The microstrip line

with a ground plane consisting of a two-dimensional pe-

riodic pattern in ground plane reveals slow-wave property

and exhibits cut-off frequency [2]. Above the cut-off the

propagation of electromagnetic wave vanishes (Fig. 5). It

is possible to control cut-off frequency and slow-wave ef-

fect by changing dimensions of the structure (influencing

inductance and capacitance per unit length of microstrip

line [2, 3]). The series reactive elements combined with

the shunt capacitances determine the propagation constant

of the microstrip with UC-PBG. The propagation coeffi-

cient is higher than that of conventional microstrip line;

this can be expressed in higher value of the effective per-

mittivity εe f f [1–3]. It was also shown that cut-off fre-

quency and slow-wave factor SWF = (β/k0) are almost in-

dependent of alignment of the strip above the ground plane

pattern. Moreover it was presented [2, 3] that insertion

loss of the line is comparable to the classical microstrip.

Additionally it was proved that slow-wave factor changes

with frequency and achieves quite high values near cut-off

frequency of UC-PBG structure [1–7]. For small frequen-

cies SWF is higher than for microstrip with solid ground

plane and is almost linear. In consequence low dispersion

is ensured and the structure is suitable for broadband op-

eration. For devices working near cut-off it is possible to

obtain high degree miniaturization. Taking into account

certain similarity of microstrip and stripline structures, the

stripline waveguiding structure with UC-PBG operating be-

low cut-off frequency is considered. To confirm usefulness

of this modified waveguiding structure the stripline broad-

side coupler with UC-PBG periodic ground plane on both

sides is presented. In the design procedure the enhanced

backward coupling and a shortage of the 1/4λ section has

been assumed.

2. Broadside coupled stripline

with UC-PBG – designing procedure

The slow wave effect and cut off frequency of UC-PBG

depends mainly on the lattice dimensions. Simulation used

in the construction is based on square lattice developed

in UCLA [2], although the dimensions of lattice are
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results obtained for microstrip line can be adopted as

a first step for designing process. The slow-wave struc-

ture slightly changed to achieve lower cut-off frequency,

i.e., fc ≈ 8.5 GHz. Cut-off is defined as the frequency for

which the insertion loss of the structure falls below –3 dB.

Fig. 2. Two adjacent UC-PBG cells. Dimensions: a = 3 mm,

d = 0.6 mm, l = 0.8 mm, s = w = 0.1 mm.

Fig. 3. A cross-section of the coupler, dielectric and metal layers.

Fig. 4. A multilayer coupler with UC-PBG lattices etched in

ground planes.

Spacing between cells and strips width (Fig. 2) are equal

s = w = 0.1 mm, while in [2] s = w = 0.25 mm.

To prove usefulness of the broadside coupled stripline with

UC-PBG a multilayer coupler has been designed and fabri-

cated (Figs. 3 and 4). The main advantage of usage of the

UC-PBG structure is the size reduction due to slow-wave

phenomenon existing in the structure.

Measured cut-off frequency of the waveguide with lattice

(Fig. 2) is about 8.5 GHz (Fig. 5). The center operat-

ing frequency of the coupler has been chosen as 1.4 GHz,

which can ensure low dispersion (broadband operation).

Fig. 5. Measured scattering parameters of the waveguide with

the UC-PBG lattice dimensions from Fig. 2.

At the same time the slow-wave factor is relatively small,

but measurements of the coupler shows that even for oper-

ating frequency far below the cut-off it is possible to obtain

20% miniaturization in comparison to a classical structure.

3. Electromagnetic simulations

Analyses has been performed using full-wave electromag-

netic simulator Sonnet EM 9.52. Although the moment’s

method incorporated in the Sonnet EM is useful it requires

Fig. 6. Simulated characteristics of the stripline coupler with

UC-PBG lattice in both ground planes.
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a lot of RAM and time [9]. For obtaining some numer-

ical results in reasonable time period (i.e., several hours

for single frequency) whole structure has been divided into

4 symmetrical parts. Only one of them has been simu-

lated using Sonnet EM 9.52 and then whole scattering

matrix has been determined using circuit analysis (Agi-

lent ADS 2002C [10]). Simulation results are presented

in Fig. 6. To overcome influence of the package on the cou-

pler performance some electromagnetic simulations have

been done and minimal distance between UC-PBG and

metal wall has been found as 2 mm (0.01λ in free space).

4. The coupler construction

The coupler consists of broadside-coupled striplines with

UC-PBG lattice on the both ground planes. The dielec-

tric layer between strips has been assumed as h = 168 mm

thick Rogers substrate RO4350B. Dielectric layers rel-

ative permittivity is ε = 3.48 and bonding permittivity

is ε = 2.2. The lattice dimensions are as follows (Fig. 2):

a = 3 mm, d = 0.6 mm, l = 0.8 mm, s = w = 0.1 mm.

Feeding sections has been considered as offset stripline

with solid ground plane. The overall dimensions of the

structure are 15.8 mm × 32.3 mm × 2.212 mm (Figs. 7

and 8). Layers were laminated under pressure with bond-

Fig. 7. Photographs of fabricated layers of coupler before lam-

ination process: (a) and (b) UC-PBG lattice on 0.508 mm thick

substrate; (c) strips on 0.168 mm thick substrate. Dimensions of

the ground plane layer are: 15.8mm × 32 mm. Length of the

coupled lines section is 26 mm.

ing RO3001 made by Rogers Co. Layers before lamination

process are presented in Fig. 7. The connection of both

ground plane layers is done on the edge of the structure.

Fig. 8. Photography of fabricated coupler with SMA connectors

prepared for measuring.

There is no need for via holes. Fabricated and prepared for

measurement coupler structure is presented in Fig. 8.

5. Measurements

In Fig. 9 measured characteristics of the stripline coupler

with UC-PBG lattice are demonstrated. The measurements

have been performed by Wiltron 37269A VNA. The results

Fig. 9. Measured S – parameters of the broadside stripline cou-

pler with UC-PBG.
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show enhanced bandwidth up to 78% in comparison to 70%

bandwidth of classical solid ground plane structure with the

center frequency of 1.4 GHz. It is achieved by increasing of

the coupling in the middle of the band. This structure has

a 3 dB-coupling operating band (with +/–0.5 dB variation

of the coupling coefficient) from 0.85 GHz to 1.95 GHz.

The structure is about 20% shorter than comparable solid

ground plane structure. It is necessary to underline that re-

duction of size is caused by the slow-wave effect generated

by UC-PBG pattern.

6. Conclusions

Usefulness of the coupled stripline structure with UC-PBG

lattice operating below cut-off frequency has been verified.

Existing of slow-wave phenomena has been predicted end

verified experimentally. Even for low operating frequency

(far below cut-off, i.e., 1.4 GHz) it is possible to obtain

20% reduction of device size. Moreover one can expect

that by choosing higher center frequency one can increase

size reduction ratio. The package influence on stripline

coupler characteristics was investigated. The results show

that it is negligible if the distance between UC-PBG and

metal wall is at least 0.01λ (center frequency) in the free

space.

A 3 dB broadside coupled stripline coupler with UC-PBG

was designed and fabricated. The coupler length is reduced

20% due to the slow wave effect. Results of simulation and

measurement exhibit enhanced bandwidth up to 78% with

center frequency 1.4 GHz. In addition the results confirm

increasing of the coupling coefficient up to 2.5 dB in the

center of the band.
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Paper All-optical intensity noise

suppression for solid-state

and semiconductor lasers
Márk Csörnyei, Tibor Berceli, and Tamás Marozsák

Abstract—This paper will report on a new all-optical tech-

nique of relative intensity noise (RIN) suppression for solid-

state and semiconductor lasers. The new scheme we have

used is based on an unbalanced Mach-Zehnder interferom-

eter (UMZI), which is able to cancel the intensity noise en-

hancement at relaxation resonance. Although the relaxation

oscillations frequency and the level of the corresponding noise

maximum are extremely different concerning solid-state mi-

crochip lasers and semiconductor laser diodes, the proposed

passive noise suppression is well suited for both types of laser

sources used in telecommunication. The UMZ fiber interfer-

ometer solution for solid-state lasers demonstrated hereunder

was generalized and deployed in case of semiconductor lasers

as well.

Keywords— laser noise, neodymium:solid lasers, optical com-

munication, semiconductor lasers.

1. Introduction

The optical generation of microwaves by using two-

frequency solid-state lasers (SSLs) presents an efficient way

of generating and transmitting high quality local oscillator

signals in fiber-radio and radar systems. Diode pumped

microchip lasers like Nd:YVO4 can operate in two or three

longitudinal modes with a frequency difference defined by

the crystal geometry. After optical detection these modes

provide beat notes in the microwave and millimeterwave

range, which can be used as high-purity signals for further

processing in telecommunication systems.

Due to their outstanding phase-noise characteristics and

high output power, rare-earth doped solid-state lasers can

be put to use in distribution networks and common antenna

television (CATV) systems as well.

However they show a significant intensity noise enhance-

ment at the relaxation oscillations quite close to the opti-

cal carrier. In order to reduce this resonance term in the

relative intensity noise (RIN) spectrum, a number of opto-

electronic feedback loops have been reported in the litera-

ture. Kane [1] and Harb [2] have designed electronic feed-

back systems for intensity noise reduction in diode pumped

Nd:YAG lasers. In the same way, Geronimo [3] and Tac-

cheo [4] have examined the RIN reduction in an ytterbium-

codoped erbium glass laser. Concerning our previous re-

port, Csörnyei et al. [5], significant noise suppression was

achieved by using opto-electronic feedbacking in case of

a Nd:YVO4 microchip laser.

In this paper we present a new all-optical solution for in-

tensity noise suppression. Instead of using an electronic

control loop, an unbalanced Mach-Zehnder fiber interfer-

ometer (UMZI) with a free spectral range (FSR) of 2 MHz

is employed to put down the noise peak at the relaxation

resonance.

The new passive noise cancellation scheme we have men-

tioned in the preceding discussions can be universalized

and applied concerning semiconductor laser diodes as well.

Similarly to microchip lasers the RIN is one of the most

important impairments in laser diode based optical trans-

mitters too. In that case the relaxation oscillation has

got much higher frequency and damping which results in

a quite broad and flat noise increment in the microwave

domain. Due to these characteristics the laser diode in-

tensity noise is not a limiting factor in optical generation

of high quality microwave signals like in solid-state lasers,

but significantly raises the overall noise floor of the optical

link. Concerning this motivation it is also worth dealing

with RIN suppression of laser diodes by using an extended

version of an unbalanced fiber interferometer.

The paper consists of two parts. In the first part possi-

ble noise reduction is discussed in case of a Nd:YVO4

microchip laser, the second shows the extension of our ap-

proach to semiconductor laser diodes. The structure is as

follows. Section 2 presents the optical subsystem contain-

ing a Nd:YVO4 SSL and the all-optical noise suppression.

Sections 3 and 4 describes the measurement and simulation

results of a laser diode RIN reduction. Section 5 summa-

rizes the results so far and further possible efforts in this

field.

2. UMZI for noise suppression

of Nd:YVO4 microchip laser

2.1. Characterization of the Nd:YVO4 SSL system

The laser system we considered and the optical spectrum

of the two frequency microchip laser output can be seen

in Figs. 1 and 2, respectively. The two longitudinal modes

of our Nd:YVO4 crystal laser are 60 GHz apart. This dual

wavelength operation makes use of this type of solid-state

lasers in optical generation of microwave and millimeter-

wave signals.

The laser crystal is pumped optically by an SCT100-808-

Z1-01 high power laser diode at a wavelength of 808 nm.

65



Márk Csörnyei, Tibor Berceli, and Tamás Marozsák

Fig. 1. Diode pumped solid-state laser followed by an UMZI

for intensity noise cancellation. The information signal to be trans-

mitted can be modulated on to the optical carrier by a Mach-

Zehnder modulator. (The photodiode represents one of the possi-

ble receivers in the optical network.).

Fig. 2. The two longitudinal modes of the Nd:YVO4 solid-state

laser with a frequency difference of 60 GHz. It was captured

by an Anritsu MS9710B optical spectrum analyzer. Measurement

conditions: wavelength – 1064 nm, resolution bandwidth – 0.7 nm.

The pump diode is temperature stabilized by a Peltier el-

ement and an LDT-5412 temperature controller. The laser

diode had a maximal output power of 1.4 W. The pump-

ing light is focused on the laser crystal input mirror by

a Thorlabs C440TM-B lens. Being pumped the Nd:YVO4

crystal produces an output power of 200 mW at the wave-

length of 1064 nm, which is focused into the optical fiber.

Figure 3 shows the measured relative intensity noise peak

of the solid-state laser. The noise level at the relaxation

oscillations is 40 dB higher than one outside the resonance

region. The noise peak was captured by an InGaAs pho-

todiode followed by a 5 kΩ gain transimpedance ampli-

fier. The detector was illuminated by a 10 mW fraction of

the crystal output power. The maximum value of the noise

curve was –50 dBm on the 50 Ω input impedance spectrum

analyzer. Taking account of the 5 kΩ transimpedance of

the receiver, the 10 kHz resolution bandwidth of the spec-

trum analyzer, and the η = 0.8 quantum efficiency of the

InGaAs photodiode material at 1064 nm, a relative inten-

sity noise value of –70 dBc/Hz can be evaluated. Both

the frequency of the relaxation oscillations and the power

of the noise peak depend on the laser diode pump power.

In Fig. 3 pumping the solid-state laser by a diode power

of 350 mW the intensity noise maximum had a frequency

Fig. 3. Intensity noise at the relaxation frequency of 1020 kHz.

The pump power was 350 mW (600 mA bias current across

the pump diode). The measurement conditions are: resolution

BW = 100 kHz, video BW = 30 kHz, 100 point video averaging,

input attenuation = 0 dB.

difference of 1 MHz to the optical carrier. When using

a constant pump power, as in normal applications, the fre-

quency of the relaxation oscillations does not change, and

thus an interferometric noise reduction is feasible.

2.2. UMZI design considerations and suppression results

Concerning the noise suppression scheme in Fig. 1, the

laser output is coupled into an unbalanced Mach-Zehnder

interferometer. The input 3 dB coupler divides the laser

signal into the two arms of the UMZI. Properly setting

the time delay difference between the two signal paths the

output 3 dB coupler combines the signals with a phase shift

of 180◦ at the relaxation oscillations frequency. Exploiting

this time delay difference, the intensity noise peak can be

appreciably reduced. To obtain a 0.5 µs delay difference

for noise suppression at the 1 MHz resonance frequency

of SSL, we considered an UMZI with a free spectral range

of 2 MHz. Equation (1) shows the required fiber lengths

difference for such purposes [6]:

τ = T2−T1 =
n
c
(L2−L1) =

1
FSR

⇒∆L =
c
n

0.5 µs = 100 m .

(1)

According to Eq. (1) we need a 100 m fiber length differ-

ence in case of common fiber materials (refractive index:

n = 1.5). The transfer function of the UMZI is depicted

in Fig. 4. By appropriate tuning of the FSR the rejection

frequency is selected at 1 MHz. Passing through the de-

lay lines the noise enhancement at the relaxation resonance

is canceled in the output 3 dB coupler. The suppression

ratio at the rejection frequencies is defined by the atten-

uation difference of the two arms in the UMZI. Keeping

this difference low an optical rejection of 30 dB is feasible.

Figure 5 shows the possible intensity noise reduction at the

relaxation oscillations of the Nd:YVO4 solid-state laser.
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Fig. 4. The transfer function of an unbalanced Mach-Zehnder

interferometer (FSR = 2 MHz) for noise reduction in Nd:YVO4
SSLs. The required fiber length difference calculating with a re-

fractive index of n = 1.5 is: ∆L = 100 m.

Fig. 5. The feasible intensity noise suppression at the frequency

of the relaxation oscillations. There is a possible suppression

of 30 dB. The further improvement is limited by the attenuation

difference of the two arms in the fiber interferometer and by the

damping in the photon density impulse response of the Nd:YVO4.

The relative intensity noise peak we are dealing with can

be characterized by the photon density impulse response

which is a reply to small perturbations in the laser pop-

ulation inversion. As it is shown in Eq. (2) the photon

density impulse response is a damped sinusoidal function

which results in a spectral broadening around the relaxation

oscillations frequency (Fig. 3):

∆φ ≈ exp

(
σcφ

2

)
t sin

[
σc(φn)1/2 t

]
. (2)

In Eq. (2) σ is the emission crossection, n the electron pop-

ulation density and φ the photon density. Based on Eq. (2)

the frequency of the oscillation can be expressed by the

intercavity power density, I = cφhv, and the photon decay

time: τc [9]. The frequency of the relaxation oscillations

is represented in Eq. (3):

ω =

√
σ I

τchv
. (3)

Table 1 presents the parameters necessary to the impulse

response calculations in case of the Nd:YVO4 crystal laser.

The calculated photon density impulse response is depicted

in Fig. 6. Due to the spectral broadening caused by the

damped look of the impulse response there is a slight dif-

ference to the ideal suppression in Fig. 5.

Table 1

Parameters of 1.1% doped Nd:YVO4

Attenuation
Threshold

power
Emission

crossection
Photon

decay time

Calculated
power

density∗)

α [1/cm] Pib [mW] σ [cm2] τc [s] I [W/cm2]

9.2 78 7 ·10−19 3.623 ·10−12 4.33
∗) Considering the crossection area (0.6 mm × 3 mm)

of the crystal.

Equation (3) shows the dependence of the relaxation reso-

nance frequency on the pump power (I: intercavity power

density is proportional to the pump power). In our solution

compared to the optoelectronic suppression techniques the

pumping rate is kept constant and thus a noise reduction

fixed to an effective pumping rate is feasible.

Fig. 6. The photon density impulse response of the Nd:YVO4
solid-state laser crystal. Damping causes spectral broadening at

the relaxation oscillations frequency.

The noise cancellation subsystem is followed by a Mach-

Zehnder modulator (MZM) in Fig. 1. Placing the external

modulator after the UMZI the information to be transmit-

ted can be modulated on to the high quality noise reduced

optical carrier.

3. UMZI for noise suppression

of laser diodes

The unbalanced Mach-Zehnder interferometer based inten-

sity noise suppression scheme for laser diodes is depicted

in Fig. 7. In that structure we have utilized an InGaAsP

multi-quantum well (MQW) Fabry-Perot laser diode. The

output power and the operation wavelength were 0.1–2 mW

and 1310 nm, respectively. The pigtailed output of the laser
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diode was connected to the interferometer, which consisted

of two Kamaxoptic 3 dB (50/50) splitter modules and two

SMF-28 type single mode optical fiber in-between.

Fig. 7. Two paths unbalanced Mach-Zehnder interferometer for

intensity noise suppression of semiconductor laser diodes. The

fiber length difference is 1 m.

The intensity noise maximum defined by the relaxation

oscillation is at 2 GHz exciting the diode by a bias cur-

rent of 10 mA. According to Eq. (1) an UMZI path length

difference of 0.05 m is required in order to reduce the

noise at 2 GHz. A fiber interferometer with a free spectral

range of 200 MHz (path length difference: 1 m, n = 1.5)

was chosen instead because of its higher number of res-

onance frequencies. Increasing the path length difference

between the two fiber arms of the interferometer we will

end up with an increased number of suppression points in

the noise spectrum, which means a higher average noise

reduction.

Actually the UMZI is an optical finite impulse response

(FIR) filter which has got only two taps and both of the fil-

ter coefficients are +1. Since we only have positive values

for the filter coefficients the UMZI behaves as an optically

Fig. 8. The measured transfer function of the 200 MHz free

spectral range unbalanced Mach-Zehnder interferometer (from A

to B in Fig. 7). The fiber length difference of the two SMF-28

type optical fiber was 1 m. The measurement was taken by an

HP8722D 50 MHz–40 GHz network analyzer. The measurement

signal of the network analyzer was modulated on to the optical car-

rier by an HP83422A lightwave modulator at point A (Fig. 7) and

detected by an HP11982A lightwave converter (1200–1600 nm)

at point B (Fig. 7). The UMZI has an average attenuation of

around 6 dB which comes from the attenuation of the optical

fibers and connectors inside the interferometer. As it is shown

there is a noise reduction capability of 15–20 dB at selected res-

onance frequencies of the UMZI.

realized low-pass filter with multiple transmission and at-

tenuation bands. The low-pass characteristic is of prime

importance because it ensures that the optical carrier itself

will not be filtered out.

Figures 8 and 9 show the measured transfer function of

the interferometer discussed above and the achieved noise

Fig. 9. The measured noise suppression of the UMZI of Fig. 7.

A – the relative intensity noise of the investigated Fabry-Perot

semiconductor laser diode around 2 GHz (point A in Fig. 7);

B – the measured interferometric noise suppression (point B in

Fig. 7); there is a periodic noise reduction of 8 – 9 dB, the peri-

odicity corresponds to the 200 MHz FSR of the UMZI; C – the

noise level of the measurement system. The results were captured

by an HP8593E spectrum analyzer under the following condi-

tions: resolution BW = 3 MHz, no video averaging, input atten-

uation = 0 dB.

reduction respectively. As it is shown in Fig. 8 the inter-

ferometer has an attenuation of about 6 dB which comes

from the attenuation of optical connectors between the laser

pigtail, the 3 dB couplers and the fibers. Taking account

of this attenuation there is a noise reduction of 8–9 dB at

the UMZI resonance frequencies around 2 GHz in Fig. 9.

The further suppression is possible at the selected frequen-

cies but the measurement is limited due to the spectrum

analyzer noise floor.

4. Opto-microwave filter

In case of solid-state lasers the noise peak at the re-

laxation oscillations frequency is limited in a quite nar-

row bandwidth (noise peak linewidth: 10–50 kHz) and

thus interferometric noise cancellation is a good solution.

However concerning semiconductor lasers the noise en-

hancement is a flat and broad maximum around the re-

laxation resonance. Using UMZI, noise reduction is only

possible at selected resonance frequencies of the interfer-

ometer (Fig. 9). To achieve overall noise suppression around

the relaxation oscillations of the laser diode, the interfer-

ometer should be extended with additional fiber arms. It

means we should increase the tap number in our optical

FIR filter. Placing new lines with different optical delays

will result in spectral broadening of the attenuation bands

in the filter transfer function.
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Figures 10 and 11 present the structure and the calculated

transfer function of such an interferometer with three op-

tical paths. As it is shown setting the relative delay of

the new arm to 250 ps (fiber length difference: 0.05 m)

the broadening of the attenuation band around 2 GHz is

feasible.

Fig. 10. Three paths interferometric noise suppression system

for semiconductor laser diodes. The laser light passing through

the interferometric filter can be modulated externally and sent to

the optical communication network.

Fig. 11. The calculated transfer function of the interferometric

noise cancellation system shown in Fig. 10. There is a 10 dB

suppression capability around 2 GHz.

Fig. 12. The calculated noise suppression of a three paths UMZI

(Fig. 10). The spectral density function of the laser diode RIN

was approximated by the transfer function of a linear system [5].

The possible noise power reduction in this interferometer is 10 dB.

The possible intensity noise suppression by using the dis-

cussed interferometer is depicted in Fig. 12. The spectral

density function of the laser diode relative intensity noise

was approximated by a simple transfer function [5].

When applying additional arms in the interferometric filter,

significant improvement takes place in the noise suppres-

sion capability of the proposed scheme. Figure 12 shows

a 200 MHz attenuation band around the relaxation oscilla-

tions which is five times wider than when we use a simple

two paths interferometer.

5. Conclusion

In our paper a new method of relative intensity noise sup-

pression for both solid-state lasers and semiconductor laser

diodes has been demonstrated.

As we have seen in Section 2, all-optical relaxation res-

onance cancellation is feasible for solid-state microchip

lasers in case of applying an unbalanced Mach-Zehnder

interferometer in the laser transmitter section. If the ade-

quate time delay difference between the two arms of the

UMZ fiber interferometer is adjusted the noise sidebands

of the optical carrier almost disappear.

Concerning the case of semiconductor laser diodes, addi-

tional efforts have to be made in the field of filter design

in order to achieve sufficient suppression in the band of the

noise maximum.

Compared to the optoelectronic suppression techniques

there is no need for electronic circuit design and main-

tainance in our scheme. Since there are only passive de-

vices, the design of biasing and supply systems and the cor-

responding power consumption is avoidable as well. Due

to the all-optical solution, the problem of electromagnetic

interference does not need to be faced, which – owing to the

low frequency (LF) radio broadcasting – causes major im-

pairments. Furthermore, due to the feedbacking, the appli-

cation of the well known optoelectronic system causes some

noise enhancement outside the suppression region [2, 5],

which falls out of our newly introduced approach.

In order to be able to achieve a robust system, precise

temperature stabilization of the optical devices is required.

In this aspect, integrated optical realization can provide

considerable advantages, since the use of simple Peltier-

elements will be possible.

Lithium niobate based integrated optics can deliver other

benefits as well. Due to the voltage dependence of the re-

fractive index in this material [10], tuning of the delay lines

in the unbalanced Mach-Zehnder interferometer by applied

voltage is feasible. According to this property a more flex-

ible operation is realizable, where the interferometer can

follow the changes caused by the pump power (SSL) or

bias current (laser diode) variation of the relaxation oscil-

lation frequency. The requirement of using tunable noise

suppression systems can occur in dynamic optical networks

where the number of optical nodes and thus the required

transmitter power has to be changed.
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Paper Mesh-free approach

to Helmholtz equation based on radial

basis functions
Piotr Kowalczyk and Michał Mrozowski

Abstract—Recently, a radial basis functions (RBFs) method,

which was originally proposed for interpolation problems, has

been developed and applied to solve partial differential equa-

tions and eigenproblems. Properties of that method (mesh-

free algorithm) allows one to use it in many areas, including

electromagnetics. In this paper the mesh-free RBF method for

solving Helmholtz equation was applied and a new adaptive

algorithm for defining the set of interpolation centers was pro-

posed. Using the proposed approach the cutoff wavelengths

and the field distribution in cylindrical waveguides of arbi-

trary cross-section were calculated with a high accuracy.

Keywords—Helmholtz equation, radial basis functions, mesh-

free method, cylindrical waveguides.

1. Introduction

Radial basis functions (RBFs) were originally proposed

for a multidimensional interpolation problem of scattered

data [1]. The RBFs method is similar to the most of

the interpolation methods and involves the same general

idea: for a given set of distinct points {x j}
N
j=1 ∈ Ω ⊂ R

d

(called interpolation points) the corresponding values are

known {Ψ(x j)}
N
j=1 and the interpolant Ψ(x) (where x ∈ Ω)

is chosen such that the interpolation conditions are fulfilled.

The expression for the interpolant has a following form:

Ψ(x) =
N

∑
i=1

αiφ(||x−yi||) , (1)

where || · || is the Euclidean norm, the set {yi}
N
i=1 ∈ R

d is

a set of interpolation centers (usually, the same set of points

is used for centers and interpolation) and finally φ(·) is the

radial basis function. It has to be noted that φ(·) is one-

argument function φ : R+ → R.

There is many different types of RBFs. However, as men-

tioned before, choosing a particular form of RBF depends

on the type of the problem. A few of the most commonly

used RBFs include: the Gaussian function φ(r) = e−r2
,

the multiquadric function φ(r) =
√

1+ r2 or the Wendland

function which will be described later [2–4].

The argument r of the function φ(·) is usually scaled by

the factor c: r →
r
c

, where c ∈R+ is called a shape param-

eter. If c is properly selected, the accuracy of the method

increases, but despite intensive research [4] the choice of

the parameter c remains an unsolved problem.

For a given form of RBF, the value of the parameter c
and centers distribution {yi}, one gets the interpolant from

substitution of given data to Eq. (1):

Ψ(x j) =
N

∑
i=1

αiφ(||x j −yi||), j = 1, ...,N. (2)

Using a matrix notation Aααα =ΨΨΨ, where ααα = [α1, · · · ,αN ]T ,

ΨΨΨ = [Ψ(x1), · · · ,Ψ(xN)]T and the elements of the matrix A

have a form [A]i, j = φ(||xi −y j||) for i, j = 1, . . . ,N.

Recently RBFs have been also applied to solve partial dif-

ferential equations [5] and eigenproblems [3]. The standard

numerical methods such as the finite element method or the

finite-difference method require mesh generation, which of-

ten is very burdensome task, especially when the contour

of the domain is of complex geometry. The RBFs method

is based on extrapolation of scattered data, therefore it is

very suitable schemes for problems defined in irregular ge-

ometries; its algorithm is totally grid-free.

In this paper we further develop the technique proposed

in [6] to find the cutoff wavelengths and the field distri-

bution in cylindrical waveguides of arbitrary cross-section

shapes. Instead of defining the set of centers a priori, we

propose a new adaptive algorithm.

2. Formulation

Let us assume that the wave propagates in the z-direction

inside a homogeneous and uniform cylinder of arbitrary but

homogeneous cross-section Ω. The problem is governed by

the scalar Helmholtz equation:

∇2Ψ(x)+ k2Ψ(x) = 0, (3)

where ∇2 =
∂ 2

∂x2 +
∂ 2

∂y2 and k is the cutoff wavenumber. For

TM modes Hz = 0, Ez = Ψ(x) and function Ψ(x) satisfies

the Dirichlet conditions imposed on boundary ∂Ω, whereas

for TE modes Ez = 0, Hz = Ψ(x) and Ψ(x) satisfies the

Neumann conditions.

The problem can be solved by applying a modified form of

the interpolant [6]:

Ψ(x) =
n

∑
i=1

αiφ(||x−yi||)

+
N

∑
i=n+1

αi(x−yi) ·∇φ(||x−yi||) , (4)

where the set of centers {yi}
N
i=1 ∈ Ω̄ (Ω̄ consists of Ω and

boundary ∂Ω) are chosen arbitrarily, but in such a way
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that n of yi are inside Ω and the rest of them are on bound-

ary ∂Ω. The second term in Eq. (4) is due to the first-

order approximation by the Taylor series expansion and

it is included to improve the accuracy of the derivatives.

Function φ(·) is the Wendland radial basis function of the

following form

φ(r) = (1− r)8
+(32r3 +25r2 +8r +1) , (5)

where (1− r)+ =

{
1− r, r ∈ (0,1)

0, otherwise
.

Substituting Eq. (4) into Eq. (3) one gets

n

∑
i=1

αi∇2φ(||x−yi||)

+
N

∑
i=n+1

αi∇2 [(x−yi) ·∇φ(||x−yi||)]

= −k2

[
n

∑
i=1

αiφ(||x−yi||)

+
N

∑
i=n+1

αi(x−yi) ·∇φ(||x−yi||)

]
. (6)

Taking the set of interpolation points identical to the set

of centers and substituting the inner points {x j}
n
j=1 ∈ Ω to

Eq. (6) one gets the system of equations which in a matrix

notation have a form

LIααα I +LBαααB = −k2 (AIααα I +ABαααB) . (7)

Analogously, for {x j}
N
j=n+1 ∈ ∂Ω substituted into Dirichlet

or Neumann conditions one gets

BIααα I +BBαααB = 0, (8)

where BI and BB have a different form for TM modes or

TE modes. Eliminating αααB in Eq. (7) using Eq. (8) one

gets the following (n-dimensional) generalized eigenprob-

lem
[
LI −LB

(
B

−1
B BI

)]
ααα I

= −k2[
AI −AB

(
B

−1
B BI

)]
ααα I . (9)

The field distribution represented by Eq. (4) can be obtained

from eigenvectors ααα I (and αααB =−B
−1
B BIααα I) and the cutoff

wavenumbers from the eigenvalues of Eq. (9), λ =
2π
k

.

3. Self-adaptive algorithm for choosing

the set of interpolation centers

The main aim of that method is to generate the set of in-

terpolation points which for a small number of points gives

the highest accuracy of the solution.

In the first step one has to solve eigenproblem for the

initial set of points – obtaining the initial eigenvalue and

the corresponding initial eigenvector. It is equivalent to

obtaining initial function Ψ(x) defined for an an ar-

bitrary point in Ω̄. In the next step one has to take

a new arbitrary (usually larger) set of points {x̃m}
M
m=1 ∈ Ω̄

different than {x j}. For any point x̃m inaccuracy of the

initial solution can be checked – if x̃m ∈ Ω, then the

interpolation error can be obtained from substituting it

into Eq. (3)

EI(x̃m) = ∇2Ψ(x̃m)+ k2Ψ(x̃m), (10)

when x̃m ∈ ∂Ω the error can be expressed by

EB(x̃m) = Ψ(x̃m) (11)

for TM modes or

EB(x̃k) = n ·∇Ψ(x̃k) (12)

for TE modes. Using a matrix notation

EI =
[
L̃I − L̃BB

−1
B BI + k2

(
ÃI − ÃBB

−1
B BI

)]
ααα I (13)

and

EB =
[
B̃I − B̃BB

−1
B BI

]
ααα I . (14)

The values of elements of the vectors EI and EB correspond

to inaccuracy of the initial solution at given points. Select-

ing elements whose values exceed the assumed inaccuracy

one gets a subset of points x̃m which should be added to

the initial set.

This algorithm is computationally by far more efficient than

solving the eigenproblem for a set of points consisting of

sets: {x j} and whole {x̃m}. It has to be noted that the

operation can be repeated until the assumed accuracy is

achieved.

4. Numerical results

Numerical tests were made for a few chosen shapes of

waveguide cross-sections for which analytical results are

known:

– circular waveguide of the radius R = 1;

– elliptical waveguide of the eccentricity e = 0.9 and

the semimajor axis a = 1;

– rectangular waveguide of the width a = 2 and the

height b = 1.
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As it was noted, the results depend on the distribution of

points (the set of centers) as well as shape parameter c.

In the results presented, the initial set of the centers has

a regular distribution (Fig. 1) and shape parameter c = 3.

Fig. 1. The initial sets of points for: (a) circular (N = 61, n = 41);

(b) elliptical (N = 61, n = 41); (c) rectangular (N = 128, n = 84)

waveguides.

After using the self-adaptive algorithm, the density of

points increased in regions where the accuracy was too

low (Fig. 2).

Tables 1–3 shows the cutoff wavelengths for a few low

order TM modes for considered shapes obtained from

the standard RBFs method and the RBFs method with

a self-adaptive algorithm. Analytical solutions are collected

in the last column.

Table 1

The cutoff wavelengths for three lowest order TM modes

for circular waveguide

RBF method RBF with S-A Analytical

2.6129 2.6127 2.6127

1.6420 1.6400 1.6397

1.2284 1.2238 1.2234

Fig. 2. The enriched (self-adapted algorithm) sets of points for:

(a) circular (N = 113, n = 73); (b) elliptical (N = 99, n = 63);

(c) rectangular (N = 220, n = 168) waveguides.

It can be seen that more nodes are needed for domains with

corners to achieve the required accuracy.

Table 2

The cutoff wavelengths for three lowest order TM modes

for elliptical waveguide

RBF method RBF with S-A Analytical

1.4912 1.4904 1.4906

1.1619 1.1605 1.1607

0.9420 0.9378 0.9375

Table 3

The cutoff wavelengths for three lowest order TM modes

for rectangular waveguide

RBF method RBF with S-A Analytical

1.7896 1.7889 1.7889

1.4167 1.4143 1.4142

1.1085 1.1096 1.1094
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5. Conclusions

The numerical tests shown in this paper are focused on TM

modes analysis, however, it has to be noted that TE modes

as well as TM can be found. The proposed method is appli-

cable not only to waveguides of arbitrary cross-section, but

also for any 3D structures. However, for regions of com-

plex geometry (especially with re-entrant corners) number

of interpolation points can be very large and method may

be computationally not efficient (because of matrices which

occur in eigenproblem are dense).

One of the essential problems of RBFs method is also se-

lecting a value of a shape parameter c. The parameter c
is of great importance for convergence and accuracy of the

obtained solutions. Inappropriate choice of c can reduce

accuracy or cause ill-conditioning of matrices.
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Paper FDTD analysis

of magnetized plasma using an equivalent

lumped circuit

Artur Moryc and Wojciech Gwarek

Abstract— The paper describes a new approach to electro-

magnetic analysis of magnetized plasma using finite differ-

ence time domain (FDTD) method. An equivalent lumped

circuit describing an FDTD cell filled with plasma is devel-

oped and applied in the analysis. Such a method is proved

more effective than previously reported methods. The new ap-

proach is verified on a canonical example of known analytical

solution.

Keywords— FDTD, tensor permittivity, dispersive, anisotropic.

1. Introduction

Finite difference time domain (FDTD) method is one of

the most useful methods in modeling of electromagnetic

problems [1, 2]. Since its original formulation in the six-

ties it has been a subject of thousands of publications. One

of important problems considered by FDTD researchers is

effective analysis of dispersive media. Several approaches

to this problem have been reported [3], but the one which

seems to be most frequently used now is that of Kuntz and

Luebbers [2]. In that approach the frequency dependence

of the material properties is transformed into time domain

through a convolution. It is shown [2] that an effective re-

cursive updating of the convolution terms is possible. The

convolution approach has been also applied to dispersive

anisotropic media like magnetized plasma and magnetized

ferrites [2, 4, 5]. It proved to be more effective than for-

merly published approaches like [6]. Recently the authors

of this paper have developed an alternative approach to the

analysis of magnetized ferrites [7]. A lumped equivalent

circuit for ferrite-loaded FDTD cell has been developed and

it has been applied to electromagnetic modeling algorithm.

It proved simpler and more effective than previously re-

ported algorithms. In this paper we extend application of

that approach to the case of magnetized plasma. An equiv-

alent lumped circuit describing an FDTD cell filled with

plasma is developed and applied to electromagnetic model-

ing. Example of application shows perfect agreement with

analytical solution of a canonical 1D example. The new ap-

proach is shown to be computationally more effective than

formerly reported approaches [4, 5, 6] in the case of 2D

and 3D circuits.

2. Plasma and its RLC models

The magnetized plasma is characterized in frequency do-

main by tensor permittivity which may be written as:

ε =




εxx(ω) jεxy(ω) 0

−jεyx(ω) εyy(ω) 0

0 0 εzz(ω)


 , (1)

εxx(ω) = εyy(ω) = 1−
(

ωp
ω )2[1− j νc

ω ]

[1− j νc
ω ]2 − (ωb

ω )2
, (2)

εyx(ω) = εxy(ω) =
(

ωp
ω )2 ωb

ω
[1− j νc

ω ]2 − (ωb
ω )2

, (3)

εzz(ω) = 1+
(ωp)

2

ω(jνc −ω)
, (4)

where ωp is plasma frequency, ωb is cyclotron frequency

(proportional to the static filed H0), and νc is the elec-

tron collision frequency, which describes the losses of the

plasma medium.

Let us start from considering a 2-dimensional case of a TM

wave propagating between two magnetic planes situated at

z = 0 and z = h. Such a wave has two E-field components

(Ex, Ey) and one H-field component (Hz). We can associate

with them magnetic voltage V = aHz and magnetic current

J = −izE. Under such assumptions the Maxwell equations

can be written in form of (5) and(6) dual to the form of TE

wave case considered in [8]:

▽V (x,y, t) = −L
∂J(x,y, t)

∂ t
, (5)

▽J(x,y, t) = −C
∂V (x,y, t)

∂ t
. (6)

Using FD discretization of space with cell size a and as-

suming h = a, these equations can be expressed for lossless

case in a form:

−jωCV m,n = Im+0.5,n
x − Im−0.5,n

x + Im,n+0.5
y − Im,n−0.5

y , (7)

−jωLIm+0.5,n
x = V m+1,n −V m+1,n

, (8)

where V m,n = aHz(x = ma, y = na), Im,n
x = −aEy(x = ma,

y = na), Im,n
y = aEx(x = ma, y = na), C = εa and L = µa.
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Let us note that LC parameters have unusual meaning,

i.e., L is related to electric field and C is related to mag-

netic field. We start from considering the case of isotropic

cold plasma described by isotropic permittivity given by

Eq. (4) (as in [3]). Figure 1 presents an equivalent lumped

Fig. 1. Lumped equivalent circuit for isotropic plasma.

circuit describing such a medium. Then we switch to the

magnetized plasma case. We consider a plasma material in

which electric field E is related to displacement vector D

by permittivity tensor given by Eqs. (1)–(4). Equation (7)

does not change while Eq. (8) needs to be modified to

the form of:

V m+1,n −V m,n =

−jωhε0

[
(1+ χ)Im+0.5,n

x − j

wb

w

1− j
νc

ω

χIm+0.5,n
y

]
, (9)

where c can be expressed as:

χ =
w2

p

(
1− j

R1/L1

ω

)

(G1R1 +1)ω2
b −ω2 + jω

(G1

C1
+

R1

L1

) , (10)

where ω2
b =

1
L1C1

, ω2
p =

1
LC1

, G1 = C1νc and R1 = L1νc.

Fig. 2. Lumped equivalent circuit for anisotropic plasma.

Let us note that term (10) corresponds to parallel LC

circuit resonating at the angular frequency ωb and term

V m+0.5,n
cx = −

jωL
jωL1 +R1

χIm+0.5,n
x describes voltage across

the parallel LC circuit. The current Im+0.5,n
Lx flowing through

the inductance arm is proporctional to this voltage multi-

plied by the admitance of the L1R1 conection. Thus we can

describe our 2D FDTD cell filled with magnetized plasma

by the lumped circuit of Fig. 2 with the source Vx driven

by the current ILy.

3. Algorithm

The sequence of time-domain updating of FDTD equa-

tions for Ex and Ey fields needs to be carefully considered

since in the equations containing the effects of off-diagonal

anisotropy it is assumed that we should know at the same

instant of time Ex to calculate Ey and Ey to calculate Ex.

The problem has been solved by performing the updates in

the following sequence:

1. Ek+1
x update based on Ek

x , Hk+0.5
z and Ek

y components.

2. Ek+1
y update based on Ek

y , Hk+0.5
z and Ek+1

x compo-

nents.

3. Update of Hk+1.5
z components.

4. Ek+2
y update based on Ek+1

y , Hk+1.5
z and Ek+1

x com-

ponents.

5. Ek+2
x update based on Ek+1

x , Hk+1.5
z and Ek+2

y com-

ponents.

Thus the FDTD algorithm based on the equivalent circuit

of Fig. 2 proceeds the following way:

Ek+1
x,m,n,i = Ek

x,m,n,i +
(

Hk+0.5
z,m,n+0.5,i−Hk+0.5

z,m,n−0.5,i−pk+0.5
x,m,n,i

+F1(ek
y,m−1,n+0.5,i + ek

y,m−1,n−0.5,i

+ek
y,m,n−0.5,i + ek

y,m,n+0.5,i)
)

F2 , (11)

ek+1
x,m,n,i = F3ek

x,m,n,i +F4 pk+0.5
x,m,n,i , (12)

pk+1.5
x,m,n,i = F5 pk+0.5

x,m,n,i +(Ek+1
x,m,n,i − ek+1

x,m,n,i)F6 , (13)

Ek+1
y,m,n,i = Ek

y,m,n,i +
(

Hk+0.5
z,m−0.5,n,i −Hk+0.5

z,m+0.5,n,i−0.5

−pk+0.5
y,m,n,i −F1(e

k+1
x,m−0.5,n−1,i

+ek+1
x,m+0.5,n−1,i + ek+1

x,m−0.5,n,i + ek+1
x,m+0.5,n,i)

)
F2 (14)

ek+1
y,m,n,i = F3ek

y,m,n,i +F4 pk+0.5
y,m,n,i , (15)

pk+1.5
y,m,n,i = F5 pk+0.5

y,m,n,i +(Ek+1
y,m,n,i − ek+1

y,m,n,i)F6 . (16)
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Where px, py, ex, ey are algorithm varibles corespond-

ing to Vcx,Vcy,Ix,Iy in Fig. 2, respectively, F1 = 0.25L1ωb,

F2 = ∆t
C , F3 =

1−
R1∆t
2L1

1+
R1∆t
2L1

, F4 = ∆t
L1

1

1+
R1∆t
2L1

, F5 =
1−

G1∆t
2C1

1+
G1∆t
2C1

, and

F6 = ∆t
C1

1

1+
G1∆t
2C1

.

The algorithm presented here for a 2D can be relatively

easily extended to a 3D case. Table 1 presents comparison

of computer resources needed for our algorithm and for that

of Kunz and Luebbers [2]. Operation count is understood as

Table 1

Comparison of operation count of various methods

Variables Operation count

Algorithm 2D 3D 2D 3D

Vc > 0 Vc = 0 Vc > 0 Vc = 0

Our method 7 10 37 33 56 52

Kunz and Luebbers [2] 7 10 77 96

the number of floating point operations needed per FDTD

cell and per iteration. It can be seen that the algorithm

presented here is significantly more effective.

4. Example

Verification of the accuracy of our algorithm has been con-

ducted on a canonical 1D problem previously considered

in [5]. A Gaussian pulse plane wave is normally incident on

a longitudinally magnetized plasma layer. The pulse trav-

els through 350 FDTD cells of the total length of 15 mm.

The magnetized plasma is placed between cells numbered

200 and 320 and its length is 9 mm. The other cells are

Fig. 3. FDTD reflection coefficient magnitude versus frequency

for a plane wave incident on a plasma slab, continuous line cor-

responds to RCP, dashed line corresponds to LCP, triangles and

squares the analytical results after [5].

filled with air. Both ends of the free space region are ter-

minated by Mur absorbing boundary condition. For these

simulations the following parameters of the plasma were

assumed:

ωp = 2π ·50 ·109 rad
s

,

ωb = 3 ·1011 rad
s

,

νc = 2 ·1010 rad
s

.

The S parameters versus frequency for vertical and horizon-

tal polarization were calculated just in front of and behind

the plasma. These parameters were used to calculate right-

Fig. 4. FDTD reflection coefficient phase versus frequency for

a plane wave incident on a plasma slab, continuous line corre-

sponds to RCP, dashed line corresponds to LCP.

Fig. 5. FDTD transmission coefficient magnitude versus fre-

quency for a plane wave incident on a plasma slab, continuous

line corresponds to RCP, dashed line corresponds to LCP, trian-

gles and squares the analytical results after [5].
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hand and left-hand circularly polarized coefficients accord-

ing to the formulae:

TRCP(ω) = S21x(ω)+ jS21y(ω) , (17)

TLCP(ω) = S21x(ω)− jS21y(ω) , (18)

RRCP(ω) = S11x(ω)+ jS11y(ω) , (19)

RLCP(ω) = S11x(ω)− jS11y(ω) . (20)

Figure 3 shows calculated results of reflection coefficients

for right-hand and left-hand circular polarizations (denoted

RCP and LCP, respectively). Perfect agreement with analyt-

ical results after [5] are obtained. Similarly good agreement

Fig. 6. FDTD transmission coefficient phase versus frequency

for a plane wave incident on a plasma slab, continuous line cor-

responds to RCP (from 40 GHz to 80 GHz data are not pre-

sented due to phase uncertainties when the attenuation drops be-

low –50 dB), dashed line corresponds to LCP.

with [5] has been obtained for the transmission coefficients

(shown in Fig. 5) and for phase relations for both coeffi-

cients (shown in Figs. 4 and 6).

5. Conclusions

In this paper a new approach to FDTD analysis of mag-

netized plasma has been presented. It has been verified

on a canonical example with known analytical solution. It

proved to be more effective than previously reported ap-

proaches. At the same time it has been found robust and

reliable in practical simulations of 2D and 3D cases.

References

[1] A. Taflove, Computational Electrodynamics. The FDTD Method.

Artech House, 1995.

[2] K. Kunz and R. Luebbers, The Finite Difference Time Domain

Method for Electromagnetics. CRC Press, 1993, ch. 15.

[3] J. L. Young and R. O. Nelson, “A summary and systematic analy-

sis of FDTD algorithm for linearly dispersive media”, IEEE Anten.

Propagat. Mag., vol. 43, no. 1, pp. 61–75, 2001.

[4] R. J. Loubbers and F. Hunsberger, “A frequency-dependent finite-

difference time-domain formulation for transient propagation in

plasma”, IEEE Trans. Anten. Propagat., vol. 39, no. 1, 1991.

[5] F. Hunsberger and R. Luebbers, “Finite-difference time-domain anal-

ysis of gyrotropic media. I: Magnetized plasma”, IEEE Trans. Anten.

Propagat., vol. 40, no. 12, 1992.

[6] T. Kashiwa and N. Yoshida, “Transient analysis of magnetized

plasma in tree-dimencional space”, IEEE Trans. Anten. Propagat.,

vol. 36, no. 8, pp. 1096–1105, 1988.

[7] W. Gwarek and A. Moryc, “An alternative approach to FDTD anal-

ysis of magnetized ferrites”, IEEE Microw. Wirel. Compon. Lett.,

vol. 40, pp. 331–333, 2004.

[8] W. Gwarek, “Analysis od an arbitrarily-shaped planar circuit-a time-

domain approach”, Trans. Microw. Theory Techn., vol. MTT-33,

no. 10, 1985.

Artur Moryc was born in

Poland in 1977. He received

the M.Sc. degree in physics

in 2001 from Warsaw Univer-

sity, Poland. In 2002 he become

a Ph.D. student at Warsaw Uni-

versity of Technology in the do-

main of electromagnetic model-

ing for applications in electron-

ics. Since that time he has con-

centrated on applications of the

finite difference time domain method. Currently, he is fo-

cused on development of new, more effective approach to

FDTD analysis of electromagnetic fields in anizotropic and

dispersive media such as ferrite and magnetized plasma.

e-mail: amoryc@elka.pw.edu.pl

Institute of Radioelectronics

Warsaw University of Technology

Nowowiejska st 15/19

00-665 Warsaw, Poland

Wojciech Gwarek – for biography, see this issue, p. 28.

78






	Preface
	Ultra-wideband radar targets discrimination based on discrete E-pulse synthesis
	Ultra-wideband 3D image processing for improving landmine detection with GPR
	Analysis of errors in on-wafer measurements due to multimode propagation in CB-CPW
	A 100 W ISM 2.45 GHz-band power test system
	A broadband multistate interferometer for impedance measurement
	Absorption of EM energy by human body in the vicinity of the GSM base station antenna
	Characterization of an aperture-stacked patch antenna for ultra-wideband wearable radio systems
	Spatial power combiner using a planar active transmitarray of stacked patches
	Application of optical dispersion techniques in phased array antenna beam steering
	A lightweight planar antenna element with optimized feed for use onboard spacecraft
	Applying the radiated emission to the specific emitter identification
	Broadside coupled stripline with double-side UC-PBG structure
	All-optical intensity noise suppression for solid-state and semiconductor lasers
	Mesh-free approach to Helmholtz equation based on radial basis functions
	FDTD analysis of magnetized plasma using an equivalent lumped circuit



