




Recently in 2009 we have celebrated 75th anniversary of our predecessor National
Institute of Telecommunication (PIT) created in 1934 in Warsaw. Sixty years before,
in 1951, this Institute was divided into two separate entities: Industrial Institute
of Telecommunication (PIT) and our Institute of Telecommunications (IŁ). In 2005
Institute of Telecommunication has get formal status of national research centre
(IŁ PIB), we use English abbreviation of NIT (National Institute of Telecommunica-
tions). Sixty years of our separate activities and development was presented in details
in No. 3–4/2009 of special edition of our Polish periodic journal “Telekomunikacja
i Techniki Informacyjne” (TITI).

Regarding this 60th anniversary of our Institute of Telecommunications in 2011, let me underline some im-
portant facts having place in the last two years from previous celebrate anniversary. In October 2010 our
Institute has reached high category A for the research institution, certified by the Ministry of Science and High
Education. I am really satisfied that this score we have got in 6th place in the group of 47 research institutions
evaluated for the period of previous 5 years. As our new achievements we can also count gold medals and
honorable mentions for our equipment awarded in international innovation fairs in Warsaw, Bruxelles, Seoul
and Singapour.

In recent two years we significantly have developed our co-operation with outstanding research centres in
Poland and abroad. We have sign up agreements with Faculty of Electronics and Information Technology
(WEiTI) of Warsaw University of Technology and with Electronics Faculty of Military University of Technology
(WAT) in Warsaw. Co-operation with WEiTI is finalized with common application for 7th FP project, and
in the framework of the agreement with WAT we have admitted for training the group of 26 students and
graduates. In 2011 we have also sign up the agreement with Korean Institute of Information Technology KETI.
In 2010 we have send to the ITU in Geneva two reports from our research works conducted in NIT (pilot tests
of DAB+ system and ground conductivity map of Poland). By the occasion of Plenipotentiary Conference of
ITU in Guadalajara in Mexico we have issued special edition of our “Journal of Telecommunications and
Information Technology” (JTIT ), you can find there detail information on our co-operation with ITU and
other organizations. In collaboration with partners we have organized important international conferences
ICTON in Munich (2010) and Stockholm (2011), and also DSTIS conference in our headquarter in Warsaw
(2011). In connection with our 60th anniversary we are going to organize important national 22nd Symposium
on Telecommunication and Information Technology KSTiT’2012, which will take place in NIT in Warsaw
(12–14 of September, 2012), and from many years is important conference and place of meeting of Polish
researchers.

Our important activities in the last two years were devoted to the new research projects. From 2008 till 2011
we have almost duplicated the number of realized projects (from 11 to 20). In this period we have finalized an
important project Polish National Project PBZ devoted to the new generation services and networks, conducted
together with almost all main technical universities in Poland, and we have started new projects on Internet
of the Future IIP, Information System on BroadBand Infrastructure and BB Poland Portal SIPS, Information
System on the Protection Against the Threats ISOK, Mobile Testing Laboratory MLB, Information System for
Radio Networks Planning PIAST and others.

We have significantly increased the value of realized research projects, however still our finance results are
not satisfying us. This was the main reason of our restructuring activities started in order of better use of our
human and material resources: we have created a new Department of Internet Architecture and Applications,
we have canceled and re-organized some of supporting divisions, we have negotiated with our social partners
and implemented new Collective Work Agreement and new work regulations. We also implement new legal
framework for science sector in Poland: we have modified our Statute, in June 2011 we have elected our new
Scientific Council and first time in our history important personalities from telecommunication companies in
Poland have been included in this Council, we have also elected a disciplinary spokesman and Disciplinary
Commission.

On the beginning of 2012 and the next years we are before next challenges of further restructuring, taking
up new projects and creation of new research teams. Let me congratulate all our workers, partners, Authors
and Readers of JTIT, on previous successful years of common work and achieved results. I wish you, in
next decades of scientific and research operations in our National Institute of Telecommunications, a great
personal and outstanding professional satisfaction from your work.

Wojciech Hałka
Director of NIT





Preface
This issue of the Journal of Telecommunications and Information Technology contains two
groups of articles. The first ten papers, edited by Jarosław Arabas as Guest Editor, are de-
voted to various aspects of applying Evolutionary Computation (EC) to global optimization,
while the next seven cover various issues related to communication networks and their secu-
rity, plus somewhat more remote subjects of intelligent agents and semiconductor memory
devices.

Evolutionary Computation is a family of methods which are inspired by findings in fields
of genetics and evolution. EC methods are quite popular in solving optimal design tasks
of various kind, they can be also met in business intelligence applications, in the decision
support systems and in many other fields where the task is to find an approximation to the
optimal solution. A natural field of EC applications are optimization tasks where the solution
cannot be represented in a standard way, e.g., as a vector of real or integer parameters, but
a nonstandard or structured representation is needed, e.g., a tree of a variable size.

The first paper Evolutionary Computation for Global Optimization – Current Trends by
Jarosław Arabas briefly introduces the idea of the EC. The paper also overviews development
lines that can be observed in the literature on the EC, with a particular stress on their
applications in global optimization. Then, three articles follow which report on progress on
development of various EC methods.

Andrzej Obuchowicz and Przemysław Prętki in the paper Self-Adaptive Stable Mutation Based
on Discrete Spectral Measure for Evolutionary Algorithms consider the mutation operator
that uses α-stable mutations. They introduce an approach which allows to adaptively tune the
mutation parameters to improve the efficiency of the resulting global optimization method
based on an algorithm from the EC family.

Krzysztof Trojanowski, Mikołaj Raciborski and Piotr Kaczyński present a Self-Adaptive
Differential Evolution with Hybrid Rules of Perturbation for Dynamic Optimization. They
consider optimization tasks when the objective function undergoes changes and focus on the
ability of the differential evolution algorithm to follow the changing location of the optimum.
They mix the mutation mechanism specific for the differential evolution, which is based on
using a difference between two points from the current population, with the “traditional” mu-
tation that uses a normal variate. They also consider using an α-stable distribution instead of
the normal, and they report on the efficiency increase thanks to the introduced mechanisms.



The article Improving Population-Based Algorithms with Fitness Deterioration by Adrian
Wolny and Robert Schaefer is devoted to the issue of the multimodal optimization when the
task is to locate as many local optima as possible. To obtain this goal they apply a technique
that gradually discourages an EC based optimization method from revisiting local optima that
have been discovered already. They perform deformations of the original objective function
by adding penalty terms which are defined in a way to approximate shapes of attraction
basins of local optima.

Next articles present applications of EC methods. Przemysław Miazga considers Topological
Synthesis of Tree Shaped Structures Based on a Building Blocks Hypothesis. He summarizes
result of applying an EC method to the design of microwave circuits fabricated as a certain
shape of metallization on a laminate plate. The design consists in planning the metallization
pattern which can be a quite complicated tree-form shape. Thus it is advisable to perform
the optimization process directly on the tree representation of the metallization pattern.
Przemysław Miazga presents results of experiments that verify effectiveness of the presented
approach.

Maciej Michalak and Robert Nowak report on an Evolutionary Algorithm that Designs the
DNA Synthesis Procedure. Synthesis of long DNA strands uses a natural tendency of DNA
to form particles made of two strands which are kept together by the complementarity bonds.
To facilitate the synthesis one has to split the desired long DNA strand and its complementary
strand into pieces such that pieces of the desired and complementary strand mutually overlap.
Then a stepwise procedure to mix these strands in one solution is applied. Maciej Michalak
and Robert Nowak use an EC method to suggest a proper division of a desired long DNA
strand and to plan the procedure of mixing the resulting fragments.

Ewa Niewiadomska-Szynkiewicz, Michał Marks and Mariusz Kamola discuss the results of
the Localization in Wireless Sensor Networks Using Heuristic Optimization Techniques. They
experimentally compare the results obtained by two different EC methods, by the simulated
annealing and by a problem-specific heuristic method.

Paweł Zawistowski and Jarosław Arabas consider the black-box approximation problem where
the goal is to create a regression model using only empirical data without incorporating
knowledge about the character of nonlinearity of the approximated function. Their paper
Incrementally Solving Nonlinear Regression Tasks Using IBHM Algorithm presents a method
which is used to build a model being a weighted sum of components being monotonic and
bounded functions, each characterized by a set of parameters. They use an EC method to
tune the parameters of each component function to maximize correlation between them and
the approximation error function.

The paper Benchmarking Procedures for Continuous Optimization Algorithms by Karol Opara
and Jarosław Arabas is devoted to experimental procedures that accompany the development
of global optimization methods, and the EC in particular. It has become a common practice
to use a set of widely recognized test functions to demonstrate the quality of optimiza-
tion methods. The paper overviews two popular benchmark sets and the standardized test
methodology that accompanies them. The authors comment on problems with aggregating
the results obtained for test functions contained in the benchmark set to judge on the relative
quality of optimization methods.

The first part of this volume is concluded with the paper The “Second Derivative” of a Non-
Differentiable Function and its Use in Interval Optimization Methods by Bartłomiej J. Kubica
who contributes to optimization methods which use interval calculus. The approach has no
direct relation with the EC so far but it seems to be a promising optimization tool. The
author introduces a concept of a second derivative definition in the interval calculus and
provides examples showing that this significantly fastens the optimization process.

Then follows the network-and technologies-related part. Pankaj Kumar Sharma, R. K. Naga-
ria, and T. N. Sharma in the paper Enhancement of Power Efficiency in OFDM System by SLM
with Predistortion Technique report how a selected mapping (SLM) and proper predistortion
can mitigate the problem of high peak to average power ratio characteristic of OFDM radio
networks, resulting in more efficient utilization of power amplifier, lower error ratio and
reduced amplifier cost.

The next article, Providing QoS Guarantees in Broadband Ad Hoc Networks by Marek
Natkaniec et al. is also about radio networks, presenting a novel QoS architecture for IEEE
802.11 multihop broadband ad hoc networks integrated with infrastructure. The authors are
convinced that the proposed solution will provide QoS support for a variety of services in



future mobile ad hoc networks, providing scalability and traffic differentiation absent in other
solutions previously reported in literature.

The last work related to radio networks include here is SVD Audio Watermarking: A Tool
to Enhance the Security of Image Transmission over ZigBee Networks by Mohsen A. M. El-
Bendary et al. This paper discusses audio watermarking as a tool to improve the security of
image communication over the IEEE 802.15.4 ZigBee network, with the aim being improved
resistance of encrypted watermark to attacks and degradation (fading, noise etc.) experienced
in the ZigBee networks.

Baibaswata Mohapatra, Rajendra K. Nagaria and Sudarshan Tiwari in their paper Guaranteed
Protection in Survivable WDM Mesh Networks – New ILP Formulations for Link Protec-
tion and Path Protection deal with optimization of survivable optical fiber WDM networks,
presenting new, single integer linear programs (ILPs) for finding routing and wavelength
assignment with best utilization of network resources (wavelength channels). The solution
proposed is superior to previously reported schemes in both network wavelength utilization
and computation time required.

Among several biometric access control techniques, iris recognition is highly rated. How-
ever, once the reference data are stolen, the user cannot change his biometric features in
contrast to a compromised password. Therefore, properly designed security system must
perform iris features matching without revealing these features and the reference template.
A suitable authentication protocol is described by Przemysław Strzelczyk in his paper Privacy
Preserving and Secure Iris-Based Biometric Authentication for Computer Networks.

Ahmed M. Elmahalawy, Moukhtar A. Ali and Hany M. Harb in their contribution Trends and
Differences of Applying Intelligence to an Agent analyze development trends of intelligent
agent solutions, with the goal of mimicking human intelligence, and the differences between
two main types of intelligence that can be applied to agent: accumulative (the agent accu-
mulates information about environment before decision is made) and dynamic. In addition,
detailed terminology of accumulative intelligence is introduced.

The last paper A Comparative Study of Single- and Dual-Threshold Voltage SRAM Cells is
very different, being devoted to hardware design of semiconductor memory devices. Pragya
Kushwaha and Amit Chaudhry analyze performance trade-offs of 5-, 6- and 7-transistor
SRAM cells made in 65 nm and 180 nm CMOS technologies, taking into account write
time, read time and device power consumption. While the shift to 65 nm technology cuts
power consumption by 80–90%, device speed is reduced to variable extent.

Paweł Szczepański
Editor-in Chief
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Abstract—This article comments on the development of Evo-

lutionary Computation (EC) in the field of global optimization.

A brief overview of EC fundamentals is provided together with

the discussion of issues of parameter settings and adaptation,

advances in the development of theory, new ideas emerging

in the EC field and growing availability of massively parallel

machines.

Keywords—evolutionary computation, global optimization.

1. Evolution of Evolutionary

Computation

Since 1980’ies we have been witnessing a growing popular-

ity of a family of algorithmic techniques which originated

in 1960’ies and have been inspired by findings in fields of

genetics and natural evolution. Although many pioneering

approaches had been introduced (see [1] for an overview),

only several survived and are nowadays called the Evo-

lutionary Computation (EC) [2]. Until mid 1990’ies, the

mainstream EC work was presented at three major con-

ferences: International Conference on Genetic Algorithms

(ICGA), Parallel Problem Solving from Nature (PPSN) and

Workshop on Foundations of Genetic Algorithms (FOGA).

In 1994 the IEEE Congress on Evolutionary Computation

(CEC) was started, in 1995 the Genetic Programming (GP)

conference was launched, and the year 1999 witnessed the

birth of the annual Genetic and Evolutionary Computation

Conference (GECCO) which combines the ICGA and the

GP in one event. Two recognized international journals

publish works on the EC: since 1993, the MIT Press has

been releasing the Evolutionary Computation journal and

the IEEE has been publishing the Transactions on Evolu-

tionary Computation since 1997. The Polish accent is the

annual National Conference on Evolutionary Computation

and Global Optimization which started in 19961.

The idea behind the EC is quite straightforward – take

a population of points from some search space, assign them

numbers that reflect their probability to survive the selec-

tion process, and perform a randomized selection. The

selected points undergo a randomized variation, yielding

a new population of points, and the process is iterated many

times. Despite of the simplicity of the idea, several named

approaches have been defined that usually differ only in

1In year 2011 the conference was organized in Warsaw by the Warsaw

University of Technology and Cardinal Stefan Wyszynski University.

small details. A newcomer to the EC field may be greatly

surprised by recognizing that it includes:

– Differential Evolution,

– Evolution Strategies,

– Evolutionary Programming

– Genetic Algorithms,

– Genetic Programming,

– Memetic Algorithms,

to mention only few important branches in an alphabetical

order.

When studying EC methods one has to get used to the

metaphor of genetics and evolution, which strongly influ-

enced the vocabulary. Instead of points from the search

space we speak of chromosomes (or individuals), instead

of the objective function to be optimized we speak of the

fitness function which defines the selection probability, vari-

ation of points is performed by the genetic operations which

are called crossover and mutation, etc.

A popular opinion about EC is that an important factor

that attracted researches to take a closer look at the EC is

the appealing metaphor. Perhaps this observation motivated

researchers to look for other metaphors from the nature, and

since late 1990’ies we have been observing a tendency to

introduce various population based techniques which share

the idea of selection and variation, but they are named (in

an alphabetical order):

– Artificial Immune Systems [3], [4],

– Estimation of Distribution Algorithms [5],

– Particle Swarm Optimization [6],

to mention a few representatives. A common name of meta-

heuristics has been suggested for the EC and the aforemen-

tioned techniques to avoid a naming burden [7], [8].

In this article it is attempted to comment on the current state

of the EC, which is a very hard task and will be always

more or less subjective. Therefore the bibliography will be

presented that provides more detailed descriptions of ideas

that have been roughly sketched in the text. Much more

detailed general presentation of EC methods can be found

inter alia in [2], [9], [10], [11].

The paper is composed of four sections. The first section

briefly comments on the history of EC development. Sec-

tion 2 overviews the taxonomy of optimization tasks that
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are considered along with the EC and outlines the algo-

rithm of a typical EC method for global optimization. In

Section 3 it is attempted to define main lines of the EC

development for global optimization that can be found in

the literature. Section 4 presents concluding remarks and

outlooks possible future development trends.

2. Evolutionary Computation and

Optimization

2.1. Taxonomy of Optimization Tasks

Current applications of the EC are usually related to opti-

mization of various kind. With D let us denote the domain

of a problem to be solved (i.e., the set of all possible repre-

sentations of the solution). The domain contains points that

are feasible, i.e., any infeasible point is definitely not a so-

lution. They can be evaluated using the objective function

q : F → R, where F ⊆ D is the set of feasible solutions.

Then the optimization task is defined as the task to find

either the global minimum or any local minimum of the

objective function. Depending on the domain type we can

distinguish:

– combinatorial optimization when the domain is

countable or finite, e.g., D is the set of binary vectors,

the set of permutations or the set of graphs,

– continuous optimization when the domain is Rn.

If F 6= D then the optimization task is a constrained one.

Some researchers consider the multimodal optimization

where in addition to the global optimum, the solver is

expected to find as many local optima as possible. For

an overview of optimization problems and methods with

a particular stress on the global optimization the reader is

referred to [12]–[14].

Another generalization of the optimization task which has

gained a growing attention for past 10 years in the EC com-

munity is the multiobjective optimization where, instead

the objective function, a mapping is considered q : F→Rm.

Then the task is to find nondominated points, where a point

x ∈ F is called nondominated when there exists no other

point y∈ F such that for all i = 1, ...,m qi(y)≤ qi(x) and

for some j it holds q j(y) < q j(x).
From the historical perspective, early EC methods have not

been designed as optimization tools (cf. a famous state-

ment “Genetic algorithms are not function optimizers” by

Kenneth de Jong [15]). They have been viewed in terms

of adaptation which is less strict and formalized than op-

timization. Moreover it is even not necessary to explicitly

define any objective function, e.g., in the tournament se-

lection, it is only needed to compare two points to choose

the better one. Still it has become a common practice to

use EC methods as optimization tools. This practice has

been criticized by Wolpert and Macready in their famous

No Free Lunch Theorem (NFL) for optimization [16]. They

claimed that no search method would perform consistently

better than any other if one considers all objective functions

which can be defined in the search space. Publication of

NFL was initially somewhat shocking for researchers work-

ing on the EC development since its naive interpretation led

to the conclusion that no real development is possible. This

interpretation of NFL was then criticized by authors who

showed that although NFL is correct, it does not necessary

mean that all algorithms are equally good for subsets of

problems defined in the search space [17].

EC has a strong relationship to artificial intelligence (AI).

Maybe the most popular application of EC methods in

AI is the Neural Network (NN) training process. The link

between the EC and NNs is so strong that it gave an inspi-

ration to establish in 1993 the International Conference on

Genetic Algorithms and Neural Networks (ICANNGA). If

we take a perspective that the optimization task consists in

learning the global optimum using the experience gathered

from previously generated points, then we can agree that

EC can be classified as an AI method [18].

Stress on optimization properties of the EC has been in-

creasing during their development. It seems that this is

a natural consequence of the tendency to apply EC meth-

ods in practice. It is also possible to theoretically analyze

behavior of an EC method using the same terms as in-

troduced for well-established optimization tools. Thus the

theoretical analysis of EC methods often concentrates on

the convergence in a weak sense [19], [20].

Development of EC methods as optimization tools has been

facilitated by benchmark functions; some of them have been

introduced even in mid-1970’ies [21]. Until very recently

there was however no clear agreement about the testing

procedure, which made the published results hardly com-

parable. Few years ago there have been two benchmark

sets introduced which define a standardized testing proce-

dure and criteria for evaluating optimization methods based

on statistics of results from multiple independent runs of

each method [22], [23]. It should be however noted that,

although the benchmarking process is usually limited to

search spaces containing either binary or real vectors, there

are many EC applications where specific nonstandard rep-

resentations are processed [11]. It seems that the ability to

process such nonstandard representations is one of major

advantages of EC.

2.2. Evolutionary Algorithm for Global Optimization

A typical Evolutionary Algorithm (EA) is depicted in

Fig. 1. State of the algorithm in the iteration number t

is defined by the population Pt which contains µ points;

the i-th point is labeled with Pt
i . In each iteration a pop-

ulation Ot is created by mutation and crossover of points

selected from Pt . Population Pt+1 is defined by a replace-

ment procedure that either accepts points from Ot only or

allows to pass some points from Pt . Selection of points

is a random process which favors better ones, i.e., points

with a lower objective function value (in the minimization

case) will be selected with a higher probability than others.

In the replacement phase the new population is defined by
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selecting points from Ot and Pt . In generational EAs, the

replacement is defined simply as Pt+1 ← Ot and in elitist

EAs a number of best points from Pt can be preserved.

When the EA is to solve the global optimization problem,

typical mutation is performed as Ot
i ← Pt

k + z where z is

a random variate which is normally distributed with zero

mean vector and a covariance matrix C. Typical crossover

consists in averaging points which results in the following

formula for the “mutation and crossover” operation

Ot
j←

(

w ·Pt
k +(1−w) ·Pt

l

)

+ z ,

where w is a vector of weights such that 0 ≤ w j ≤ 1 for

all j, and the symbol ‘·’ stands for the component-wise

product such that a ·b yields a vector c and c j = a jb j. When

w j = 1/2 we speak of the arithmetic crossover. When w j is

a random variate with the Bernoulli distribution we speak

of the binomial crossover, and when the probabilities of

getting 0 and 1 are equal we speak of the uniform crossover.

There are no good indications about the stop criterion since

there are no theoretical findings about the EA convergence

speed that can be applied for sufficiently general classes of

problems (but there exists the convergence speed analysis

for the parabola function provided e.g. in [24], [25]). For

this reason the stop criterion is usually based on the time

budget.

t← 0

P0← initialization()

repeat

for all i = 1, . . . ,µ do

if U(0,1) < pc then

k, l← select from (1, . . . ,µ)

Ot
i ← mutation and crossover(Pt

k,P
t
l )

else

k← select from (1, . . . ,µ)

Ot
i ← mutation(Pt

k)
end if

end for

Pt+1← replacement(Pt,Ot)
t ← t + 1

until stop condition satisfied

Fig. 1. Outline of an example evolutionary algorithm for global

optimization.

The EA is a random procedure, therefore its action can

be described in terms of the probability theory and statis-

tics. For binary encoded EAs there is a well developed

and widely accepted theory which analyzes populations Pt

as a Markov chain [26]. It is possible to analyze statistics

of populations, e.g., to check if the probability of hitting

the global optimum at least once increases with the gener-

ation index or to test if the most frequent population con-

tents will contain the global optimum. Another approach

to analyze binary encoded EAs is presented by the schema

analysis which analyzes schemata – sets of solutions de-

fined by similarity patterns. It is argued that schemata with

over-average fitness are expected to increase their number

of representatives in subsequent populations.

In real coded EAs which are used to perform global opti-

mization it has been proved that weak convergence will be

observed if it is possible with a nonzero probability that

the EA will generate a finite series of points starting from

any feasible point and terminating in a neighborhood of

any other feasible point, provided that the neighborhood

is a nonzero measure set [19]. This result, although im-

portant, does not give any information about the dynamics

of the population contents. This can be achieved by ap-

plying an analysis of the population distribution dynamics

that assumes an infinite population model introduced by

Qi and Palmieri [27]. This model has been revisited by

Karcz-Duleba [28], [29] and Arabas [30] who derived for-

mulas for the limiting values of the population variance in

the search space for typical selection methods, Gaussian

mutation, arithmetic crossover and elite factor.

3. Selected Topics in Development

of EC Methods for Global Optimization

Various mutation types. Gaussian mutation is a very pop-

ular choice when using the EA for global optimization.

The normal distribution is however “thin tailed” and com-

puter realizations of the normal random variable usually

cannot generate points located further than, say, 5 times

the standard deviation from its mean. This fact motivated

researchers to look for other mutation schemes and in the

results several alternative definitions have been introduced,

including α-stable mutations and Differential Evolution.

The α-stable distribution has a property that its probability

density function in the tail can be approximated by a func-

tion proportional to exp(−xα). It is stable in a sense that

the sum of α-stable distributed variates is also α-stable

distributed. Value of α = 2 corresponds to the normal dis-

tribution. When α < 2 the distribution becomes “fat tailed”

which means that when α decreases it will be more and

more probable to generate a variate from the tail, which

may significantly increase the population diversity. A de-

tailed discussion of α-stable mutation is provided in [31].

Differential Evolution (DE) is sometimes classified as a sep-

arate metaheuristic type but the type of variation allows to

consider it as an approach to the mutation adaptation. The

most innovative idea introduced in DE is to perform muta-

tion according to the formula

Ot
i = Pt

j + F (Pt
k−Pt

l ) ,

where Pt
j is the mutated point, F is a parameter called the

scaling factor and k and l are indices of points from Pt

that have been selected with the uniform distribution in

{1, ...,µ}. Thus the distribution of mutants depends on the

distribution of population Pt , which allows for its adaptation

to the fitness function shape. DE differs also in the way of

organizing relations between crossover and mutation. More

details on DE can be found in [32].
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Compact EAs and Estimation of Distribution Algo-

rithms. In a classical EA the algorithm state is defined by

the population contents, and the EA action can be described

by the sampling distribution – the probability distribution

that describes the process of generating one point from the

population Ot . In compact EAs, as well as in Estimation of

Distribution Algorithms (EDAs), the sampling distribution

takes the role of the state definition and defines in the same

time the process of generating points. In the compact EA

in each iteration a small number of points (usually one or

two) are generated and the sampling distribution is updated.

In the EDA a number of points is generated and the new

sampling distribution is estimated from them.

The most successful representative of the EDA line of al-

gorithms is the Covariance Matrix Adaptation Evolution

Strategy (CMAES) [33]. According to results of bench-

marking on BBOB’09 and CEC’05 [22], [34], CMAES

seems to be one of the most successful methods in EC.

In CMAES the sampling distribution is normal and it is

represented by the mean vector m and the covariance ma-

trix C. In the iteration t the sampling distribution is used to

generate the population Pt . Then a population e(Pt) being

a fraction of best points from Pt is selected which is used

to compute the mean vector m′ = E(e(Pt)) and the matrix

C′= E((Pt−m′)2). Values of m′ and C′ are used to update

the parameters m and C for the next iteration.

Tuning parameter values. Practitioners which are poten-

tial users of optimization methods usually dream of a single

magic button to press and get the problem solved. There-

fore the chance that an optimization method will become an

acceptable tool for practitioners increases when the method

assumes smaller number of parameters. Unfortunately, ba-

sic EAs are characterized by many parameters with no clear

intuition about their relation with efficiency. For example

in the standard EA presented in Fig. 1 the user has to set

the values of the population size, the covariance matrix of

the Gaussian mutation, the crossover probability and the

elite fraction. To reduce the set of user-defined parameters,

diversity of adaptation techniques have been developed –

see e.g. [35], [36] for an overview. Note that the DE and

CMAES fit into the line of adaptive methods to tune the

mutation distribution.

Among currently popular approaches to parameter tuning

one can distinguish two dominating types. The first one is

self-adaptation, where each point is coupled with the algo-

rithm’s parameter values. During mutation, the parameter

values are also mutated. Is is believed that appropriate

parameter values will be more frequently accompanying

points that are better than average and therefore they will

be reinforced by the selection process. Another popular

approach is based on an ensemble of a finite number of

parameter settings. Every settings is evaluated by looking

at the average increase of quality of points before and after

applying transformations defined by the parameter settings.

Choice of the parameter settings is randomized and is influ-

enced by their cumulated evaluation – values of parameters

that are on the average better than others are more likely to

be chosen to perform the transformation.

Hierarchy of metaheuristics. As mentioned in the intro-

ductory section there is a variety of approaches in domains

of the EC and metaheuristics. Therefore a tendency has ap-

peared to consider hybrid techniques of various kind. Gen-

erally speaking, the hybridization may be either generic or

hierarchical. In the first case, elements from one meta-

heuristic may change the algorithm of the other. A good

example is to introduce to the standard DE a self-adaptation

process, which was originally introduced for Evolution

Strategies. In the second case, one metaheuristic method

is used to control the other, e.g., by tuning its parameters

(metaoptimization [37]).

Parallelization. In every iteration the EA processes many

points from the population Pt to define the population Pt+1.

Observe that the process of selection, crossover and muta-

tion can be done separately for each point from the popu-

lation Ot . Therefore there is a long tradition of EA paral-

lelization. Until very recently the parallelization was lim-

ited by the hardware, since massively parallel computers

were expensive and relatively hard to access. Now we are

witnessing a big change thanks to the introduction of Gen-

eral Purpose Graphic Processing Units (GPUs). GPUs are

multicore processors with typical number of cores of the

order of hundreds. It is possible to program them under

a number of higher-level programming languages, and the

most popular toolkits that allow for this are CUDA and

openCL (see e.g. a comparison of performance in [38]).

A serious limitation of GPUs is that the cores must be run in

a Single Instruction Multiple Data regime. If the problem

definition allows to work in this mode then the user can

count on very interesting speedup values of several tens

up to several hundreds when comparing the total execution

time of a program working with and without the GPU card.

A convenient software platform to start from is called

EASEA and has been maintained by the team from the

Strasbourg University [39]. The platform uses CUDA and

it allows the user to concentrate on programming the prob-

lem definition since many standard EA version have been

preprogrammed as EASEA templates. The programming

language is a dialect of C++. An alternative attempt to the

use of openCL to implement an EA on GPU can be found

e.g. in [40].

4. Concluding Remarks

Analysis of the dynamics of the EA population reveals two

interleaving phases: the quasi-stability of the sampling dis-

tribution, when the population oscillates in an area of the

domain for many iterations, and the population drift when

the population changes its location in a more systematic

way, which takes only few generations. When looking at

the dynamics of the EA development, a similar pattern can

be recognized. For this reason it is quite easily predictable

that the current trends of development will remain current
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for several years, but it seems also quite possible that it will

be not much to win by continuing them.

In the author’s personal opinion, what really lacks in EA is

a tighter link between theory and practice. It seems that the

bottleneck is definitely on the side of theory. Theoreticians

are used to consider optimization problems where the stress

is on the convergence. This kind of analysis may imply that

the EA should possess some element of a “pure chance” that

will allow to reach any nonempty neighborhood of every

point by transformation of any point from the domain. In

the light of this criterion the EA is a method which is worse

than the random walk or the uniform sampling since for

these methods the probability of such an event is highest!

Similarly, when looking at the rate of progress obtained for

the parabola function, EAs cannot compete against pseudo-

Newton methods.

It seems that the focus of the analysis should be changed.

One hopeful direction seems to consider the ability of the

population to escape from the neighborhood of a local op-

timum [41]. This ability relates to the maintenance of the

diversity level. Only few works on this issue can be found

in the literature (see [30] for an overview). The other pos-

sible direction is to observe that EA adapts the populations’

location such that better points are more likely to appear.

This does not necessary imply that the most interesting area

for an EA is the neighborhood of the global optimum, since

it may too “narrow” in comparison to the populations’ di-

versity. This effect is sometimes called the “survival of the

flattest”.

It should be also stressed that if an EA is used as a tool to

solve e.g., some engineering problem, it uses an objective

function which is the problem model. For this reason, even

if the global optimization has succeeded, this means that the

problem model, rather the problem itself, has been really

solved. There is a need for systematic treatment of such

situations.

It seems that the hot topic for the next few years will be-

come the use of massively parallel computing offered by

programmable GPUs. The ability to evaluate in parallel

a huge number of points may shift the interest from so-

phisticated methods, which use a small number of points

but need a large number of iterations (a typical situation for

adaptive EAs), towards simpler methods that can effectively

use massive parallelism. Perhaps this will change the crite-

ria of benchmarking various EA methods, since the number

of generations will influence the execution time rather than

the number of the objective function evaluations.
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Abstract—In this paper, the concept of a multidimensional

discrete spectral measure is introduced in the context of its

application to the real-valued evolutionary algorithms. The

notion of a discrete spectral measure makes it possible to

uniquely define a class of multivariate heavy-tailed distribu-

tions, that have recently received substantial attention of the

evolutionary optimization community. In particular, an adap-

tation procedure known from the distribution estimation algo-

rithms (EDAs) is considered and the resulting estimated dis-

tribution is compared with the optimally selected referential

distribution.

Keywords— discrete spectral measure, evolutionary algorithms,

heavy-tailed distributions, mutation parameters adaptation.

1. Introduction

Evolutionary Algorithms (EAs) have been successfully ap-

plied to global optimization problems in many areas of

engineering. Their advantage over many other optimiza-

tion techniques consists in the fact that EAs are based only

on function evaluations and comparisons [1]. Thus, EAs

are able to deal successfully with problems that cannot be

easily solved by standard optimization procedures. Unfor-

tunately, the EAs also suffer from many serious drawbacks.

The most severe one is related to the appropriate choice

of their control parameters, which to a large extent deter-

mine their performance. Usually, control parameters such

as a strength of a mutation, a population size, and a selec-

tive pressure are chosen during trial-and-error process or

on the base of the expert knowledge, which, unfortunately,

is usually inaccessible or the cost of its collection exceeds

decidedly the computational cost of the optimization pro-

cess itself. One way out of these difficulties is to apply

algorithms, which make use of some heuristics and dedi-

cated techniques that aim at adjusting some of the control

parameters automatically during the optimization process.

In spite of the fact that the problem of the parameter adapta-

tion has been attacked from various angles by many authors

and a number of relevant results have already been reported

in the literature, there is still a lack of an unified theory that

addresses the problem being undertaken.

In the case of the EAs, most attention has been directed

toward a normal distribution-based mutation. Thus, several

relevant approaches to the adaptation of its parameters have

been already reported in the literature [2], [3]. On the other

hand, it is noticeable that a normal distribution does not

guarantee the highest performance of EAs, so that other

distributions have recently aroused evolutionary algorithms

community interest. In particular, a lot of attention has been

drawn to the heavy-tailed, α-stable distribution [4]–[10].

It turns out that evolutionary algorithms, which make use

of the distribution of this class, gain abilities that allow

them to find a balanced compromise between exploitation

and exploration of the search space [11].

In general, the application of the multidimensional stable

distributions to the global optimization algorithms has been

limited to the simplest cases: the mutation of the base point

obtained by adding a random vector composed of stable,

independent, random variables [6], [7], [9], [10], or an

isotropic random vector [8], [12]. This limitation causes

that many properties of the stable distributions, which can

turn out valuable in the context of the optimization pro-

cesses, are not exploited. In order to obtain the possibility

of modeling complicated dependencies between decision

variables, the Discrete Spectral Measure (DSM) is proposed

to generate a wide class of random vectors [13]. Unfor-

tunately, the mutation distribution generation for a given

parent solution is of a high time complexity. In [14], an

estimation distribution algorithm (EDA) [15] dedicated to

the evolutionary strategy (1,λ )ES is proposed. The aim

of this work is a comparative analysis of the distributions

obtained by the EDAs with optimally selected referential

distributions described in [13].

The paper is organized as follows. Multivariate α-stable

distributions are defined in Section 2. Section 3 contains

a definition and main properties of the stable random vec-

tors based on the discrete spectral measure. In Section 4,

an adaptive scheme that aims at adjusting discrete spectral

measure is briefly introduced. A set of simulation exper-

iments and their solutions are described and concluded in

Section 5. Section 6 concludes the paper.

2. Univariate Stable Distribution

Definition 1: A random variable X is stable or stable in

the broad sense if for X1 and X2 independent copies of X

and any positive constants a and b,

aX1 + bX2
d
= cX + d (1)

for some positive c and some d ∈ R and
d
= means that the

left and right random vectors have the same distribution.
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A random variable is strictly stable or stable in the nar-

row sense if Eq. (1) holds with d = 0 for all choices of a

and b.

Due to the lack of the closed form formulas for densi-

ties, the stable distribution can be most conveniently de-

scribed by its characteristic function (ch.f.) ϕ(k) – the in-

verse Fourier transform of the probability density function

(pdf). The ch.f. of the stable distribution is parameterized

by a quadruple (α,β ,σ ,µ) [16], where α (0 < α ≤ 2) is

a stability index (tail index, tail exponent or characteris-

tic exponent), β (−1 ≤ β ≤ 1) is a skewness parameter,

σ (σ > 0) is a scale parameter and µ is a location pa-

rameter. There are a variety of formulas of the ch.f. of

the stable distribution in the relevant literature. This fact is

caused by a combination of the historical evolution and nu-

merous problems that have been analyzed using specialized

forms of them. The most popular formula of the ch.f. of

X ∼ Sα(β ,σ ,µ), i.e., a α-stable random variable (called

also Lévy-stable or just stable) with parameters α , β , σ

and µ , is given by [16]:

ϕ(k) = exp

(

−σ
α |k|α

{

1− iβ sign(k) tan

(

−
πα

2

)}

+ iµk

)

,

(2)

when α 6= 1, and

ϕ(k) = exp

(

−σ |k|

{

1 + iβ sign(k)
2

π

log |k|

}

+ iµk

)

, (3)

when α = 1.

In a general case, the complexity of the problem of simu-

lating sequences of α-stable random variables results from

the fact that there is no an analytical form for the inverse

of the cumulative distribution function (cdf) away from

the Gaussian distribution S2(0,σ ,µ), Cauchy distribution

S1(0,σ ,µ), and Lévy distribution S1/2(1, σ , µ). The first

breakthrough was made by Kanter [17], who gave a di-

rect method for simulating Sα(1,1,0) random variables, for

α < 1. In general cases the following result of Chambers,

Mallows and Stuck [18] gives a method for simulating any

α-stable random variable [7], [19].

Theorem 1: Let V and W be independent with V ∼
U(− π

2
, π

2
), W exponentially distributed with mean 1, 0 <

α ≤ 2.

1. The symmetric random variable

Z =

{

sin(αV )

(cos(V ))1/α

[

cos((α−1)V)
W

](1−α)/α

α 6= 1,

tan(V ) α = 1

has an Sα(0,1,0) = SαS distribution.

2. In the nonsymmetric case, for any −1≤ β ≤ 1, define

B
α ,β = arctan(β tan(πα/2))/α when α 6= 1. Then

Z =























sin(α(B
α,β +V ))

(cos(αB
α,β )cos(V ))1/α

[

cos(αB
α,β +(α−1)V)

W

](1−α)/α

α 6= 1,
2
π

[

(

π

2
+ βV

)

tan(V )−β ln
(

π

2 W cos(V )
π

2 +βV

)]

α = 1

has an Sα(β ,1,0) distribution.

It is easy to get V and W from independent uniform ran-

dom variables U1,U2 ∼ U(0,1): set V = π(U1 −
1
2
) and

W = − ln(U2). Given the formulas for the simulation of

standard α-stable random variables (Theorem 1), an α-

stable random variable X ∼ Sα(β ,σ ,µ) for all admissible

values of the parameters α , β , σ and µ has the form

X =

{

σZ + µ α 6= 1,

σZ + 2
π

β σ ln(σ)+ µ α = 1,
(4)

where Z ∼ Sα(β ,1,0).

Many interesting properties of α-stable distributions the

reader can find in [7], [11], [20].

3. Multivariate Stable Distribution

There are many alternative and equivalent ways to define

stable multivariate distributions [20]. One of them is based

on the form of their ch.f.

Definition 2: The ch.f. ϕ(k) = E[exp(−ikT X)] of the ran-

dom stable vector X has the following form:

ϕ(k) = exp

(

−

∫

S(d)
|kT s|α

(

1−isign(kT s) tan
(

πα

2

))

Γ(ds)

+ikT
µ

)

(5)

for α 6= 1, and

ϕ(k) = exp

(

−

∫

S(d)
|kT s|

(

1−i
2

π

sign(kT s) ln |kT s|

)

Γ(ds)

+ikT
µ

)

(6)

for α = 1, where Γ(·) is the so-called spectral measure,

µµµ stands for shift vector, and

sign(x)







1 if x > 0,
0 if x = 0,

−1 if x < 0.
(7)

It turns out that a pair {Γ,µµµ} uniquely determine a stable

distribution [20]. It is worth to notice that any linear com-

bination of the components of the stable vector described

by Definition 2 is univariate α-stable variable Sα(β ,σ ,µ).
It must to stressed that the definition of stable vectors is

not straightforward and the presence of spectral measure Γ

causes that the class is not an ordinary parametric family.

In consequence, a direct definition in practical applications

is used rather occasionally. Indeed, in the subsequent part

of the paper, our attention is restricted only to the class

of stable distributions with discrete spectral measure which

possess decidedly simpler form.

4. Stable Distributions with Discrete

Spectral Measure

A DSM Γ can be defined by means of Delta Dirac distri-

bution in the following way:

Γ(·;ξξξ ,γγγ) =
ns

∑
i=1

γiδsi
(·), (8)
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where ξξξ = {si}
ns
i=1,si ∈ ∂S(d) is a set of support points con-

centrated on a surface of a d-dimensional unit sphere, and

γγγ = {γi}
ns

i=1,γi ∈ R+ stands for the set of their weights. In

this way, for every set A ⊂ ∂S(d) its measure is given by:

Γ(A) =
ns

∑
i=1

γiIA(si), (9)

where IA(·) is an indictor function of the set A. Character-

istic function (5) and (6) in the case of spectral measure

Eq. (8) has the form [19]:

ϕ(k) = exp

(

−
ns

∑
i=1

γi|k
T si|

α

(

1− isign(kT si) tan
(

πα

2

))

+ikT
µµµ

)

(10)

for α 6= 1, and

ϕ(k) = exp

(

−
ns

∑
i=1

γi|k
T si|

(

1− i
2

π

sign(kT si) ln |kT si|

)

+ikT
µ

)

(11)

for α = 1.

The definition of the DSM allows to use multivariate stable

distributions in the simpler way. It is worth to notice that

application of the DSM does not limit any properties of

multivariate stable vectors. The following theorem can be

proved [21].

Theorem 2: Let p(x) be a density function of the sta-

ble distribution described by the characteristic function (5)

and (6), and p∗(x) is a density function of the random vec-

tor described by the characteristic function (10) and (11),

then
∀ε > 0 ∃ns ∈ N ∃ξξξ ,γ ∀x ∈ R

d :

supx∈Rd |p(x)− p∗(x)| < ε.
(12)

In other words, each stable distribution can be approximated

by some distribution based on the DSM with any accuracy.

Especially, the existence of a procedure of pseudo-random

vectors generation is very important. It turns out, that

a simulation procedure of stable random vectors X defined

by the characteristic functions (10) and (11) is straightfor-

ward, and can be implemented by the following stochastic

decomposition:

X
d
=



















ns

∑
i=1

γ
1/α

i Zisi for α 6= 1,

ns

∑
i=1

γ
1/α

i

(

Zi −
2

π

ln(γi)

)

si for α = 1,

(13)

where Zi are i.i.d. stable random variables Sα(1,1,0) for

which an effective generator can be found in [20].

Random vectors (X = [X1,X2, . . . ,Xn],Xi ∼ SαS(σ)) com-

posed of independent symmetric elements possess a spe-

cial status in the application to mutation operators of

EAs [5], [6], [7], [14], [9], [10]. It occurs that random

vectors can be enriched by adding µ and β parameters,

i.e., X = [X1,X2, . . . ,Xn],Xi ∼ Sα(σ ,β ,µ) if the DSMs are

applied. It means that each component acquires additional

degrees of freedom. This fact is very important in the con-

text of application of the above random vector to modeling

complicated dependencies between decision variables. It

is easy to show that an exploration of such dependencies

and their inclusion to a mutation operator accelerates the

optimization process. In order to illustrate the possibilities

of the DSM representation of the random vectors, it can

be mention that the vector with independent components

Xi ∼ SαS(σ) have the DSM focused in the points of or-

thogonal axes and surface of the unit sphere intersection

with a different weights. The versatility of the DSM repre-

sentation of the distribution is included in [20].

Theorem 3: The spectral measure of the stable vector X is

described by a finite number of the support vectors si if,

and only if the vector X can be represented by a linear com-

bination of the independent stable random variables, i.e.:

X = AZ, (14)

where A ∈ R
d×N , Z = [Z1, . . . ,ZN ]T ,Zi ∼ Sα(σ ,β ,µ).

Based on the Theorem 3, it can be shown that the DSM can

be also applied to represent vectors which are described by

parameters σ ,β ,µ and by stochastic dependencies between

these vectors.

One of the important properties of the stable distribution

based on the DSM and a finite set of support vectors is that

almost all probability mass remote from the base point is

focused around directions described by the support vectors.

So, macromutations take place only in direction parallel to

the DSM support vectors. This effect is illustrated in Fig. 1.

Fig. 1. Distribution of the DSM support vectors and corre-

sponded random realizations: (a), (b) – α =0.75, (c), (d) – α =1.5.

Summarizing, two main benefits obtained by the application

of the DSM representation of a multivariate stable distri-

bution can be distinguished: macromutations which allows

simple cross saddles of the searching environments, and
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possibility of modeling complex stochastic dependencies.

The above mentioned benefits are illustrated in [13].

5. Learning Probability Model with

Discrete Spectral Measure

One of the most important factors influencing an effective-

ness of a global optimization procedure is the possibility

of a configuration parameters adaptation. Especially, this

mechanism can be applied to mutation operators in evolu-

tionary algorithms. There are many instances in literature,

in which such procedures are proposed for mutation pa-

rameters [8], [22]–[24], however, all of them consider the

Gaussian mutation, only. In the case of the whole class

of multidimensional stable distributions, Rudolph shows

that adaptation procedures should be different for different

stable indices α [8]. In this paper an original parameter

adaptation procedure of the mutations based on the multi-

dimensional stable distributions described by the DSM is

proposed.

Let us focus our attention on the evolution strategy

(1,λ )ES. In this strategy, the population of descendants

is generated by λ mutations of a given base point. All

descendant points are evaluated, i.e., the optimized fitness

function is calculated in these points. The descendant with

the best fitness is chosen as a new base point. The above

described operations are iteratively repeated until a given

stop criterion is met.

The necessity of adjusting probability model of the mu-

tation utilized to explore a search space is undisputed. It

can be noticed that a fixed probability distribution usually

causes many serious problems. On one hand, tails of the

distribution might be too narrow to allow an algorithm to

escape from the local solution in a reasonable number of

generations. On the other hand, the probability mass fo-

cused around the center of the mutation might be insuffi-

cient to make a significant progress in improving an esti-

mate of the global solution. An ideal adaptation procedure

should be able to detect each of these situations, and adjust

probabilistic model in such a way to prevent the algorithm

from a stagnation.

The method of the optimal probabilistic model choice is in-

troduced and illustrated in [13]. The goal is the correction

of the current solution by a perturbation using a stable ran-

dom vector X
γγγ

ξξξ
. The aim of this calculation is the selection

of the optimal stable model from the class of multivariate

distributions described by the DSM. If we assume the fixed

set of ns support points ξξξ , the criterion of the best model

selection is chosen in the form:

γγγ
∗ = arg min

γγγ∈R
ns
+

C(γγγ), (15)

where

C(γγγ) = E

[

min

{

φ(xk + X
γγγ

ξξξ
(α))

φ(xk)
,1

}]

. (16)

It occurs that the function (16) does not possess an analy-

tical form, thus, the problem Eq. (15) cannot be solved

using standard optimization techniques. One of the possible

solutions is the application of the Monte Carlo method [25].

The law of large numbers [26] allows to approximate the

expectation value (16) using the following estimator:

Ĉ(γγγ) =
1

N

N

∑
i=1

min

{

φ(xk + X
γγγ

i,ξ
(α))

φ(xk)
,1

}

, (17)

where {X
γγγ

i,ξξξ
(α))}N

i=1 stands for a sequence of independent

realizations of the random vector with the α-stable distri-

bution. Using the estimator (17), the problem Eq. (15) can

be rewritten into the form:

γγγ
∗ = arg min

γγγ∈Rns
Ĉ(γγγ). (18)

Because the objective function possesses a stochastic prop-

erties and in order to achieve the compromise between

the computation complexity and the estimator quality, the

SPSA algorithm [27] can be chosen for solving Eq. (18).

The quality of the estimator (17) strongly depends on the

number N of independent realizations of the random vec-

tors {X
γγγ

i,ξξξ
(α))}N

i=1. Experiments shows that, in order to

obtain a representative estimator Ĉ (17) in the 2D search-

ing space, N should be up to dozens thousands. Because of

such a large complexity of the optimal probabilistic model

choice, an adaptive scheme known from the class of the es-

timation of distribution algorithms (EDAs) [15] is proposed

to adjust a parametric probability model Eq. (8) [14]. The

idea of the proposed algorithm is based on the assumption

that the selection pressure of the evolutionary process des-

ignates the most valuable set of the independent realizations

of the random vectors. This idea utilized to evolutionary

strategy (1,λ )ES with the mutation operator that is based

on the DSM boils down to the algorithm (1,λ/µ)ESα com-

posed of the following simple steps:

Step 0: Set k = 1 and choose an initial guess of a global

solution x0 and initial weights vector γγγ0, i.e.:

xk = x0, Γk = (ξξξ ,γγγ0), (19)

where ξξξ = {si}
ns

i=1, si ∈ Sd is a fixed grid of a DSM,

and γγγk = {γi}
ns
i=1 stands for a vector of weights asso-

ciated with support points si.

Step 1: Randomly pick a set of candidate solutions using

probabilistic model Γk.

Pk,λ = {xk,1,xk,2, . . . ,xk,λ}, xk,i = xk + Xi, (20)

where Xi ∼ Γk are i.i.d. random vector generated ac-

cording Eq. (13).

Step 2: Select µ the best solutions from the current pop-

ulation Pk,λ :

Pk,µ = {xk,1:λ ,xk,2:λ , . . . ,xk,µ:λ} (21)
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Step 3: Build the probability model of the selected solu-

tions Pk,µ .
γk = Est(Pk,µ) (22)

where Est(·) is an estimation procedure of the

weights described in the subsequent part of this sec-

tion.

Step 4: Set xk = xk,1:λ .

Step 5: If the stopping condition are not met, go to Step 1.

The Step 3 deserves more detailed description. In the

literature [19], [28]–[30] several approaches to the esti-

mation of the DSM from a given data set can be found.

The simplest and the less computational intensive one was

presented in [19]. This method is based on the, so called,

empirical ch.f.:

φ̂(k) =
1

N

N

∑
i=1

exp( jkT Xi), (23)

where Xi are observed random variables realizations, which

are included in the data set {xi}
N
i=1. Assuming that the

DSM Γ is defined by the finite set of support vectors ξξξ =
{si}

ns

i=1 and, corresponded to them, weighs γγγ = {γi}
ns

i=1 t.j.:

Γ =

{

s1 s2 . . . sns

γ1 γ2 . . . γns

}

, (24)

the estimation problem can be reduced to the optimization

problem

Γ
∗ = argmin

ξξξ ,γγγ
‖φ̂(k)−φ(k;ξξξ ,γγγ)‖. (25)

In order to the problem simplification, let us assume that

the considered DSM is based on the fixed set of sup-

port vectors, which are uniformly distributed on the unique

sphere surface. Than the model estimation problem (25) is

reduced to the form:

γγγ
∗ = argmin

γγγ

‖φ̂(k)−φ(k;Sns ,γγγ)‖. (26)

Searching for the precise solution of the problem Eq. (26)

is connected with a very large computation effort and the

application of this method seems to be unpractical. We

should introduce another problem simplification. The ex-

pression (26) can be estimated using the set of testing points

K = {ki}
nk
i=1:

γγγ
∗ = argmin

γγγ

nk

∑
i=1

(

φ̂(ki)−φ(ki;ξξξ ,γγγ)
)2

(27)

Let I = −[ln φ̂ (k1), . . . , ln φ̂ (knk
)]T and

ΨΨΨ(k1, . . . ,knk
;s1, . . . ,sns) =









ψα(kT
1 s1) . . . ψα(kT

1 sns)
...

...
...

ψα(kT
nk

s1) . . . ψα(kT
nk

sns)









(28)

for

ψα(u) =

{

|u|α(1− isgn(u)tan
(

πα

2

)

), for α 6= 1

|u|(1− i 2
π

sgn(u)ln
(

|u|)), for α = 1

(29)

than the optimal weight set is the solution of the system of

equations [19]
I = ΨΨΨγγγ

∗. (30)

In order to ensure well-conditional problem (30) let us as-

sume ns = nk and si = ki. Finally, the problem is reduced

to solving the following constrained quadratic programming

problem [19]:

γγγ
∗ = argmin

γγγ≥0
||c−Aγγγ||2, (31)

where c = [Re{I1:n/2}, Im{In/2+1:n}]
T is a vector contain-

ing n real values of the vector I and n its image values,

A = [Re{ψψψ
T
1 }, . . . , Im{ψψψ

T
n
}]T , is similarly organized ma-

trix (28), where ψψψ i = [ψ(sT
1 si),ψ(sT

2 si), . . . ,ψ(sT
ns

si)]
T ∈

Cns are its rows.

The problem Eq. (31) can be solved analytically or using

one of the dedicated gradient-based optimization method.

6. Experimental Simulation

In this section we experimentally try to prove, that the self-

adapted DSM can improve the optimization efficiency of

the evolution strategy being considered.

6.1. Experiment 1

Three versions of the evolution strategy will be analyzed:

• A1 – (1,λ )ESα for which mutation is based on the

DSM with following support vectors:

ξξξ =

{[

1

0

]

,

[

0

1

]

,

[

−1

0

]

,

[

0

−1

]}

The weight vector γγγ = [σ/4,σ/4,σ/4,σ/4]T is fixed

during the evolutionary process.

• A2 – (1,λ/ν)ESα for which mutation is based on

the DSM with following support vectors:

ξξξ =

{[

1

0

]

,

[

0

1

]

,

[

−1

0

]

,

[

0

−1

]}

The initial weight vector γγγ = [σ/4,σ/4,σ/4,σ/4]T

is adapted during the evolutionary process in order

to the algorithm proposed in this paper.

• A3 – (1,λ/ν)ESα for which mutation is based on

the DSM with following support vectors:

ξξξ =







[

1

0

]

,





√
2

2√
2

2



 ,

[

0

1

]

,





−
√

2
2√
2

2



 ,

[

−1

0

]

,





−
√

2
2

−
√

2
2



 ,

[

0

−1

]

,





−
√

2
2

−
√

2
2
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Fig. 2. Fitness of the base point versus iterations. Average results (taken over 50 algorithms independent runs) for quadratic function

Eq. (32) obtained for algorithms with different DMSes: four support points without weights adaptation A1, four support points with

weights adaptation A2, and eight support points with weights adaptation A3. Objective function parameters (e1,e2): (a) = (1,1), (b) =

(10,0.1), (c) = (100,0.01), (d) = (1000,0.001).

The initial weight vector γγγ = [σ/8, . . . ,σ/8]T is

adapted during the evolutionary process in order to

the algorithm proposed in this paper.

Four two-dimensional unimodal objective functions are se-

lected to experiments:

f (x) = xT
UDU

T x, (32)

where

U =

(

−
√

2
2

√
2

2√
2

2

√
2

2

)

and

D =

(

e1 0

0 e2

)

,

for different conditional factors: (e1,e2)=(1,1), (10,0.1),
(100,0.01), (1000,0.001). The initial conditions are the

same for each strategy: λ = 20, ν = 10, x0 = [1000,1000]T ,

σ = 1. Moreover, we assume that ∑
ns
i=1 γi = σ .

The results for the algorithms with the stability index

α = 0.5 are presented in Fig. 2.

By analyzing average results presented in Fig. 2 for evo-

lutionary strategies A1 and A2 the advantage of the ap-

plied adaptation mechanism cannot be declared explicitly.

The choice of the stable index α = 0.5, for which macro-

mutations in directions parallel to the axis of the refer-

ence frame take place an important role in the optimum

finding processs. Only after a condensation of the sup-

port vectors strategy A3 there is possibility to fit the ex-

ploration distribution to any distribution of the searching

space. In cases presented on Fig. 2(b)–2(d) it is easy to

observe that the weight γ6 ≈ σ (it is connected to the vec-

tor s6 = [−
√

2/2,
√

2/2]), and the macromutations in this

direction are preferred.

6.2. Experiment 2

The goal of the experiments is to recognize how “far-off”

is the probabilistic model Eq. (31) applied in (1,λ/µ)ESα

from the optimal one Eq. (18). As a measure of this “dis-

tance” in the parent point xk obtained in the k-th iteration

of evolutionary process the following expression is chosen

J(xk) =
E

Γ
µ

k

EΓk

, (33)

where

E
Γ

µ

k
=
∫

D
min( f (x), f (xk))dΓ

µ

k , (34)

EΓk
=

∫

D
min( f (x), f (xk))dΓk, (35)

and f (x) (x ∈ D) is an optimized fitness function, Γ
µ

k and

Γk are cumulative distribution functions (cdf) of probability

models Eqs. (31) and (18), respectively. The expression
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min( f (x), f (xk)) in Eq. (34) is introduced instead of the

pure fitness function f (x) in order to avoid the possibility

to obtain infinite expectation value of f (x).

As it can be seen, the measure J(xk) Eq. (33) is equal to

the unity in the case of the perfect match of both distribu-

tions, and increases when the disproportion between both

distributions increases. The value of J(xk) also constitutes

the measure of deterioration (in the probabilistic sense) of

the next population quality when we use the probabilistic

model Γ
µ

k Eq. (31) instead of the optimal one Γk Eq. (18).

Fig. 3. Rosenbrock’s function – (a) and its contour chart – (b).

Let the 2-dimensional Rosenbrock’s function (Fig. 3)

f (x) = (1− x1)
2 + 100(x2− x2

1)
2 (36)

be chosen as a objective function for considered com-

putation example. Moreover, we assume that the point

x0 = [10,10]T ( f (xk) = 810081) is the initial approxima-

tion of the optimum. Let us reduce the set of rival prob-

abilistic models to a set of four stable distributions Ω =
{X

γγγ

ξξξ
(α)|α = 0.5,1.0,1.5,2.0}. Each random vector X

γγγ

ξξξ
(α)

is described by the DSM spread on 5 uniformly distributed

support points:

ξξξ =

{[

1.0000

0.0000

]

,

[

0.3090

0.9511

]

,

[

−0.8090

0.5878

]

,

[

−0.8090

−0.5878

]

,

[

0.3090

−0.9511

]}

.

In the case of the (1,λ/µ)ESα algorithm the parameter

λ = 100 and three values of µ are selected (10,40,70).

There are 128 algorithm runs for each pair (α,µ). In order

to estimate the optimal probability model N = 100000 in-

dependent realizations of the random vectors {X
γγγ

i,ξξξ
(α))}N

i=1

is generated.

The obtained results are presented in the form of histograms

of J(xk) Eq. (33) for each pair (α,µ) taken over 2560

sample points (Fig. 4). It can be observed that there are

distinct peaks near J(xk) = 1 for all cases. It suggests that

proposed probability model of mutation Eq. (31) is a good

estimator of the optimal probability model. The relation

between the quality of this estimator and the stability index

α is very interesting. The peaks of J(xk) histograms are

higher for extreme values of stability index α = 0.5 and

α = 2 than for the medium values α = 1 and α = 1.5.

The explanation of this fact is not quit clear and needs

more precise research. Taking into account obtained results

of our experiment, the relation between the quality of the

estimator and the parameter µ is not clear. Two reasons

can influence this fact. The first one, highly probable in

our opinion, is that: too low number of points is considered

and a statistical error is too high. The second reason can

be connected with the fact that the quality of the estimator

at a given point x depends not only on the pair (α,µ) but

also on the features of the fitness landscape in the close

neighborhood of x.

7. Conclusions

The application of the discrete spectral measure to the sta-

ble mutation for evolutionary algorithms based on the real-

valued representation of the individual is considered. The

evolution strategy (1+λ )ESα is chosen as a base evolution-

ary algorithm. Emphasis is focused on the self adaptation

of the mutation probability model to the winner individual

in each population. This self adaptation can be parted into

two steps: the optimal selection of the set of support points

(vectors) and the optimal selection of the weights related

to this points. Both tasks are connected with the calcula-

tions of a high time and space complexity cost [13], [14].

This fact limits applicability of the proposed method to low

dimensional problems. In order to avoid this cost the es-

timation methods for both tasks should be proposed. In

this paper we focus on the second task, i.e., we assume

a fixed set of support points. This work contains prelim-

inary results of simulation experiments. Results suggest

that probability model of the mutation is a good estimator

of the optimal one. The analysis of the relation between

the estimator quality and control parameters (α,µ) needs

further thorough investigations. Our further research will

also be focused on the support points selection method of

the lower complexity cost.
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Bȩdlewo, Poland, 2007, pp. 233–240.

[15] P. Larranaga and J. A. Lozano, Estimation of Distribution Algo-

rithms: A New Tool for Evolutionary Optimization. Boston: Kluwer

Academic Publishers, 2001.

[16] A. Zolotariev,One-Dimensional Stable Distributions. Providence:

American Mathematical Society Press, 1986.

[17] M. Kanter, “Stable densities under change of scale and total variation

inequalities”, Ann. Probab., vol. 3, no. 4, pp. 697–707, 1975.

[18] J. M. Chambers, C. L. Mallows, and B. W. Stuck, “A method for

simulating stable random variables”, J. Amer. Statist. Assoc., vol. 71,

pp. 340–344, 1976.

[19] J. P. Nolan, A. K. Panorska, and J. H. McCulloch, “Estimation of

stable spectral measures – stable non-Gaussian models in finanse and

econometrics”, Math. Comput. Model. vol. 34, no. 9, pp. 1113–1122,

2001.

[20] G. Samorodnitsky and M.S. Taqqu, Stable Non-Gaussian Random

Processes. New York: Chapman & Hall, 1994.

[21] T. Byczkowski, J. P. Nolan, and B. Rajput, “Approximation of mul-

tidimensional stable densities”, J. Mult. Anal., vol. 46, pp. 13–31,

1993.

[22] T. B ack, Evolutionary Algorithms in Theory and Practice. Oxford

University Press, 1995.

[23] I. Rechenberg, Evolutionsstrategie: Optimierung technisher Systeme

nach Prinzipien der biologishen Evolution. Stuttgard: Frommann-

Holzburg Verlag, 1973.

[24] H.-P. Schwefel, Evolution and Optimum Seeking. New York: Wiley,

1995.

[25] F. Kemp, “An introduction to sequential Monte Carlo methods”,

J. Royal Statist. Soc. vol. D52, pp. 694–695, 2003.

[26] R. Durrett, Probability: Theory and Examples. Duxbury Press, 1995.

[27] J. C. Spall, Introduction to Stochastic Search and Optimization.

Hoboken, NJ: Wiley, 1993.

[28] L. N. Chrysostomos and M. Shao, Signal Processing with Alpha-

Stable Distribution and Applications. Chichester, UK: Wiley, 1981.

[29] P. G. Georgiou, P. Tsakalides, and C. Kyriakakis, “Alpha-stable

odeling of noise and robust time-delay in the presence of impul-

sive noise”, IEEE Trans. Multimedia, vol. 1, no. 3, pp. 291–301,

1999.

[30] P. Kidmose, “Alpha-stable distributions in signal processing of audio

signals”, in Proc. 41st Conf. Simulation and Modeling SIMS 2000,

Scandinavian Simulation Society Press, pp. 87–94, 2000.

Andrzej Obuchowicz received

the M.Sc. and Ph.D. degrees

in physics, and D.Sc. degree

in automation and robotics

from Technical University of

Wrocław in 1987, 1992 and

2004, respectively. He is an As-

sociate Professor in Institute of

Control and Computation En-

gineering University of Zielona

Góra, Poland. His research in-

terests cover global optimization methods, application of

pattern and image recognition techniques in medical di-

agnosis as well as technological system diagnosis. He is

author or co-author of 2 monographs and over 100 scien-

tific papers.

E-mail: A.Obuchowicz@issi.uz.zgora.pl

Institute of Control and Computation Engineering

University of Zielona Góra

Podgórna st 50

65-246 Zielona Góra, Poland

Przemysław Prętki received

the Ph.D. degree in Computer

Science from the University of

Zielona Góra, Poland, in 2008.

In 2003–2010 he was an As-

sistant Professor in the Insti-

tute of Control and Computa-

tion Engineering at the Univer-

sity of Zielona Góra. His re-

search interests include meth-

ods of global optimization, ma-

chine learning, data mining, particularly mining software

engineering data and automated software testing. He works

now as an engineer at Advanced Digital Broadcast.

E-mail: P.Pretki@issi.uz.zgora.pl

Institute of Control and Computation Engineering

University of Zielona Góra

Podgórna st 50

65-246 Zielona Góra, Poland

19



Paper Self-Adaptive Differential

Evolution with Hybrid Rules of Perturbation

for Dynamic Optimization

Krzysztof Trojanowskia, Mikołaj Raciborskib, and Piotr Kaczyńskib

a Institute of Computer Science, Polish Academy of Sciences, Warsaw, Poland
b Faculty of Mathematics and Natural Sciences, Cardinal Stefan Wyszyński University, Warsaw, Poland

Abstract—In this paper an adaptive differential evolution ap-

proach for dynamic optimization problems is studied. A new

benchmark suite Syringa is also presented. The suite allows

to generate test-cases from a multiple number of dynamic op-

timization classes. Two dynamic benchmarks: Generalized

Dynamic Benchmark Generator (GDBG) and Moving Peaks

Benchmark (MPB) have been simulated in Syringa and in

the presented research they were subject of the experimental

research. Two versions of adaptive differential evolution ap-

proach, namely the jDE algorithm have been heavily tested:

the pure version of jDE and jDE equipped with solutions mu-

tated with a new operator. The operator uses a symmetric

α-stable distribution variate for modification of the solution

coordinates.

Keywords—adaptive differential evolution, dynamic optimiza-

tion, symmetric ααα-stable distribution.

1. Introduction

Uncertainty in the optimized problem demands from the

optimization algorithms specific features appropriate to the

form of the uncertainty. Particularly, in the presented re-

search our algorithm has to cope with changes in the eval-

uation function formula or the function parameters appear-

ing during the process of optimum search. Problems with

this type of uncertainty are called dynamic problems and

searching for solutions of such problems is called dynamic

optimization. It is worth noting, that this is just one of the

forms of uncertainty appearing in the optimization process.

The remaining three according to the classification given

in [1] are represented by:

– a noise in the optimized function,

– when for some reason (for example, high computa-

tional costs), instead of using the optimized function,

we use its approximation evaluation,

– when the main aim is to find a solution not only

of the highest quality, but – more importantly – the

one whose neighbors are also good, that is, when the

most important issue is the robustness of the returned

solution.

Among a number of existing metaheuristics we selected

a differential evolution (DE) for the research. This ap-

proach is recently a subject of growing interests and has

already been studied from many points of view (for de-

tailed discussion see, for example, monographs [2] or [3]).

Our attention has been paid to the self-adaptive version of

the DE algorithm [4] which differs form the basic approach

in that a self-adaptive control mechanism is used to change

the control parameters F and CR during the run. Eventu-

ally, for our research we reimplemented the version of jDE

presented in [5]. Our experiments were conducted with

this version as well as a version extended by a new muta-

tion operator inspired by a mechanism originating from the

particle swarm optimization approach. We also modified

the set of benchmark instances and extended the number of

the algorithm quality measures which are evaluated during

the experiments. This gave a wider view to the nature of

the dynamic optimization process performed by jDE and

allowed for its better understanding. The main aim of our

research was a transfer of the idea of the new mutation

operator to the differential evolution approach and exper-

imental verification if such a transfer is justified, that is,

allows to improve the algorithm effectiveness.

The paper is organized as follows. In Section 2 a brief de-

scription of the optimization algorithm is presented. Sec-

tion 3 presents properties of new type of mutation intro-

duced to jDE. The new benchmark suite called Syringa

is presented in Section 4. Section 5 includes some details

of the selected test-cases and their configurations as well

as the applied performance measures. Section 6 shows the

results of experiments. Section 7 concludes the presented

research.

2. The Algorithm

The DE algorithm is a kind of evolutionary method with

a very specific mutation operator controlled by the scale

factor F . Three different, randomly chosen solutions are

selected from the current population to mutate a target so-

lution xi: a base solution x0 and two difference solutions

x1 and x2. First, the three solutions are used to create

a mutant solution. Then, the mutant undergoes discrete re-

combination with the target solution xi. The recombination

is controlled by the crossover probability factor CR ∈ [0,1].
Finally, in the selection stage trial solutions compete with

their target solutions for the place in the population. This

20



Self-Adaptive Differential Evolution with Hybrid Rules of Perturbation for Dynamic Optimization

Algorithm 1 jDE algorithm

1: Create and initialize the reference set of (k ·m) solutions

2: repeat

3: for l = 1 to k do {for each subpopulation}
4: for i = 1 to m do {for each solution in a subpopulation}
5: Select randomly three solutions: xl,0, xl,1, and xl,2

such that: xl,i 6= xl,0 and xl,1 6= xl,2

6: for j = 1 to n do {for each dimension in a solution}
7: if (rand(0,1) > CRl,i) then

8: u
l,i
j = x

l,0
j + F l,i · (xl,1

j − x
l,2
j )

9: else

10: u
l,i
j = x

l,i
j

11: end if

12: end for

13: end for

14: end for

15: for i = 1 to (k ·m) do {for each solution}
16: if ( f (ui) < f (xi) then {Let’s assume this is a minimization problem}
17: xi = ui

18: end if

19: Recalculate F i and CRi

20: Apply aging for xi

21: end for

22: Do overlapping search

23: until the stop condition is satisfied

strategy of population management is called DE/rand/1/bin

which means that the base solution is randomly chosen,

1 difference vector is added to it and the crossover is based

on a set of independent decisions for each of coordinates,

that is, a number of parameters donated by the mutant

closely follows a binomial distribution.

Self-Adaptive Differential Evolution approach, namely the

jDE algorithm extends functionality of the basic approach

in many ways. First, each object representing a solution

in the population is extended by a couple of its personal

parameters CR and F . They are modified every genera-

tion [4]:

Fi(t + 1) =

{

Fmin + rand[0,1) ·Fmax if rand[0,1) < 0.1
Fi(t) otherwise

Ci(t + 1) =

{

rand[0,1) if rand[0,1) < 0.1
Ci(t) otherwise

where: Fmin = 0.36 and Fmax = 0.9 represent the lower and

upper boundary for F , and Fi(0) = 0.5. For the CR factor:

CRi ∈ [0,1) and CRi(0) = 0.9.

The next modifications have been introduced just for bet-

ter coping in the dynamic optimization environment. The

population of solutions has been divided into five subpop-

ulations of size ten (this is the configuration of the algo-

rithm presented in [5]). Each of them has to perform its

own search process, that is, no information is shared be-

tween the subpopulations. Every solution is a subject to

the aging mechanism protecting against stagnation in local

minima and just the global-best solution is excluded from

this. To avoid overlapping between subpopulations a dis-

tance between subpopulation leaders is calculated and if

too close localization is observed then one of the subpop-

ulations is reinitialized. However, as in the previous case

the subpopulation with the global-best is never the one to

reinitialize. The last extension is application of a memory

structure called archive. The archive is increased after every

change in the fitness landscape by the current global-best

solution. Recalling from the archive can be executed every

reinitialization of a subpopulation, however, decision about

the execution depends on a few conditions. For details

of the above-mentioned extension procedures the reader is

referred to [5].

3. Proposed Extension of jDE

The novelty proposed in this paper is an introduction of

new type of solutions into the population of size M. The

difference between the regular members of the population

in the DE algorithm and the new ones lies in the way they

are mutated. The regular individuals undergo classic mu-

tation, that is, the mutation typical for DE with rules of

perturbation based on the base solution and two difference

ones as described above. The new solutions are modified

with use of the mutation operator (similar to the one pre-

sented in [6]) which is based on the rules of movement

governing quantum particles in mQSO [7].

In our approach a small number of new solutions (just one,

two, or three pieces) replace the classic ones so the popula-

tion size remains unchanged. In the subpopulation the new
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solutions coexist with the classic ones and undergo just the

same procedures of selection and suppression.

In the first phase of the new mutation, we generate a new so-

lution uniformly distributed within a unit hypersphere sur-

rounding the solution to be mutated. In the second phase,

the generated solution is shifted along the direction de-

termined by the hypersphere center and the solution. The

distance d′ from the hypersphere center to the final location

of the solution is a random variable defined as:

d′ = d SαS(0,σ) exp(− f ′(xi)), (1)

where: d is a distance from the location obtained in the first

phase, SαS(·, ·) denotes a symmetric α-stable distribution

variate, σ and f ′(xi) are defined as in Eq. (2) and Eq. (3)

respectively:

σ = rSαS (Dw/2) , (2)

f ′(xi) =
f (xi)− fmin

( fmax − fmin)
, (3)

where:

fmax = max
j=1,...,M

f (x j) and fmin = min
j=1,...,M

f (x j) ,

where: Dw is the width of the feasible part of the search

space, i.e., the distance between its lower and upper bound-

aries and f (x j) is the value of the j-th solution.

The α-stable distribution (called also a Levý distribution) is

controlled by four parameters: stability index α (α ∈ (0,2]),
skewness parameter β , scale parameter σ and location pa-

rameter µ . In our case we assume µ = 0 and apply the

symmetric version of this distribution (denoted by SαS for

“symmetric α-stable distribution”), where β is set to 0.

The resulting behavior of the proposed operator is char-

acterized by two parameters: the parameter rSαS which

controls the mutation strength, and the parameter α which

determines the shape of the α-stable distribution. Solu-

tions mutated in this way are labeled as sLevý in the further

text.

4. The Syringa Benchmark Suite

For the experimental research we developed a new testing

environment Syringawhich is able to simulate behavior of

a number of existing benchmarks and to create completely

new instances as well. The structure of the Syringa code

originates from a fitness landscape model where the land-

scape consists of a number of simple components. A sam-

ple dynamic landscape consists of a number of components

of any types and individually controlled by a number of pa-

rameters. Each of the components covers a subspace of the

search space. The final landscape is the result of a union of

a collection of components such that each of the solutions

from the search space is covered by at least one component.

In the case of a solution belonging to the intersection of

a number of components the solution value equals

– the minimum (for minimization problems),

– the maximum (otherwise) value among the values

obtained for the intersected components,

– the sum of the fitness vales obtained from these com-

ponents.

Eventually, the Syringa structure is a logical consequence

of the following assumptions:

1. The fitness landscape consists of a number of any

different component landscapes.

2. The dynamics of each of the components can be dif-

ferent and individually controlled.

3. A component can be defined for a part or the whole

of the search space, thus, in the case of a solution

covered by more than one component the value of this

solution can be the minimum, the maximum or the

sum of values returned by the covering components.

4.1. The Components

Current version of Syringa consists of six types of compo-

nent functions (Table 1) defined for the real-valued search

space. All formulas include the number of the search

apace dimensions n which makes them able to define search

spaces of any given complexity.

There can be defined a number of parameters which in-

dividually define the component properties and allow to

introduce dynamics as well. For each of the components

we can define two groups of parameters which influence

the formula of the component fitness function: the param-

eters from the former one are embedded in the component

function formula whereas the parameters from the latter

one control rather the output of the formula application.

For example, when we want to stretch the landscape over

the search space each of the solution coordinates is multi-

plied by a scaling factor. For a non–uniform stretching we

need to use a vector of factors containing individual values

for each of the coordinates. We call this type of modifica-

tion a horizontal scaling and this represents the first type

of component changes. The example of the second type

is a vertical scaling where just the fitness value of a so-

lution is multiplied by a scaling factor. The first group

of parameters controls changes like horizontal translation,

horizontal scaling, and rotation. For simplicity they are

called horizontal changes in the further text. The second

group of changes (called respectively vertical changes) is

represented by vertical scaling and vertical translation. All

of the changes can be obtained by dynamic modification of

respective parameters during the process of search.
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Table 1

Syringa components

Name Formula Domain

Peak (F1) f (x) = 1

1+∑
n
j=1 x2

j

[–100,100]

Cone (F2) f (x) = 1−
√

∑
n
j=1 x2

j [–100,100]

Sphere (F3) f (x) = ∑
n
i=1 x2

i [–100,100]

Rastrigin (F4) f (x) = ∑
n
i=1

(

x2
i −10cos(2πxi)+ 10

)

[–5,5]

Griewank (F5) f (x) = 1
4000 ∑

n
i=1(xi)

2 −∏
n
i=1cos

(

xi√
i

)

+ 1 [–100,100]

Ackley (F6) f (x) = −20 exp

(

−0.2

√

1
n

n

∑

i=1

x2
i

)

− exp

(

1
n

n

∑

i=1

cos(2πxi)
)

+ 20 + e [–32,32]

4.2. Horizontal Change Parameters

In this case the coordinates of the solution x (a vector, that

is, a matrix of size n by 1) are modified before the com-

ponent function equation is applied. The new coordinates

are obtained with the following formula:

x′ = M
(

W(x+X)
)

(4)

where: X is a translation vector, W is a diagonal matrix

of scaling coefficients for the coordinates, and M is an

orthogonal rotation matrix.

4.3. Vertical Change Parameters

Changes of the fitness function value are executed accord-

ing to the following formula:

f ′(x) = f (x) · v + h (5)

where: v is a vertical scaling coefficient and h is a vertical

translation coefficient.

4.4. Parameters control

In the case of dynamic optimization the fitness landscape

components has to change the values of their parameters

during the process of search. There were defined four differ-

ent characteristics of variability which were applied to the

component parameters: small step change (T1 – Eq. (7)),

large step change (T2 – Eq. (8)), and two versions of ran-

dom changes (T3 – Eq. (9) and T4 – Eq. (10)). The change

∆ of a parameter value is calculated as follows:

∆ = α r (max−min), (6)

where α = 0.04, r = U(0,1), (7)

∆ = (α · sign(r1)+ (αmax −α)r2) · (max−min),

where α = 0.04, r1,2 = U(0,1), αmax = 0.1 (8)

∆ = N(0,1), (9)

∆ = U(rmin,rmax) (10)

In the above-mentioned equations max and min represent

upper and lower boundary of the search space, N(0,1) is

a random value obtained with standardized normal distri-

bution, U(a,b) is a random value obtained with uniform

distribution form the range [a,b], and [rmin;rmax] define the

feasible range of ∆ values.

The model of Syringa assumes that the component pa-

rameter control is separated from the component, that is,

a dynamic component has to consist of two objects: the first

one represents an evaluator of solutions (that is, a compo-

nent of any type mentioned in Table 1) and the second one

is an agent which controls the behavior of the evaluator.

The agent defines initial set of values for the evaluator pa-

rameters and during the process of search the values are up-

dated by the agent according to the assumed characteristic

of variability. Properties of all the types of components are

unified so as to make possible assignment of any agent to

any component. This architecture allows to create multiple

classes of dynamic landscapes. In the presented research

we started with simulation of two existing benchmarks:

Generalized Dynamic Benchmark Generator (GDBG) [8]

and the Moving Peaks Benchmark generator [9]. In both

cases optimization is carried out in a real-valued multidi-

mensional search space, and the fitness landscape is built

of multiple component functions controlled individually by

their parameters. For appropriate simulation of any of the

two benchmarks there are just two things to do: select

a set of the components and build agents which will control

the components in the same manner like in the simulated

benchmark.

4.5. Reimplementation of Moving Peaks Benchmark

(MPB)

In the case of MPB, three scenarios of the benchmark pa-

rameters control are defined [9]. We performed experi-

ments for two versions of just the second scenario. In this

scenario the fitness landscape has been defined for the five-

dimensional search space with the same boundaries for each

dimension, namely [−50; 50].
The selected fitness landscape consists of a set of cones (F2)

which undergo two types of horizontal changes: the trans-
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lation and the scaling and just one vertical change, that

is, the translation. The horizontal scaling operator has the

same scale coefficient for each of the dimensions, so in

this specific case this coefficient is represented as a one-

dimensional variable w instead of the vector W. Parame-

ters X, w and h are embedded into the cone function for-

mula f (x) in the following way:

f (x) = h−w ·

√

n

∑
j=1

(x j −X j)2 . (11)

All the modifications of the component parameters belong

to the fourth characteristic of variability T4 where for every

change rmin and rmax are redefined in the way to keep the

value of each modified parameter in the predefined feasible

interval [ fmin; fmax]. Simply, for every modified parame-

ter of translation or scaling, which can be represented as

a symbol p, rmin equals pmin−p and rmax equals pmax−p.

For the horizontal scaling the interval is set to [1;12] and for

the vertical scaling – to [30;70]. For the horizontal trans-

lation there is a constraint for the Euclidean norm of the

translation vector: |X| ≤ 3. In the first version of the sce-

nario 2 there are ten moving cones whereas in the second

version 50 moving cones are in use. Besides, we extended

the number of the search space dimensions and performed

our tests also for n = 10,20,30 for both versions of the

selected benchmark instance.

4.6. Reimplementation of Generalized Dynamic

Benchmark Generator (GDBG)

GDBG consists of two different benchmarks: Dynamic Ro-

tation Peak Benchmark Generator (DRPBG) and Dynamic

Composition Benchmark Generator (DCBG). There are five

types of component functions: peak (F1), sphere (F3), Ras-

trigin (F4), Griewank (F5), and Ackley (F6). F1 is the base

component for DRPBG whereas all the remaining types are

employed in DCBG.

4.6.1. Dynamic Rotation Peak Benchmark Generator

(DRPBG)

There are four types of the component parameter modifica-

tion applied in DRPBG: horizontal translation, scaling and

rotation, and vertical scaling. As in the case of MPB the

horizontal scaling operator has the same scale coefficient

for each of the dimensions, so in this specific case this co-

efficient is also represented as a one-dimensional variable

w instead of the vector W. The parameters X, w and v

are embedded into the peak function formula f (x) in the

following way:

f (x) =
v

1 + w ∑
n
j=1

(x j−X j)2

n

. (12)

Values of the translation vector X in subsequent changes

are evaluated with use of the rotation matrix M. Clearly,

we apply the rotation matrix to the current coordinates of

the component function optimum o, that is: o(t + 1) =
o(t) ·M(t) (where t is the number of the current change

in the component) and then the final value of X(t + 1) is

calculated: X(t + 1) = o(t + 1)−o(0).
Subsequent values of the horizontal scaling parameter w

and the vertical scaling parameter v are evaluated accord-

ing to the first, the second or the third characteristic of

variability, that is, T1, T2 or T3.

For every change a new rotation matrix M is generated

which is common for all the components. The rotation ma-

trix M is obtained as a result of multiplication of a number

of rotation matrices R where each of R represents rota-

tion in just one plane of the multidimensional search space.

A matrix Ri j(θ ) represents rotation by the θ angle along

the plane i– j and such a matrix can be easily generated as

described by [10]. In DRPBG we start with a selection of

the rotation planes, that is, we need to generate a vector r

of size l where l is an even number and l ≤ n/2. The vector

contains search space dimension indices selected randomly

without repetition. Then for every plane defined in r by

subsequent pairs of indices: [1,2], [3,4], [5,6], . . . [l −1, l]
a rotation angle is randomly generated and finally respec-

tive matrices Rr[1],r[2], . . .Rr[l−1],r[l] are calculated. Eventu-

ally, the rotation matrix M is calculated as follows:

M(t) = Rr[1],r[2](θ (t))Rr[3],r[4](θ (t)) · · ·Rr[l−1],r[l](θ (t)).

In Syringa the method of the rotation matrix generation

slightly differs from the one described above. Instead of the

vector r there is a vector Θ which represents a sequence

of rotation angles for all the possible planes in the search

space. The position in the vector Θ defines the rotation

plane. Simply, Θ(1) represents the plane [1,2], Θ(2) rep-

resents the plane [2,3] and so on until the plane [n-1,n].

The next values in Θ represent planes created from every

second dimensions, that is, [1,3], [2,4] and so on until the

plane [n-2,n]. Then values in Θ represent planes created

from every third dimensions, then those created from every

fourth, and so on until there appears the value for the last

plane created from the first and the last dimension. If Θ(i)
equals zero, then there is no rotation for the i-th plane, oth-

erwise the respective rotation matrix R is generated. The

final stage of generation of the matrix M is the same as

in the description above, that is, the rotation matrix M is

the result of multiplication of all the matrices R generated

from the vector Θ.

The matrix M is used twice for the evaluation of the com-

ponent modification parameters: the first time when the

translation vector X is calculated and the second time when

the rotation is applied, that is, just before the application

of the Eq. (12).

4.6.2. Dynamic Composition Benchmark Generator

(DCBG)

DCBG performs five types of the component parameter

modification: horizontal translation, scaling and rotation

and vertical translation and scaling. The respective para-
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meters are embedded into the function formula f ′′(x) in the

following way [11], [12]:

f ′′(x) = (v · ( f ′(M · (W · (x+X)))+ h)) (13)

where: v is the weight coefficient depending of the cur-

rently evaluated x, W is called a stretch factor which equals

1 when the search range of f (x) is the same as the entire

search space and grows when the search range of f (x) de-

creases, f ′(x) represent the value of f (x) normalized in

the following way: f ′(x) = C · f (x)/| fmax| where the con-

stant C = 2000 and fmax is the estimated maximum value of

function f which is one of the four: sphere (F3), Rastrigin

(F4), Griewank (F5), or Ackley (F6).

In Syringa the properties of some of the parameters has

had to be changed. The first difference is in the evaluation

of the weight coefficient v which due to the structure of the

assumed model cannot depend of the currently evaluated x.

Therefore, we assumed that v = 1. There is also no scaling,

that is, W is an identity matrix because we assumed that

the component functions are always defined for the entire

search space. The last issue is about the rotation matrix M

which is calculated in the same way as for the Syringa

version of DRPBG. Eventually, the Syringa version of

f ′′(x) looks as follows:

f ′′(x) = (( f ′(M · ((x+X)))+ h)) (14)

Thus, the Syringa version of DCBG differs from the orig-

inal one because it does not contain the horizontal scaling,

the rotation matrix M is evaluated in the different way and

the stretch factor always equals one. However, a kind of

the vertical scaling is still present and can be found in the

step of the f (x) normalization.

5. Plan of Experiments

There were performed two groups of experiments. In the

first one we applied the pure version of jDE, whereas in the

second one the version of jDE extended by sLevý solutions

was in use. The main aim of the first group was to study

the effectiveness of the algorithm for testing environments

with different complexity of the search space. The second

group of experiments showed the influence of sLevý solu-

tions on the search process and the quality of the obtained

results.

Experiments form the first group were performed with

a subset of GDBG benchmark instances as well as with

two versions of MPB scenario 2, for different numbers

of the search space dimensions. The tests based on MPB

were repeated twice. First, the tests were performed with

the number of fitness function calls between subsequent

changes defined as it was proposed for the CEC’09 compe-

tition, that is, for 104 ·n fitness function calls (n is a number

of search space dimensions). Then the tests were repeated –

for a fixed number of 5000 calls as it is recommended for

experiments with MPB [9]. The tests based on GDBG

were performed once just for 104 · n fitness function calls

between subsequent changes.

The second group includes experiments with a subset of

GDBG benchmark functions as well as with four versions

of MPB and for different numbers of sLevý solutions present

in the population. All the experiments in this group were

performed for 104 ·n fitness function calls between subse-

quent changes. However, it must be stressed that in this

group the number of search space dimensions was constant

and equal five for every test-case.

To decrease the number of algorithm configurations which

would be experimentally verified in the second group of ex-

periments we decided to fix the value of the parameter rSαS

and the only varied parameter was α . In the preliminary

phase of experimental research we tested efficiency of the

algorithm for different values of rSαS and analyzed obtained

values of error. Eventually, for GDBG rSαS = 0.6 whereas

for MPB it is ten times smaller, that is, rSαS = 0.06. Thus,

for each of the benchmark instances there were performed

just 32 experiments: for α between 0.25 and 2 varying

with step 0.25 and for 0, 1, 2 and 3 solutions of new type

present in the population.

For each of the parameter configurations the experiments

were repeated 20 times and each of them consisted of

60 changes in the fitness landscape.

5.1. The Measures

We used measures of the obtained results proposed for both

of the benchmarks by their authors. This gave opportunity

for fair comparison of the algorithm efficiency. For GDBG

there were defined four measures:

Avgbest =
Nexp

∑
i=1

min
j=1,...,Nch

E
i, j
last/Nexp,

Avgmean =
Nexp

∑
i=1

Nch

∑
j=1

E
i, j
last/(Nexp ·Nch),

Avgworst =
Nexp

∑
i=1

max
j=1,...,Nch

E
i, j
last/Nexp,

STD =

(

1

Nexp ·Nch −1

Nexp

∑
i=1

Nch

∑
j=1

(E i, j
last −Avgmean)2

)−1

,

where: Nexp is a number of repeated experiments for the

same control parameter settings of the algorithm, Nch is

a number of changes in the fitness landscape appearing

during a single experiment run, and E
j
last is an absolute

function error value:

E
j
last = | f (x j

best)− f (x∗ j)|,

where: x
j
best – current best solution which has been found

since the last j-th change in the fitness landscape, x∗ j –

real optimum solution for the fitness landscape after the

j-th change.

In the case of MPB most of the publications contain the

values of offline error measure (oe) obtained for performed
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experimental research. The offline error represents the av-

erage deviation from the optimum of the best solution value

since the last change in the fitness landscape. Formally:

oe =
1

Nch

Nch

∑
j=1

(

1

Ne( j)

Ne( j)

∑
i=1

( f (x∗ j)− f (x
ji
best))

)

,

where: Ne( j) is a total number of solution evaluations per-

formed for the j-th static state of the landscape. The mea-

sure oe should be minimized, that is, the better result the

smaller the value of oe.

6. The Results

6.1. The First Group of Experiments – with the Pure

Version of jDE

Majority of the results from the first group of experiments

have already been reported in [13]. One of the more im-

portant observations was about a sensitivity of the Avgmean

measure to the complexity of the search space. Graphs

in Fig. 1 depicts values of Avgmean obtained for the tests

which were performed for 104 ·n fitness function calls be-

tween subsequent changes, that is, for the number of fitness

function calls depending on the number of the search space

dimensions. Three types of Avgmean error value trends can

be observed in Fig. 1. They show that the proposed linear

dependency of the evaluation number on n:

– does not compensate growth of the errors (e.g.,

DRPBG problems with F4 components (Rastrigin

functions)),

– does compensate growth of the errors for some lim-

ited range (e.g., DRPBG problems with F6 com-

ponents (Ackley functions) or with F3 components

(sphere functions)),

– does compensate growth of the errors exces-

sively (e.g, DRPBG problems with F5 components

(Griewank functions)).

The above-mentioned difference in the sensitivity of

Avgmean and the offline error inspired the second group of

experiments. We wanted to compare the results obtained

with these four measures for the jDE version extended by

sLevý solutions optimizing in five-dimensional search space.

6.2. The Second Group of Experiments – with jDE

Extended by sLevýLevýLevý Solutions

In this group of experiments we observed values of the

above-mentioned measures for the experiments with dif-

ferent number of sLevý solutions present in the algorithm.

We did full range of experiments for different values of α

and different numbers of sLevý solutions in subpopulations.

Then we selected the best results obtained with the offline

error measure oe and with Avgmean. The results are gath-

ered in two tables: Table 2 with the results for the cases

where the best values of Avgmean and oe were obtained

for the same configurations of jDE parameters and Table 3

where the best values of Avgmean and oe were obtained for

different configurations. In the latter case the best values

are printed in bold characters.

Tables 2 and 3 present list of all the benchmark instances

and configurations of jDE where the best values of Avgmean

and oe were obtained for the instances as well as the val-

ues of all the performance measures. In most cases the

best values of Avgmean were obtained for jDE without ex-

tension (except for DCBG with F5 and with all three types

of characteristics of the parameters variability and three

another cases: DRPBG 10×F1, T1, DRPBG 50×F1, T3

and MPB sc.2 with 50 cones) whereas there were many

test-cases where the best values of oe were obtained for

jDE extended with sLevý solutions (DCBG with F3 or F6

and with all three types of characteristics of the parameters

variability, majority of DRPBG configurations and again

MPB sc.2 with 50 cones). In the latter group of jDE con-

figurations the best values of oe can be observed for jDE

with just one sLevý solution existing in every subpopula-

tion, however, there is an exception which is DCBG with

F5 where the best values were obtained for the highest num-

bers of sLevý solutions.

7. Conclusions

In this paper we studied properties of jDE applied to the

number of dynamic optimization tasks. A new benchmark

suite called Syringa was implemented which is able to

simulate existing benchmarks and allows to create plenty

of new classes of dynamic optimization problems as well.

Two existing benchmarks were selected for experiments:

MPB and DCBG. Selected subsets of test-case instances

originated from the two benchmarks were reimplemented

within the suite. Then, a number of tests was executed

for these optimization tasks. As an optimization tool the

self-adaptive differential evolution approach was selected.

7.1. Conclusions from the First Group of Experiments

In the first group we used a number of test-case instances

of different complexity, that is, test-cases with the number

of search space dimensions growing from five to 30. To

compensate growth of errors accompanying growing com-

plexity of the optimized problems the tests were performed

with the number of fitness function calls defined as it was

proposed for the CEC’09 competition. Obtained different

error value trends for the applied measures revealed the

search process features varying for the problems of growing

complexity. In spite of the fact that in every case the value

of oe increased as the number of search space dimensions

grew [13] obtained mean values of the best found solutions

have different characteristics. For some test-cases the com-

pensation formula was sufficient to keep the values of the

best found solution on the same level whereas for the others
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Fig. 1. Avgmean values (on the left) obtained for DCBG test-cases (respective fitness landscapes in 2D are on the right) with: (a) F4 com-

ponents (Rastrigin functions), (b) F6 components (Ackley functions), (c) F3 components (sphere functions), and (d) F5 components

(Griewank functions).
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Table 2

The results for the cases where the best values of Avgmean and oe were obtained for the same configurations

of jDE parameters

Testing environment α sLevý num. Avgbest Avgmean Avgworst STD oe Std. err

MPB sc.2, 10 cones — 0 0 2.929 14.241 4.387 4.111 2.213

MPB sc.2, 50 cones 0.5 1 8.39·10−6 2.730 11.129 2.941 3.749 1.013

DCBG with F4, T1 — 0 2.999 368.31 829.59 187.81 570.72 48.496

DCBG with F4, T2 — 0 5.725 414.39 824.64 191.88 610.56 57.612

DCBG with F4, T3 — 0 0.746 402.62 805.08 187.34 661.39 54.57

Table 3

The results for the cases where best values of Avgmean and oe were obtained for different configurations

of jDE parameters

Testing environment α sLevý num. Avgbest Avgmean Avgworst STD oe Std. err

DRPBG 10×F1, T1 2 1 0 0.004 0.222 0.130 2.041 0.354

DRPBG 10×F1, T1 0.25 1 0 0.0208 0.878 0.312 1.988 0.688

DRPBG 10×F1, T2 — 0 0 0.0023 0.074 0.056 2.675 0.310

DRPBG 10×F1, T2 1 1 0 0.0361 1.189 0.353 2.518 0.689

DRPBG 10×F1, T3 — 0 0 0.004 0.264 0.141 3.985 0.678

DRPBG 10×F1, T3 0.5 1 0 0.058 1.644 0.728 3.761 1.012

DRPBG 50×F1, T1 — 0 0 0.352 4.899 1.190 3.601 0.641

DRPBG 50×F1, T1 1 1 0 0.653 6.976 1.471 3.501 0.523

DRPBG 50×F1, T2 — 0 0 0.385 5.816 1.188 4.318 0.529

DRPBG 50×F1, T2 1.75 1 0 0.703 6.532 1.633 4.219 0.659

DRPBG 50×F1, T3 0.75 1 0 0.619 7.006 2.134 5.875 1.860

DRPBG 50×F1, T3 1.5 1 0 0.836 6.912 1.853 5.657 1.214

DCBG with F3, T1 — 0 0 0.138 3.715 0.822 2.087 0.536

DCBG with F3, T1 1.5 2 2.15·10−6 1.249 9.288 3.032 1.226 0.487

DCBG with F3, T2 — 0 0 0.295 7.664 1.673 3.290 0.860

DCBG with F3, T2 0.75 1 0 0.452 7.679 1.978 1.816 0.506

DCBG with F3, T3 — 0 0 0.240 4.692 0.932 8.482 1.827

DCBG with F3, T3 1.75 3 0.0007 1.989 10.103 2.819 5.325 1.923

DCBG with F5, T1 2 2 0.133 2.113 6.118 1.483 0.180 0.033

DCBG with F5, T1 1.25 3 0.464 2.253 6.163 1.362 0.168 0.028

DCBG with F5, T2 2 2 0.128 1.847 5.734 1.359 0.143 0.015

DCBG with F5, T2 1.75 3 0.323 2.148 5.905 1.319 0.133 0.019

DCBG with F5, T3 1.75 3 0.411 2.364 6.276 1.381 0.358 0.070

DCBG with F5, T3 2 3 0.288 2.491 5.891 1.340 0.356 0.044

DCBG with F6, T1 — 0 0 0.545 13.169 2.698 8.539 1.847

DCBG with F6, T1 2 1 0.0004 1.031 11.291 2.790 8.419 2.811

DCBG with F6, T2 — 0 0 0.547 11.992 2.238 11.381 2.077

DCBG with F6, T2 1.5 1 0.0003 1.309 15.526 3.651 9.773 2.594

DCBG with F6, T3 — 0 0 0.590 6.859 1.643 15.914 1.086

DCBG with F6, T3 1.5 1 0.0005 1.420 8.799 2.922 14.245 2.167
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it was not (Fig. 1). This allowed to identify some of the

test cases as more difficult that the others.

The observations confirm that a new formula for the num-

ber of fitness evaluations applied to compensate growth of

the errors is needed (probably different ones for different

landscapes). However, different trends obtained for the two

measures show also that the measures evaluate different

features of the search process and thus probably it will be

hard of even impossible to find the rule which would be

able to compensate growth of both of the errors at the same

time.

7.2. Conclusions from the Second Group of Experiments

In the second group of tests we studied influence of the new

type of mutation operator on the search process effective-

ness. A new type of solutions which undergo the new mu-

tation procedure was introduced into the population. The

presence of new solutions changed the population behavior

in the way which allowed to explore faster new promising

areas of the search space. However, from the other side

the enhancement of exploring properties was the reason for

less precise approaching of the population to the optimum.

The effect of this can be observed in the results presented

in Tables 2 and 3.

7.3. Summary

Obtained results show that application of both oe and

Avgmean in the experimental research analysis returns more

information about the search process and shows more pro

and cons about the tested algorithm than the application of

just one of them. Our experiments and especially obtained

values of oe showed that application of sLevý solutions al-

lows to explore and approach faster the promising areas of

the search space in many benchmark instances. However,

worse values of Avgmean accompanying the best values of

oe are the argument against this if we are interested in the

highest values of the best found solutions. So, in unpre-

dictable circumstances and especially when the available

number of time, that is, the available number of fitness

function evaluations is hardly predictable and it is probable

that the estimated number can be unexpectedly shortened

the better option is the maximization of oe. In the opposite

case, that is, when the granted number of fitness func-

tion evaluations is sufficient and guaranteed, the strategy

of Avgmean maximization is much more reasonable.

Acknowledgments

This research has been partially supported by the Eu-

ropean Regional Development Fund with the grant

no. POIG.01.01.02-14-013/09: Adaptive system supporting

problem solution based on analysis of textual contents of

available electronic resources.

References

[1] Y. Jin and J. Branke, “Evolutionary algorithms in uncertain envi-

ronments – a survey”, IEEE Trans. Evol. Comput., vol. 9, no. 3,

pp. 303–317, 2005.

[2] V. Feokistov, “Differential evolution”, in Search of Solutions, vol. 5

of Optimization and Its Applications. Springer, 2006.

[3] K. V. Price, R. M. Storn, and J. A. Lampinen, Differential Evolution,

A Practical Approach to Global Optimization. Natural Computing

Series. Springer, 2005.

[4] J. Brest, S. Greiner, B. Boskovic, M. Mernik, and V. Zumer, “Self-

adapting control parameters in differential evolution: a comparative

study on numerical benchmark problems”, IEEE Trans. Evol. Com-

put., vol. 10, no. 6, pp. 646–657, 2006.

[5] J. Brest, A. Zamuda, B. Boskovic, M. S. Maucec, and V. Zumer,

“Dynamic optimization using self-adaptive differential evolution”,

in IEEE Congr. Evol. Comput., pp. 415–422. IEEE, 2009.

[6] A. Obuchowicz and P. Pretki, “Isotropic symmetric α-stable muta-

tions for evolutionary algorithms”, in Proc. Congr. Evol. Comput.,

vol. 1, pp. 404–410. IEEE Press, 2005.

[7] K. Trojanowski, “Properties of quantum particles in multi-swarms

for dynamic optimization”, Fundamenta Informaticae, vol. 95,

no. 2–3, pp. 349–380, 2009.

[8] C. Li and S. Yang, “A generalized approach to construct benchmark

problems for dynamic optimization”, in Simulated Evolution and

Learning, 7th Int. Conf. SEAL 2008, Melbourne, Australia, 2008,

vol. 5361 of LNCS, pp. 391–400. Springer, 2008.

[9] J. Branke, “Memory enhanced evolutionary algorithm for changing

optimization problems”, in Proc. Congr. on Evol. Comput., vol. 3,

pages 1875–1882. IEEE Press, Piscataway, NJ, 1999.

[10] R. Salomon, “Reevaluating genetic algorithm performance under

coordinate rotation of benchmark functions”, BioSystems, vol. 39,

no. 3, pp. 263–278, 1996.

[11] J. J. Liang, P. N. Suganthan, and K. Deb, “Novel composition test

functions for numerical global optimization”, in Proc. IEEE Swarm

Intelligence Symp., Pasadena, CA, USA, 2005, pp. 68–75.

[12] P. N. Suganthan et al., “Problem definitions and evaluation criteria

for the cec 2005 special session on real-parameter optimization”,

Tech. Rep., Nanyang Technological University, Singapore, 2005.

[13] M. Raciborski, K. Trojanowski, and P. Kaczyński, “Differential evo-

lution for high scale dynamic optimization”, in Security and Intel-

ligent Information Systems, LNCS. Springer, 2011 (will appear in

vol. 7053).

Krzysztof Trojanowski re-

ceived the M.Sc. degree in

Computer Science from the

Warsaw University of Tech-

nology, Poland, in 1994, the

Ph.D. degree from the Institute

of Computer Science of the

Polish Academy of Sciences

(ICS PAS), Warsaw, Poland,

in 2000, and the habilitation

degree – also from ICS PAS

in 2010. Since 1994 he has been with the Institute of

Computer Science PAS. From 1995 to 2002 we was a

consultant at IT companies in Poland. From 2002 to 2008

he was with University of Podlasie, Siedlce. Currently, he

is with the Cardinal Stefan Wyszyński University, Warsaw,

where he is an Associate Professor. From 2003 until 2008

he was a chairman of the Organizing Committee of the

annual international conference Intelligent Information

29



Krzysztof Trojanowski, Mikołaj Raciborski, and Piotr Kaczyński

Systems organized by ICS PAS. From 2006 until 2008 he

was also a chairman of the International Conference on

Artificial Intelligence, the oldest AI conference in Poland.

His research interests include heuristic optimization tech-

niques, such as evolutionary algorithms, immune systems,

and particle swarm optimization.

E-mail: trojanow@ipipan.waw.pl

Institute of Computer Science

Polish Academy of Sciences

Ordona 21 01-237 Warsaw, Poland

Piotr Kaczyński received the

M.Sc. degree in Computer Sci-

ence from the Warsaw Univer-

sity of Technology, Poland and

the M.Sc. degree in Theoretical

Mathematics from Cardinal

Stefan Wyszyński University in

Warsaw, Poland, both in 2006.

Since then he has been with

the Cardinal Stefan Wyszyński

University as a teaching assis-

tant and also with various IT companies in Poland working

with mathematical modeling and simulation. His research

interests include both artificial intelligence applications

(such as neural networks, evolutionary algorithms) and

stochastic control.

E-mail: p.kaczynski@uksw.edu.pl

Faculty of Mathematics and Natural Sciences

College of Sciences

Cardinal Stefan Wyszyński University

Wóycickiego st 1/3

01-938 Warsaw, Poland

Mikołaj Raciborski received

the B.Sc. degree in Natural Sci-

ences, with a specialization of

Computer Science in Applica-

tions in 2009 and the M.Sc.

degree in Computer Science

in 2011 both at Cardinal Ste-

fan Wyszyński University, Fac-

ulty of Mathematics and Nat-

ural Sciences, College of Sci-

ences. His research interests in-

clude computer science, mathematics, physics, chemistry,

and electronic services.

E-mail: mikolaj.raciborski@gmail.com

Faculty of Mathematics and Natural Sciences

College of Sciences

Cardinal Stefan Wyszyński University

Wóycickiego st 1/3

01-938 Warsaw, Poland

30



Paper Improving Population-Based

Algorithms with Fitness Deterioration
Adrian Wolny and Robert Schaefer

Department of Computer Science, AGH University of Science and Technology, Kraków, Poland

Abstract—This work presents a new hybrid approach for sup-

porting sequential niching strategies called Cluster Supported

Fitness Deterioration (CSFD). Sequential niching is one of the

most promising evolutionary strategies for analyzing multi-

modal global optimization problems in the continuous do-

mains embedded in the vector metric spaces. In each iter-

ation CSFD performs the clustering of the random sample by

OPTICS algorithm and then deteriorates the fitness on the

area occupied by clusters. The selection pressure pushes away

the next-step sample (population) from the basins of attrac-

tion of minimizers already recognized, speeding up finding the

new ones. The main advantages of CSFD are low memory an

computational complexity even in case of large dimensional

problems and high accuracy of deterioration obtained by the

flexible cluster definition delivered by OPTICS. The paper

contains the broad discussion of niching strategies, detailed

definition of CSFD and the series of the simple comparative

tests.

Keywords—basin of attraction, clustering, fitness deterioration,

genetic algorithm, OPTICS, sequential niching.

1. Introduction

1.1. Global Optimization Problems in Metrizable

Domains

We deal with the class of global optimization problems

(GOP) which are leading to find all global, or even all local

minimizers to the real-valued objective function defined on

the set D (called admissible set) embedded in a finite di-

mensional normed vector space V ⊃D, dim(V ) = N < +∞,

where the norm induces the complete metric (Banach

space). The set D is assumed to be continuous with re-

spect to the metric and regular in some way, usually hav-

ing the Lipshitz boundary. Such spaces are also equipped

with the Lesbegue measure based on the metric (see [1] for

details).

Typical difficulties appearing by solving GOPs are the huge

volume of D, multimodality of the objective and its weak

regularity (sometimes only continuity, or even discontinuity

on the subset of the zero measure).

Stochastic, population-based heuristics (Monte Carlo, Evo-

lutionary Algorithms, Simulated Annealing, Ant Colony,

Particle Swarm, etc.) are best suited to solve GOPs and

they frequently outperform deterministic techniques (see

e.g. [2]). Most of these strategies restrict their search to

a finite subset Dr ⊂D or to the set of codes U (e.g., ge-

netic universum of codes) bijectively mapped on Dr. It

results from the inherent finite property of computer cal-

culations as well as from algorithmic reasons as in case of

genetic algorithms (see e.g. [3]). Because the remaininder

of this paper utilizes mainly genetic techniques we will de-

note by F : D(orDr,U)→ R the generic fitness function

that expresses the GOP objective.

One of the well known disadvantages of some population-

based, stochastic heuristics (especially Genetic Algorithms)

is the premature convergence which consists in long-term

stay of almost all population in the basin of attraction of

the single local minimum. Premature convergence dramati-

cally decreases an ability of finding many local/global min-

ima with the acceptable computational cost assumed as the

number of objective evaluations.

The basin of attraction Bx+ ⊂D of the local or global min-

imizer x+ ∈D may be roughly described as the connected

part of maximum fitness level set that contains x+ and does

not intersect with basins of attraction of other local min-

imizers. The precise mathematical definition of basin of

attraction was introduced by [4], [5] and may be found

also in [3].

1.2. Niching

Niching techniques constitute an important class of adaptive

strategies that can prevent premature convergence. One of

niching techniques, called parallel niching works by forcing

individuals belonging to the single or several populations

working in parallel to search in the basins of attractions of

more then one local (global) minima. Basic information

about this technology may be found in [6], [7] and [8].

Another possibility is to perform niching process sequen-

tially (sequential niching) which forces the single pop-

ulation or the group of populations to move from the

basins of attraction of minima that have been recognized

so far.

1.3. Fitness Deterioration Techniques

The behavior of individuals suitable for niching may be

obtained by the proper fitness modification that leads to its

leveling on the central part of the basin of attraction of local

minima already encountered. Selection removes individu-

als from such areas forcing them to find regions of smaller

fitness, e.g., the basins of attraction of other minima not yet

found. The fitness leveling mentioned above is sometimes

called fitness deterioration [9] or hill crunching [10].
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Sequential niching by fitness deterioration was introduced

by Beasley, Bull and Martin [11]. Exhaustive research in

this direction was performed by Obuchowicz, Patan and

Korbicz. They introduced the class of evolutionary algo-

rithms called Evolutionary Search with Soft Selection –

Deterioration of the Objective Function (ESSS-DOF). The

draft of this strategy is presented in Algorithm 1. The fit-

ness modification performed in the line 8 of Algorithm 1

is based on the formula

F̂(x) = Fmin exp

(

−
N

∑
i=1

(

xi− ȳi

σi

)2
)

, (1)

where ȳi are coordinates of the expected centroid of pheno-

types that correspond to the population Pt and σ
2
i stands for

the variance of the individuals location in the ith direction,

while Fmin = F(x∗) is the minimum individual fitness that

appears in the population Pt . Finally N is the dimension of

the admissible domain D.

Algorithm 1: Draft of the ESSS-DOF strategy

1: Create initial population P0;

2: t← 0;

3: repeat

4: Evaluate population Pt ;

5: Distinguish the best fit individual x∗ from Pt ;

6: if (trap test) then

7: Memorize x∗;

8: F ← F− F̂;

9: end if

10: Perform selection with the fitness F;

11: Perform genetic operations;

12: t← t + 1;

13: until (stop condition)

The logical variable trap test is true if the mean fitness in

the population increases less than p% during the last ntrap

genetic epochs, or the standard deviation of the phenotypes

displacement is less than the mutation range during the last

ntrap genetic epochs. The logical variable stop condition

is true if the proper stopping rule for the whole strategy

is satisfied. The simplest possible stopping rule may be

limit the number of genetic epochs after the last fitness

modification during which no trap was found.

Test results of this effective approach to the global search

were presented in [12], [13], [14]. Arabas delivered another

formula for fitness modification that leads to population

niching [7].

1.4. Using Clustering in Fitness Deteriorartion

Telega, Schaefer and Adamska (see [10], [15]) intro-

duced the clustering techniques applied to the random sam-

ple (population) obtained by the genetic algorithm (GA)

in order to make the fitness deterioration more accurate

and effective. The resulted strategy was called Clustered

Genetic Search (CGS).

The basic idea of CGS is to recognize the clusters of in-

dividuals contained in multiset of individuals being the

current population or the sum of current populations ob-

tained from the multi-deme model or being the cumulated

population (e.g., the union of all populations from the pre-

scribed number of last genetic epochs). Clusters should be

sufficiently dense and well separated from each other.

Next the cluster extensions being the regular subsets of

D with the positive measure containing the cluster points

are constructed. Pseudocode of the proposed strategy is

depicted in the Algorithm 2.

Algorithm 2: Draft of the CGS strategy

1: CLE← /0;

2: Create initial population P0;

3: repeat

4: Evaluate fitness F outside CLE;

5: Modify fitness according to (2);

6: Perform GA until the local stooping criterion is sat-

isfied;

7: Recognize new clusters;

8: Construct new cluster extensions and update CLE;

9: until (The whole domain D has been processed) or (A

satisfactory set of cluster extension has been found)

The CGS strategy utilizes the following fitness modification

F̂(x) =

{

F(x) if x ∈D\CLE

Fmax if x ∈CLE
, (2)

where Fmax is the maximum fitness value already encoun-

tered and CLE ⊂D stands for the union of cluster exten-

sions already recognized.

The admissible domain D is divided into hypercubes that

constitute a grid (raster) and the cluster extensions are

unions of hypercubes. Every cluster extension can be rec-

ognized in one or many steps of the main loop. After the

GA is stopped (line 6 in Algorithm 2), new parts of clus-

ter extensions can be detected by the analysis of the den-

sity of individuals in the hypercubes. The hypercube that

contains the best individual is selected as the seed. Neigh-

boring hypercubes with the density of individuals greater

than an arbitrary threshold are attached to the cluster ex-

tension. A rough local optimization method is started in

each new part of the cluster extension, and the result of

this optimization is retained. If this local method ends in

the already recognized cluster extension then this part is at-

tached to it.

The local stopping criterion distinguishes two kinds of be-

havior of the GA utilized by CGS. The first one is that it

finds new parts of cluster extensions after few generations,

and the second is the chaotic behavior (individuals are uni-

formly distributed over D \CLE). The latter corresponds

to the recognition of a plateau (or areas where the fitness

has small variability) outside of the already known cluster

extensions. Other cases are treated as the situation when
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GA does not fit to the particular problem, and a refinement

of SGA parameters is suggested.

The CGS stopping strategy is to check stagnation of a se-

quence of some estimator of distribution of population in-

dividuals. If it does not change, then check if an arbi-

trary number of hypercubes has the density of individuals

below the threshold. If so, then begin the clustering pro-

cedure; otherwise, check if individuals are uniformly dis-

tributed.

Computations show that CGS constitutes a “filter” that

eliminates local minima with small fitness variability and

narrow basins of attraction. Such property can be useful in

some cases. The CGS strategy should be especially con-

venient for functions with large areas of small variability

(areas similar to plateaus) which can be difficult for other

global and local optimization methods.

The Simple Genetic Algorithm (SGA) (see e.g. [3]) was

used in the CGS instance described above. Another im-

plementation utilized the multi-deme Hierarchic Genetic

Search (HGS) (see [16]) and the FMM-EMM method for

finding cluster extensions (see [17]).

The CGS works well if the cluster extensions fall into the

basins of attraction of local and global minimizers and fill

them sufficiently. The CGS correctness and the correctness

of the proposed CGS stopping strategy can be partially

verified for the case of SGA sampling (see [3], [15], [18]).

Summing up, CGS may be classified as the sequential nich-

ing, even if the parallel HGS is applied as the sampling en-

gine and if more than one cluster extension is encountered

in its single step.

1.5. Critical Remarks

Deep analysis of the deterioration techniques presented in

Subsections 1.3, 1.4 exhibits their several serious disadvan-

tages:

• Huge memory complexity of memorizing the cluster

extensions which appears especially in case of CGS

with a raster representation of cluster extensions and

a large dimension N of the admissible domain D. In

the computational practice, the GOP with N greater

then 10 may bring the memory problems.

• Unsatisfactory accuracy of fitness approximation on

the area of cluster extensions that leads to the in-

correct deterioration and finally may lead to remov-

ing individuals from unchecked areas or the multiple

check of non-promising areas already browsed.

• In cases of both strategies described in Subsec-

tions 1.3, 1.4 the error has a different origin. In

the case of ESS-DOF the approximation of fitness in

area surrounding local minimum (see Eq. (1)) is very

rough and might be unsatisfactory in case of elon-

gated basins of attraction. No matter how CGS finds

the area of fitness leveling quite good as the clus-

ter extensions, the fitness modification by the general

constant (see Eq. (2)) may result in artifacts (artificial

minima) at the borders of cluster extensions.

• The strong dependency of deterioration technique

from the evolutionary technique used which can be

especially observed in ESS-DOF. This feature gener-

ally prevents the use of deterioration in the transpar-

ent way in case of complex, adaptive strategies with

many genetic engines. Sometimes this dependency

might be helpful by profiling deterioration according

to the particular GA instance.

The above discussion clearly shows the way of necessary

improvements. A deterioration technique that combines

low memory complexity of the exponential fitness improve-

ment F̂ with the accuracy of clustering will be presented

in following sections.

2. New Approach for Sequential

Niching with Fitness Deterioration

We suggest another approach to sequential niching which

exploits some of the ideas from [9], [10], [17] and which

tries to overcome problems specified in Subsection 1.5. This

strategy is called Cluster Supported Fitness Deterioration

(CSFD).

2.1. Algorithm Description

In principle the algorithm works like the CGS strategy pre-

sented in [10]. It uses GA to obtain a random sample (pop-

ulation of individuals) from the domain D. If the problem

space contains some robust solution located inside broad

basins of attraction, it is very likely that individuals re-

turned from the GA will gather inside one or more of such

basins, so the next step of the algorithm is to apply the

clustering algorithm to distinguish groups of individuals

(clusters) from the population. Under the assumption that

distribution of individuals inside a given cluster provides

information about the topology of the basin in which the

cluster resides, the algorithm approximate the basin using

this information in order to deteriorate the fitness over the

basins area and thus to prevent convergence to the same

solutions multiple times.

2.2. Cluster versus Cluster Extension

Let us make a clear distinction between two important no-

tions of the cluster extension and the cluster itself, which

are necessary for further research.

Definition 1: We will call by cluster C a selected subset

of the population P (the mulitset of individuals) returned

by GA. We assume that each cluster will be disjoint with

the other cluster from P (i.e., when Ci,Ck are clusters, then

i 6= k =⇒Ci∩Ck = /0).

The individuals are assigned to the clusters using the

method described in Section 3. Generally, individuals that

belong to a particular cluster C have to be densely dis-

tributed and well separated from individuals from other

clusters.
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Definition 2: The extension CE of the cluster C is the con-

nected and regular subset of the admissible domain D with

the positive measure, containing the cluster points, i.e., each

element from C belongs to CE . Regular set means here the

set with the Lipshitz boundary (see e.g. [1]).

Cluster extensions may be obtained in many different ways.

One of them is the raster procedure introduced by [15]

described in Subsection 1.4.

Here we will use the cluster extensions CE being the el-

lypsoid whose middlepoint is located at the cluster C cen-

troid and the measures of diversity of individuals inside C

(e.g. in the form of standard deviation) in order to determine

the length and the direction of its axes (see Section 4).

The CSFD strategy runs the GA and then distinguishes

clusters from the resulting population and constructs their

extensions in each iteration. The information contained in

each cluster allows for effective finding the good approxi-

mation of the local minimizer x+ contained in its extension

(e.g., by running the accurate local method starting from

the best fitted individual in the cluster). Another advan-

tage is the ability to approximate the shape and the volume

of basins of attraction Bx+ by cluster extensions. This in-

formation is utilized by the fitness deterioration technique

(see Section 4). It might be also helpful for the stability

analysis of x+.

It may happen that cluster extensions obtained from two or

more clusters lie inside the same basin of attraction. This

may happen when in one iteration we manage to deteriorate

only a part of the basin of attraction and in the next iteration

we obtain the cluster inside other part of the basin. We will

use the procedure suggested by [15] in order to detect such

situation starting a single local, cheep method from each

new cluster extension. If the method converges inside one

of existing cluster extensions CE , then CE and CE ′ are

joined (which indicates the fact that both CE ′ and CE lie

in the same basin).

2.3. CSFD Pseudo-Code

The CSFD strategy takes a hybrid approach which uses an

arbitrary GA to obtain a random sample from which it tries

to extract as much information as possible in order to find

approximations of basins of attraction. The only need for

the GA is to be well tuned to the GOP to be solved, i.e., the

population has to concentrate in a basin of attraction of at

least one local robust minimizer (see [3]). Then the fitness

deterioration is applied in localized areas to prevent explo-

ration of the same basins multiple times during the course

of the search. Algorithm 3 shows the general idea behind

the Cluster Supported Fitness Deterioration. The algorithm

components will be described in a top-down manner in next

sections, here we provide the general overview only.

The condition in “while” statement (line 2, Algorithm 3)

should be treated as a control statement rather than the

real termination criterion. The CSFD stopping criterion

is based on the conditions checked inside the main loop

(line 6, Algorithm 3). If the clustering algorithm has found

Algorithm 3: Draft of the CSFD strategy

1: CL← /0

2: while i < maxGenerationNumber do

3: execute(GA)
4: pop← getPopulation(GA)
5: clusterStruct← extractClusterStruct(pop)
6: if noClusters(clusterStruct) then

7: return

8: end if

9: detFitness←
per f ormFitnessDet(clusterStruct,currentFitness)

10: if quality(detFitness,currentFitness, pop) < th

then

11: return

12: end if

13: CL←CL∪ clusters

14: updateFitness(detFitness)
15: popSize = popSize + indNum

16: end while

no group of similar individuals or the deterioration has

a low quality, CSFD is stopped and returns all clusters

found.

In each iteration we execute the GA (line 3, Algorithm 3)

which is treated as a black-box algorithm, i.e., we do not

need to modify or know the implementation of the GA

used. Then we take the population returned by the GA

and extract so called clustering structure (described with

details in Subsection 3.1) which contains the information

about clusters and their internal mean densities. Note that

so far we have not clustered the population returned by

the GA, instead we extract the information about the inter-

nal clustering structure for further processing. If the clus-

tering structure contains promising clusters then we per-

form the fitness deterioration – the process of degradation

of the fitness landscape in areas occupied by clusters of in-

dividuals which are assumed to agglomerate inside basins

of attraction. In the line 9, Algorithm 3 we execute the

complex procedure per f ormFitnessDet (described in de-

tails in Subsection 3.1) which actually performs the clus-

tering and fitness deterioration. Next in the line 10, Al-

gorithm 3 we check if the new fitness (returned by the

procedure per f ormFitnessDet) fulfills the quality require-

ments described in Section 4. Finally, we save the clus-

ters returned by the deterioration process and update the

fitness function for further iterations (lines 13, 14, Algo-

rithm 3). Exploratory capabilities can be increased during

later iterations by increasing the population size of the GA

(line 15, Algorithm 3). The CSFD strongly depends on the

clustering algorithm used as a way to find parts of basins

of attraction and as a global termination criterion for the

CSFD algorithm (see Subsection 2.4).

2.4. Termination Conditions

Two types of stopping and termination criterions are used

by CSFD:

34



Improving Population-Based Algorithms with Fitness Deterioration

• Local termination criterion which is used as a stop-

ping criterion for the GA inside the main loop of

the CSFD.

• Global stopping criterion which is based on the result

of the clustering algorithm applied to the population

returned by the GA and which finishes the whole

CSFD strategy.

The termination criterion in classic evolutionary algorithms

is hard to define and very often problem dependent, as we

do not have any global information about the fitness land-

scape and therefore we can only compare one solution to

another previously found. For a local termination criterion

we may use some of the standard well-known stopping cri-

teria for evolutionary algorithms like:

• Expected first hitting time (FHT) (see e.g. [2]) which

tries to set meaningful upper bounds for the number

of iterations required to reach the sufficiently small

neighborhood of solution.

• Efficiency measures (see e.g. [6]), e.g., Running

mean, the difference between the current best objec-

tive value found and the average of the best objective

values of the last t generations is equal or less than

a given threshold ε .

In terms of the global stopping criterion we focus on the

distribution of individuals in the admissible domain D.

We follow the idea introduced by Telega [15] and proved

by Schaefer and Adamska [17] to be successful for multi-

modal problems with robust solutions.

The global stopping criterion for CSFD algorithm is based

on the clustering analysis and defined as follows:

The CSFD algorithm is being terminated if the clustering

process applied to the population of individuals returned

by the genetic algorithm returns no clusters or the quality

measure of the fitness deterioration performed on found

clusters is too low.

The clustering, which is performed in every iteration of

the CSFD algorithm, gives us some clues about the global

characteristics of the fitness landscape, i.e., when the clus-

tering algorithm performed on the final population finds

nothing it is very likely that in previous iterations we have

deteriorated the fitness landscape in places where the most

desirable solutions reside and there is no use in continuing

the searching process. This is considered to be true because

we are looking for robust solutions which are resistant to

noise and lie in basins of attraction which are significantly

wide and deep. The population of GA is likely to converge

to such solutions, so having found no clusters of individ-

uals after performing the sufficient number of GA epochs

shows that the population would not converge to any robust

solution.

Such kind of condition may be precisely formulated in

terms of the convergence of sampling measures and par-

tially verified in case if the genetic engine is SGA with the

focusing heuristic (see [3], [15], [18]).

3. Clustering

Clustering algorithms divide a dataset into several disjoint

subsets. All elements in such a subset share common fea-

tures like, for example, spatial proximity. Clustering is used

as a stand-alone tool to get insight into the distribution of

a data set or as a preprocessing step for other algorithms

operating on the detected clusters. The former is used to

determine stop criteria as described in Subsection 2.4 and

the latter is used in our fitness deterioration algorithm to

improve its accuracy.

A cluster extension (see Definition 2) may be seen as an

approximation of the basin of attraction, moreover the dis-

tribution of individuals which were flooded to the basins

provides additional useful information about its shape. The

clustering algorithm may be used to detect the set of indi-

viduals which belongs to the same basin of attraction. The

CSFD provides the information about detected sets (basins

of attraction) in the form of a proper representation of clus-

ter extensions which are just a convenient way to describe

basins of attraction (e.g, the center point, the radius of the

set, covariance matrix, etc.).

Before we perform the clustering analysis of the multiset

of individuals returned by the GA used in the CSFD def-

inition, we have to explicitly map the population P being

the multiset of individuals from the genetic universum U to

the admissible set D being the subset of the vector metric

space V ⊃D . We utilize the injective mapping

ph : U →D (3)

being the encoding or the inverse encoding (it depends upon

the convention). In case in which U = Dr, ph becomes the

identity on Dr.

Moreover we assume that data to be clustered is the popula-

tion P transformed to the multiset of elements from Dr ⊂D

called also P for the sake of simplicity.

3.1. Algorithm OPTICS

We have chosen density-base clustering algorithm called

Ordering Points to Identify the Clustering Structure (OP-

TICS) (see [19]). Density-base clustering generally needs

the data being the subset or the multiset of objects (points)

which belong to a finite dimensional vector metric space V .

Clusters are regarded as subsets in which the objects are

dense and which are separated by regions of low object

density.

In particular each object q of the cluster C has to be sur-

rounded by the neighborhood Nε(q)⊂V of a given radius

ε that contains at least minPts other objects. The formal

definition for this notion is as follows:

Definition 3: An object p ∈ P is directly density-reachable

from an object q∈P with respect to the parameters ε ∈R+,

minPts ∈ N in a set or multiset of data P if:

• p ∈ Nε(q),

• Card(Nε(q)∩P)≥ minPts.
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The condition Card(Nε(q)∩P)≥minPts is called the core

object condition. If this condition holds for an object q,

then we call q a core object. Only from core objects, other

objects can be directly density-reachable.

Definition 4: An object p is density-reachable from an ob-

ject q ith respect to the parameters ε ∈ R+, in the set

or multiset of objects P if there is a chain of objects

p1, . . . , pn, p1 = q, pn = p such that pi ∈ P and pi+1 is di-

rectly density-reachable from pi for i = 1, . . . ,n− 1 with

respect to ε and minPts.

The density-reachability relation is not symmetric in gen-

eral in P. Only core objects can be mutually density-

reachable.

Definition 5: An object p is density-connected to an object

q with respect to ε and minPts in the set or multiset of

objects P if there is an object o ∈ P such that both p and q

are density-reachable from o with respect to ε and minPts

in P.

Fig. 1. Density-reachability and connectivity.

Both phenomena are illustrated by Fig. 1. A density-

based cluster is now defined as a multiset of density-

connected objects which is maximal with respect to density-

reachability and the noise is the set of objects not contained

in any cluster.

Definition 6: Let P be a set or multiset of objects. A cluster

C with respect to ε and minPts in P is a non-empty subset

of P satisfying the following conditions:

• Maximality: ∀p,q ∈ P: if p ∈ C and q is density-

reachable from p wrt. ε and minPts, then also q∈C.

• Connectivity: ∀p,q ∈C: p is density-connected to q

wrt. ε and minPts in P.

Every object not contained in any cluster is noise.

The algorithm DBSCAN (see [20]) discovers the clus-

ters and the noise in a database according to the above

definitions. OPTICS works in principle like an extended

DBSCAN for an infinite number of distance parameters εi

which are smaller than a generating distance ε . The only

difference is that we do not assign cluster memberships.

Instead, we store the order in which the objects are pro-

cessed (the main principle is that we always have to se-

lect an object which is density-reachable with respect to

the lowest ε value to guarantee that clusters with higher

density are finished first) and the information which would

be used by DBSCAN algorithm to assign cluster member-

ships. This information consists of only two values for each

object:

Definition 7: The core-distance of an object p is the

smallest distance ε
′ between p and an object in its ε-

neighborhood Nε(p) such that p would be a core object

with respect to ε
′ if this neighbor is contained in Nε (p).

Otherwise, the core-distance is UNDEFINED.

Definition 8: The reachability-distance of an object p with

respect to another object o is the smallest distance such

that p is directly density-reachable from o if o is a core

object.

The OPTICS algorithm creates the partial order in the pop-

ulation P, additionally storing the core-distance and a suit-

able reachability-distance for each object. This information

is sufficient to extract all density-based clusterings with re-

spect to any distance ε
′ which is smaller that the generating

distance ε . The result of DBSCAN algorithm applied to

sample population of 1000 2-dimensional points is shown

in Fig. 2.

Fig. 2. Visualization of the DBSCAN algorithm applied to OP-

TICS ordering of simple 2-dimensional data set which consists of

1000 points. OPTICS parameters: minPts = 20,ε = 1.2, the two

clusters was found using DBSCAN with parameters: ε
′ = 0.2

Section 4 describes how OPTICS ordering properties are

used to prevent degradation of areas which have not been

explored during the course of the CSFD search.
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4. Fitness Deterioration

Fitness deterioration is a process of degrading the fitness

function in areas occupied by groups of individuals ob-

tained from clustering (see Subsection 1.3 and references

inside). We suggest to achieve this goal in the CSFD strat-

egy by creating a linear combination of the current fitness

function and crunching functions which approximate the

fitness in subsets of problem domain occupied by clusters.

Let Fk be the fitness function in k-th iteration of CSFD

(i.e., in the k-th execution of the main loop of the Al-

gorithm 3) and C1, . . . ,CMk
be Mk clusters found in k-th

iteration of our sequential niching algorithm described in

Section 2. For each cluster Ci we create the crunching

function gi and then we construct deteriorated fitness Fk+1

(which will be used in the (k + 1)-th iteration) as follows:

Fk+1 = Fk +
Mk

∑
i=1

αigi, (4)

where the selection of the functional coefficients

α1, . . . ,αMk
; αi : D→R+, i = 1, . . . ,Mk depends on the type

of deterioration used and will be described later in Subsec-

tions 4.2, 4.3 (see Eqs. (8), (9), (10)).

The crunching function gi : D→R+ is constructed for each

newly recognized cluster of individuals Ci ⊂ P.

Based on the assumption that clusters lie inside basins of

attraction and that the distribution of individuals inside the

cluster is a good approximation of the shape of the basin

occupied by the cluster, the deterioration algorithm tries

to exploit information provided by the clustering algorithm

and based on that information it augments the fitness func-

tion in order to minimize the probability of finding already

explored basins of attraction in further iterations.

We may ask ourselves why we do not prevent exploration

of basins we found in previous iterations simply by re-

membering the regions occupied by clusters and ignoring

individuals which fall in this regions. The answer is prob-

ably the most important reason why we have chosen fitness

deterioration for this task. We can not prevent individu-

als to explore neighborhood of solutions found in previous

iterations because such approach would cause our meta-

heuristic to loose completeness. If the set of search opera-

tions is not complete, there are points in the search space

which cannot be reached. Then, we are probably not able

to explore the problem space adequately and possibly will

not find satisfyingly good solution. That is why it is better

to use fitness deterioration as a way to discourage rather

then prevent individuals from sinking to the same basins of

attraction twice.

Here we would like to emphasize the fact that the deteri-

oration process does not try to accurately interpolate the

fitness function in the neighborhood of the solution be-

cause it would be very expensive in a high dimensional

spaces. Instead it tries to find simple crunching functions

which would sufficiently degrade the fitness landscape in

the areas occupied by the clusters and then remove the in-

dividuals from these regions in the next CSFD steps with

the sufficiently high (but even less then 1) probability.

4.1. Fitness Deterioration and Clustering

To increase the accuracy of the fitness deterioration pro-

cess we want to use the maximum amount of information

provided by the clustering algorithm. As we mentioned ear-

lier (see the description of the fitness deterioration in Sec-

tion 4) we create one crunching function per cluster which,

depending on the shape of the cluster, may not be very ac-

curate or may even degrade areas of the fitness landscape

which have not been explored yet and potentially contain

valuable solutions. Figure 3 shows cases in which crunch-

ing functions created for extracted clusters strongly affect

regions outside the clusters.

Fig. 3. Example of two clusters returned by the clustering al-

gorithm and corresponding Gaussian crunching functions which

degrade areas distant from clusters.

Fig. 4. With OPTICS ordering we may extract cluster of higher

densities and minimize the impact of the fitness deterioration on

regions outside the clusters (instead of creating one crunching

function per cluster like in figure 3 we extract denser clusters

from the ordering and create crunching function which degrade

only the region occupied by the cluster).

To increase the accuracy of our algorithm we use the fol-

lowing property of the OPTICS ordering:

While creating the ordering, OPTICS constructs

density-based clusters with respect to different

densities simultaneously. OPTICS ordering ac-

tually contains the information about the intrinsic

clustering structure of the input data set (up to

the generating distance ε) (see [19]).

This might be shown for sample data (see Fig. 5) by us-

ing its reachability plot. Once we create OPTICS ordering
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we may easily extract clusters with higher densities by de-

creasing ε and choose clusters for which mean-square error

(MSE) between the actual fitness function and the crunch-

ing function in the areas of clusters is minimal.

Fig. 5. Sample data set of 1500 points and the correspond-

ing reachability plot of the ordered points (shows the reachability

distance of each individual in the data set – horizontal axis cor-

responds to the individuals in the data set and the vertical axis

shows the reachability distance of a given individual) OPITCS

ordering parameters: ε = 1.0, minPts = 30. Cavities in the plot

depict 5 clusters which might be extracted from the data set by

the DBSCAN algorithm using proper value of ε
′ values

The algorithm works as follows (see Algorithm 4): having

the OPTICS ordering of the population returned by the EA

our method iteratively extracts clusters with higher densi-

ties by decreasing the neighborhood radius ε (see Fig. 6),

and then by constructing crunching function for extracted

clusters and checking if the resulting crunching functions

is more accurate than the best found in previous iterations

(MSE comparison).

Algorithm 4 effectively prevents the deterioration process

from destroying the fitness landscape in regions not yet

explored by the CSFD algorithm. Figure 4 shows how the

ε adjustment can improve the shape of the cluster extension

with respect to the initial one (see Fig. 3). To better under-

stand how do we use OPTICS ordering to extract cluster of

higher density see Figs. 5 and 6.

Algorithm 4 : Improving fitness deterioration accuracy

1: ε
′ = ε

2: while ε
′ > treshold do

3: cs← extractDBSCANClustering(ε ′)
4: crunchFs← createCrunchingFunctions(cs)
5: mse← getMSE(crunchFs,currentFitness,cs)
6: if mse < minMSE then

7: saveBestCrunching(mse,crunchFs)
8: end if

9: ε
′← ε

′ ∗ 0.8
10: end while

Fig. 6. Extraction of clusters from the data set presented in

Figure 5 using DBSCAN algorithm with ε
′ = 0.15. The value of

ε
′ is marked on the first plot which shows reachability distances

and the “cut off” clusters

4.2. Basic Scheme

The basic version of our deterioration algorithm is as fol-

lows. For each cluster C generate a multidimensional Gaus-

sian function g : V → R+

g(x) = Fk(xmax)exp

(

−
1

2
(x−m)T

Σ
−1 (x−m)

)

, (5)

where Fk is the fitness function in k-th iteration of the CSFD

algorithm, xmax is the fittest individual from the cluster,

the m is the cluster’s centroid (mean phenotype of individ-

uals belonging to C) and Σ is unbiased sample covariance

38



Improving Population-Based Algorithms with Fitness Deterioration

matrix estimated from the cluster population by the Eq. (6)

(see e.g. [21])

Σ =
1

Card(C)−1
∑
x∈C

(x−m)⊗ (x−m) , (6)

where ⊗ stands for the tensor product symbol. Please, no-

tice, that the sum in Eq. (6) is spanned over all individuals

belonging to the cluster C, i.e., the phenotype x might be

counted more than once, if is repeatedly represented in C.

Fitness function in the (k +1)-th iteration is obtained from

the Eq. (4) by seting αi ≡ 0, i = 1, . . . ,Mk.

Big advantage of this algorithm are simplicity and speed.

However, this version may cause strong deformation of the

fitness landscape in areas which are distant from the already

found clusters, which is unacceptable. To overcome this

issue we developed so called weighted scheme described in

the next subsection.

4.3. Weighted Scheme

This type of fitness deterioration is more accurate and is

likely to produce more stable fitness that basic scheme,

cause the latter may produce sharp peaks in the fitness

landscape, because of the very aggressive fitness degen-

eration. Weighted scheme is also more complex cause it

generates more computationally intensive fitness functions.

Initial steps are the same as in basic scheme, we create

multidimensional Gaussian function for each cluster. What

is different is how we compute the new (deteriorated) fitness

is the following way

Fk+1(x) = Fk(x)+
Mk

∑
i=1

αi(x)gi(x), (7)

where the α-coefficients are given by the following equa-

tions
α1(x)+, . . . ,+αMk

(x) = 1, (8)

αi(x) = ξ (x)

(

1

ri(x)

)

, (9)

1

ξ (x)
=

1

r1(x)
+, . . . ,+

1

rMk
(x)

, (10)

where ri(x) = ‖x−mi‖ is the distance between x and the

Ci centroid mi (see Fig. 7). So in order to compute fit-

Fig. 7. The coefficient αi is inversely proportional to the distance

from the center of cluster Ci to the x. αi may be seen as the

impact Ci has on x.

ness for a given individual x (more correctly for ph(x))
we have firstly compute distances ri(x). Then we compute

ξ (x) from the Eq. (10), next the α-coefficients from the

system Eqs. (8) and (9), and finally the fitness value from

Eq. (7). α-coefficients are computed separately for each

new individual and this is why this method is more costly

than the previous one.

From the Eqs. (7)–(10) it is clear that regions of do-

main which are distant from clusters found in previous

iterations of the algorithm are very little affected by the

crunching functions which is a big advantage over the ba-

sic scheme. However, experiments shows that the basic

scheme yields very good results and is preferable over the

weighted scheme due to the lower computational cost of

the former.

4.4. Crunching Function Adjustment

Because of the fast convergence of populations generated

by the GA algorithm to the local solutions and the features

of the Algorithm 4 used to increase accuracy of the de-

terioration process, clusters sometimes become very dense

in areas close to the local minimizers. Gaussians created

for such clusters does not approximate a basin of attraction

well, speaking informally: Gaussian functions created for

such clusters consist of high and thin peaks which deterio-

rate only the area inside the cluster, only the narrow basin

of attraction in which the cluster resides. To overcome this

issue we developed so called Crunching Function Adjust-

ment (CFA) algorithm described below.

We use sample covariance matrix as an estimator (see [21]),

which is extremely sensitive to outliers. However we may

take this property as our advantage and incorporate it CFA

algorithm. Having given a cluster of points the CFA algo-

rithms works as follows:

• We estimate the covariance matrix Σ and then com-

pute its N eigenvectors (N = dim(V ) is the dimension

of the problem space). They are ortogonal one to

each other and define the orientation of the Gaussian

“bell”.

• For each eigenvector vi we generate two points pi, pi

called leading marks

pi = m+
√

λi vi.

pi = m−
√

λi vi. (11)

where m ∈ V is the cluster’s centroid and λi is an

eigenvalue of the eigenvector vi.

• Then we add these 2N generated leading marks to the

initial multiset which constitute a cluster, and com-

pute new covariance matrix.

• Because the sample covariance matrix is very sensi-

tive to leading marks, the resulting covariance matrix

produces a Gaussian function whose “bell hypersur-

face” is more stretched in directions of eigenvectors.
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Please notice, that the improvement introduced above is

purely heuristic, having no precise mathematical motiva-

tion. It was designed only for deterioration performed by

Gauss functions and positively verified for 2D benchmarks

(see Subsection 5.2) so its usefulness in other cases in un-

known.

Remark 1: The whole consideration leading to define

CSFD was performed for GOPs of finding local/global min-

imizers. It can be easily reformulated for GOPs of finding

local/global maximizers for which the equivalent minimiza-

tion problem can be established. In this case the landscape

deterioration consists in “leveling hills” instead of “filling

valleys”. The particular class of such maximization GOPs

is associated with continuous objectives (fitnesses) F de-

fined on compacts in RN . In such cases we can set the

new fitness as −F plus the maximum value of F over the

search domain in order to obtain the equivalent minimiza-

tion problem.

5. Experiments and Comparison

with other Algorithms

The aim of our experiments is to show the efficiency of

the Cluster Supported Fitness Deterioration CSFD in find-

ing basins of attraction of local solutions. We also want

to present a simple comparison with other strategies, espe-

cially the ESSS-DOF [9] described in Subsection 1.3.

5.1. Genetic Engine

The CSFD strategy uses the Simple Evolutionary Algorithm

(SEA). In contrast to the Simple Genetic Algorithm (SGA),

SEA uses a real values as a parameters of the chromosome

in populations without performing coding and encoding

process before calculates the fitness values of individuals

(see e.g. [3]). Namely, SEA is more straightforward, faster

and more efficient than SGA.

We use the standard genetic operators for real-valued rep-

resentation:

• Crossover: Y = x1 + N(mean,σc)(x2 − x1), where

x1,x2 are individuals, N(mean,σc) stands for the

multivariate normal distribution, mean = x1+x2
2

is

a [x1,x2] centroid, σc is the parameter used to control

exploration and exploitation of the SEA.

• Mutation: y = x+N(0,σm), where x is the individual

to be mutated, σm the configurable mutation param-

eter.

We want the genetic engine to be cheap and converge very

quickly to local solutions, so we may efficiently deterio-

rate found basins of attraction in subsequent iterations. To

improve the convergence of the population maintained by

SEA we use proportional selection and we increase the ex-

ploitation capabilities of the SEA using proper parameters,

usually: σc ∈ [0.1,0.3], σm ∈ [0.4,1.0], depending on the

problem.

5.2. Test Functions

In order to visualize the deterioration process we use three

2D test functions:

• Rastrigin:

F(x) = 20 + ∑
2
i=1(x2

i −10cos(2πxi)) (12)

for x1,x2 ∈ [−4,4].

• Langermann:

F(x) = ∑
5
j=1 c j exp(− 1

π
((x1−a j)

2 +(x2−b j)
2 ))

cos(π ((x1−a j)
2 +(x2−b j)

2 ))+ 5,

a = (3,5,2,1,7), b = (5,2,1,4,9), c = (1,2,5,2,3)
(13)

for x1 ∈ [0,4], x2 ∈ [−1,3].

• Griewangk:

F(x) = 1
4000 ∑

2
i=1 x2

i − Π
2
i=1 cos

(

xi√
i

)

+ 1 (14)

for x1,x2 ∈ [−4,4].

W decide to handle maximization GOPs associated with

benchmarks Eqs. (12), (13), (14) because their results can

be more expressively presented then the equivalent mini-

mization ones. The CSFD instance dedicated to maximiza-

tion problems were utilized (see Remark 1).

5.3. CSFD Initial Parameters

In each of the tests we use the same set of initial values

for algorithm’s parameters. The Cluster Supported Fitness

Deterioration needs the following parameters to be config-

ured:

• popSize – population size of the genetic engine used

in CSFD; it is advisable to use small population

to minimize the fitness computation costs; usually:

40 ≤ popSize ≤ 100.

• ε and minPts – OPTICS generating distance and min-

imum number of points in ε-neighborhood (see Sub-

section 3.1); the values for the ε should be ’large

enough’ to allow the the creation of proper order-

ing, usually ε ∈ [0.5,1.0] depending on the selection

pressure. minPts should be chosen as follows:

minPts =











popSize
4

if 10≤ popSize
4
≤ 20

10 if
popSize

4
< 10

20 if 20 < popSize
4

.

(15)

• σc and σm – standard deviations used for the

crossover and mutation respectively (see Subsec-

tion 5.1).

• mutationProb – mutation probability (crossover is al-

ways performed).
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Fig. 8. Original (at the top) and detoriated fitness landscape: (a) of the Rastrigin function seen in the 33th, 45th and 64th interation of

the CSFD strategy respectively. Parameters: ε = 0.7, minPts = 12, popSize = 50, σc = 0.1, σm = 0.5; (b) of the Langermann function

seen in the 1th, 8th and 16th interation of the CSFD strategy respectively. Parameters: ε = 0.7, minPts = 12, popSize = 80, σc = 0.1,

σm = 0.5; (c) of the Griewangk function seen in the 21th, 51th and 69th iteration of the CSFD strategy respectively. Parameters: ε = 0.7,

minPts = 12, popSize = 50, σc = 0.1, σm = 0.5.

5.4. Efficiency Measures and CSFD Results

We will use two simple measures in order to evaluate the

deterioration quality. The first one was the number of rec-

ognized basins of attraction NBA. The basin of attraction of

the local maximizer is considered as recognized by CSFD

if the cluster of individuals was established and the cluster

extension is wholly included in the basin.

The second measure, called the degree of deterioration

DoD, is defined by the following formula:

DoD =
Fmax

0 −Fmax
M

Fmax
0 −Fmin

0

, (16)

where M is the number of iterations performed by the CSFD

strategy, Fmax
0 denotes the maximum value of the fitness

at the beginning of the algorithm (0-iteration), similarly

Fmin
0 is the minimum value of the fitness function at the

beginning of the algorithm and Fmax
M is the maximum value

of the fitness in the last iteration of the algorithm. DoD

might be also expressed in percentage.

Table 1

Results of experiments (CSFD algorithm)

Function NBA DoD

Rastrigin 64/64 0.64

Langermann 16/18 0.59

Griewangk 4/4 0.84

CSFD was run several times for each of the objective

Eqs. (12), (13), (14). The most typical behavior of this
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strategy in case of each objective are depicted in Fig. 8.

Moreover Table 1 gathers the metrics values for these com-

putations.

The best performance was obtained for the Griewangk

benchmark for which all local maxima were encountered

and for which the maximum degree of fitness leveling 84%

was obtained. All local maxima were also recognized in

the case of the Rastrigin function, but the degree of deterio-

ration was only 64%. The Langermann benchmark became

most difficult for CSFD, since the degree of deterioration

was only 59% and two basins of attraction (out of eighteen

ones) remained unknown.

5.5. Comparison with other Algorithms

Experiments were also performed to investigate the per-

formance of ESSS-DOF strategy (see Algorithm 1). This

strategy was implemented according to the description con-

tained in [12], [13]. Similarly as in the case of CSFD,

ESSS-DOF was run several times for each objective

Eqs. (12), (13), (14). Its most typical behavior is illus-

trated in Fig. 9. These snapshots show the iterations in

which fitness was degenerated (i.e., when trap test proce-

dure indicated that the population converged to the local

solution).

Table 2 shows the comparison of metric values obtained by

both ESSS-DOF and CSFD. Here we will say that ESSS-

DOF recognizes the basin of attraction if the deterioration

component Eq. (1) with the center in its area was intro-

duced.

Table 2

Comparison of ESSS-DOF with CSFD algorithms

ESSS-DOF CSFD

Function NBA DoD NBA DoD

Rastrigin 8/64 0.14 64/64 0.64

Langermann 9/18 0.36 16/18 0.59

Griewangk 4/4 0.60 4/4 0.84

The current ESSS-DOF implementation never found all

basins of attraction and the DoD measure obtained was

significantly worst.

We may observe that the ESSS-DOF is efficient only for

simple multi-modal functions with small amount of solu-

tions in the problem domain (e.g., Griewangk function, see

Fig. 9(c)), but it performs badly for more complex prob-

lems (e.g., Rastrigin function, see Fig. 9(a)). This might

be attributed to the fact that the fitness deterioration in

ESSS-DOF strategy is inaccurate due to the lack of con-

straints which might prevent degradation of a large area

of the domain. For highly multimodal problems the sam-

ple might be spread across many neighboring basins of

attraction, which is deceptive for the trap test procedure

and causes the Gaussian function to degrade to large area,

including unexplored regions of the search space. Strong

degradation of the large area of domain prevents the search

process from finding new promising individuals, which fol-

lows from the stopping criterion of ESSS-DOF (see Sub-

section 1.3) resulting in the premature termination of the

algorithm.

On the other hand the CSFD strategy which includes ac-

curate clustering strategy may properly handle the situation

in which individuals from the population reside in many

basins of attraction. The algorithm is able to locate clusters

separately in each basin, rejecting the “noisy” individuals

and perform deterioration only in the areas of cluster ex-

tensions, which allow for successive search in unexplored

regions.

A further advantage of CSFD algorithm compared to ESSS-

DOF and other sequential niching methods is that the CSFD

is resistant to small changes of the input parameters (speci-

fied in Subsection 5.3). Roughly speaking, there are a wide

range of initial parameters for which we may expect the al-

gorithm to be effective. Choosing reasonable values for

σc and σm, and OPTICS parameters as specified in Sub-

section 5.3, would very likely yield a good results.

6. Conclusions

• Sequential niching with fitness deterioration is one

of the most promising stochastic strategies for ana-

lyzing multi-modal global optimization problems in

the continuous domains embedded in vector metric

spaces.

• Existing instances of the strategy mentioned above

exhibits several disadvantages: huge memory com-

plexity of memorizing deteriorated regions (e.g.,

CGS with raster clustering); unsatisfactory accuracy

of the fitness approximation that lead to the incorrect

deterioration and finally may lead to removing indi-

viduals from unchecked areas or the multiple check

of non-promising areas already browsed; dependency

on the evolutionary technique used.

• The discussion presented in Subsections 1.3, 1.4, 1.5

clearly shows the way of necessary improvements.

The proposed deterioration strategy CSFD combines

the low memory complexity of the exponential fitness

improvement with the accuracy of clustering based

techniques.

• The CSFD performs very well for 2D complex multi-

modal functions like the ones used for testing (see

Subsection 5.2) being also well suited to detect the

basins of attraction of the local and global extrema

as specified in Subsection 5.5. Exhaustive testing for

higher dimensional problems will be the subject of

future research.

• Performed experiments show that we can expect sat-

isfactory results when the GA utilizes genetic oper-

ators based on the normal distribution. Fitness pro-

portionate selection causes satisfactory convergence

to local solutions and the normal distribution based

reproduction operators tends to produce populations

with useful information about fitness landscape.
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Fig. 9. ESSS-DoF original (at the top) and detoriated fitness landscape: (a) of the Rastrigin function; (b) of the Langerman function;

(c) of the Griewangk function. Parameters:p = 5%, ntrap = 30, σc = 0.1, σm = 0.4.

• The Hierarchical Genetic Strategy (HGS) (see [10],

[16], [22]) would be very efficient from the stand-

point of the deterioration process. This strategy per-

forms an efficient concurrent search in the optimiza-

tion landscape by many small populations. Creation

of these populations is governed by dependent ge-

netic processes with low complexity. Moreover, HGS

is likely to find many solutions in a single run of the

algorithm and that the hierarchy of populations gen-

erated by the algorithm are rapidly convergent.

• High accuracy of deterioration offered by the CSFD

results from the positive synergy of two mechanisms:

clusters obtained from the modified OPTICS (see Al-

gorithm 4) and improved by leading marks approxi-

mate well basins of attraction of local/global extrema;

the form of the weighted deteriorartion function (7)

and form of weights (see formulas (8), (9), (10))

maximizes the effect of deterioration over the area

of cluster extensions i.e. the area of basins of ex-

trema already recognizes and prevent degradation of

unexplored regions.

• Algorithm 4 which increases fitness deterioration ac-

curacy performs well also in cases when the clusters

are not convex e.g., for Langermann function (see

Fig. 8(b)).

• Sequential niching obtained by CSFD preserves the

asymptotic guarantee of success. The probability of

sampling is significantly decreased over the cluster

extensions but still greater then zero, so this regions

are not excluded from future sampling, even in case

of inaccurate deterioration. It seems to be the ad-

vantage over the sequential niching based on “tabu”

techniques.
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• A simple comparative 2D tests shows superiority

of CSFD over the ESSS-DoF strategy. It is caused

mainly by using the accurate clustering strategy OP-

TICS that allow for precise location of the central

parts of basins of attraction of local solutions and

then perform fitness deterioration only in these ar-

eas. This feature prevents the premature termination

allowing the further search in the unexplored regions.
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Abstract—In this paper a new approach to evolutionary con-

trolled creation of electronic circuit connection topology is

proposed. Microwave circuits consisting of a tree like con-

nection of ideal transmission lines are considered. Assum-

ing that a reasonable number of transmission lines in a tree

network ranges from 10 to 100, the number of connec-

tion combinations is immense. From the engineering practice

comes the hypothesis that any device can be decomposed into

some functional building blocks consisting of one to dozen

transmission lines. The variety of linking combinations in

a tree with a limited depth is confined to hundreds or thou-

sands of shapes. Therefore we can decrease the dimension-

ality of research space, applying evolution to building blocks

only. Evolutionary algorithm (EA) which processes simulta-

neously the population of λλλ functional blocks and population

of µµµ circuits is proposed. A µ, λµ, λµ, λ selection scheme with tour-

nament together with specific encoding of solutions, and cus-

tom operators is implemented. The µ, λ , αµ, λ , αµ, λ , α EA was tested on

an example of the design of a microwave transistor matching

circuit.

Keywords—evolutionary algorithm, matching networks, mini-

max algorithm.

1. Impedance Matching Problem

The key issue in microwave circuit design is the match-

ing problem. Microwave power, generated by sources

(e.g., AC voltage generator) should be delivered to loads

(e.g., antenna, microwave oven) with minimal losses, in the

specified frequency band. Both the source and the load are

characterized by their admittances Yg( f ) and Yl( f ), respec-

tively. Admittances, in general, are complex numbers, with

real and imaginary parts called conductance and suscep-

tance, respectively. In the ideal case of perfect matching,

without losses, it holds:

Yl( f ) = Y ∗
g ( f ) . (1)

The matching network, shown in Fig. 1, is used to transform

load admittance to fulfill condition (1).

Frequently, for passive circuits, source susceptance is small

and can be neglected, while source conductance is con-

stant. The procedures for matching some real to real admit-

tance are well known [1]. The general problem of com-

plex admittance matching is very hard to solve. Practi-

cally, only numerical optimization can be applied in that

case. In general, load susceptance should be compensated,

and load conductance should be transformed to source

conductance.

Fig. 1. General representation of a two-port matching network.

The quality of a device is usually defined by means of power

loss through an input reflection coefficient. The reflection

coefficient equals the square root of the ratio of power de-

livered to the load to power generated by the source. As-

suming that transformed input admittance is equal to Y ( f ),
reflection coefficient Γ( f ) is given by:

Γ( f ) =
Y ∗

g ( f )−Y ( f )

Y ( f )+Y ∗
g ( f )

. (2)

In order to design an optimal circuit, the following mini-

max problem should be solved:

minimize (by changing parameters of elementary blocks)

{maximum of |Γ( f )| in the given frequency band} .
(3)

High frequency (from megahertz to terahertz) impedance

matching networks (which are mostly used in amplifiers

and splitters) are usually designed as a cascade connec-

tion of elementary blocks (shown in Fig. 2), mostly uni-

form transmission lines [1]. The number of elementary

blocks of the cascade is set initially. Only transmission

line parameters undergo optimization. The cascade trans-

mission device is usually easy to design, although expen-

sive in manufacturing, for it needs thin and long substrate

and case.

More compact, lightweight packaging can be used when the

circuit is synthetized as a hybrid structure, which example

is shown in Fig. 3.

Intuitively thinking, a wider frequency band and compact-

ness can be achieved with a branching-out, tree-like connec-

tion of transmission lines. An example of the tree matching

network is shown in Fig. 4.
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Fig. 2. Cascade two-port matching network.

Fig. 3. Hybrid two-port matching network.

Fig. 4. Tree two-port matching network.

2. Topological Synthesis

of a Tree-Shaped Structure

Evolutionary algorithm (EA) can be used as a very effi-

cient tool for topological synthesis of tree devices. It pro-

duces the shape of a tree, which parameters (impedances

and lengths of a uniform transmission line) are further op-

timized by a mini-max algorithm. In [2], EA with problem

specific evolutionary operators, operating on a tree, was

presented. The algorithm was based on the µ + λ selec-

tion scheme together with specific encoding of solutions.

Each allele was coded as a node of the tree with links

to connected blocks (nodes). Evolutionary operators: per-

turbation, contraction, expansion were designed to operate

with a single allele (transmission line or line termination)

uniformly within the whole tree. The recombination was

defined in a similar way to a one-point crossover. The

algorithm was tested with success. Several new topolo-

gies for networks matching real source to real load were

generated.

Wideband transistor matching usually imposes higher de-

mands than in the case of real-to-real admittance matching.

The real part of CHH 27060 transistor input impedance,

shown in Fig. 5, ranges from 200 to 377 Ω. Assuming that

the imaginary part was compensated, we must match the

varying ∼300 Ω load to the 50 Ω source in a 4–6 GHz

band. It’s like solving a very hard NP-complete problem.

Very good matching (with a reflection coefficient better

than 0.1) is achieved in a very narrow frequency band like

5.45 –5.55 GHz. In practice, the reflection coefficient better

than 0.31 (one tenth of power lost) is sufficient.

Fig. 5. CHH 27060 transistor input admittance.

Tree µ +λ EA [2] applied to the CHH 27060 complex load

matching usually fails. This phenomenon is mostly caused

by the failures of a fitness evaluation method. The pres-

ence of poles in the circuit response characteristics causes

premature convergence of a mini-max solver. Therefore lo-

cal optimization should be performed initially for a very

narrow frequency band, in order to find a feasible starting

point. Later, the frequency band can be widened, unless

the quality criteria (acceptable power loss) is fulfilled.
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Still, after the implementation of fitness evaluation with an

expanding bandwidth, µ + λ EA saturates after dozen of

generations and the final solution is not promising. EA very

seldom generates branching out structures. More likely,

EA ends with a cascade or hybrid topology. The change

to µ , λ selection scheme improves convergence, although

generated topologies are still unsatisfactory.

The averaged results of 12 ES simulations are shown in

Figs. 6–8.The bandwidth starts with 20% of a desired fre-

quency band (5.4 – 5.6 GHz). After the success of mini-

max optimization (when fitness is below acceptable power

loss level) the frequency range is incremented by 10%

(±0.1 GHz). The chromosome is qualified according to

its bandwidth. In the case of equal bandwidths of the cir-

cuit, the value of the reflection coefficient takes the role of

fitness (the lower, the better).

Fig. 6. Maximal and average relative bandwidth versus genera-

tion number.

Fig. 7. Maximal and average reflection coefficient versus gener-

ation number.

Initially, the device is growing. At about 20th generation

the number of transmission lines is very close to its limit

(100). After that time neither bandwidth nor power loss is

improving. On the contrary, we can observe circuit “col-

lapse” and loss of performance. Analyses of topologies

generated by EA show that initially various tree structures

are generated. However, later cascade type topologies are

growing faster than branches. The structures created by mu-

tation and recombination operators from “branching out”

trees are often unusable due to the presence of poles and

therefore eliminated. After 20–30 generations only cascade

Fig. 8. Average number of transmission lines in chromosome

versus generation number.

or hybrid individuals are processed. At the end of opti-

mization, high contraction pressure (the optimal number of

transmission lines is assumed to be 50) causes population

degradation.

3. Building Block Hypothesis of a Tree

Shaped Structure

The tree-shaped matching circuit can be decomposed to the

structure shown in Fig. 9. It consists of a main path con-

necting input (source) with an output (load), called stem,

and branches connected to the stem.

In every electronic device some parts of the circuit play

different roles. The stem is usually responsible for match-

ing the real part of load admittance, while branches add

some susceptance compensating load susceptance. A sub-

circuit connected with a load is usually responsible for out-

put matching. In more complicated devices, like a diplexer

(a multiband filter-splitter), every branch is responsible for

transmission in one frequency band. Each block plays its

role. We may expect that the whole circuit can be assem-

bled from more or less complex building blocks.

Sensitivity analysis shows also that some blocks strongly

affect some aspects of overall performance, while others

do not. Uniformly acting evolutionary operators are in this

case strongly overloaded. Therefore building blocks should

be divided into two classes: stems and branches. Evolu-

tionary operators should be “tailored” to the role of the

block.

An evolutionary algorithm, with µ , λ , selection, based on

a concept of building blocks, was created. The µ , λ , α

EA processes two sets of circuits, the first set consisting of

stems and branches, called block library, and the second –

population of chromosomes. A chromosome consists of

one stem and several branches taken from the block library.

The number of blocks in the library is limited to some

number α . The initial population and the block library are

generated randomly.

Specialized evolutionary operators are used during opti-

mization. There are two types of mutation. The first one
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Fig. 9. Steam/branch topology.

Fig. 10. Various branch topologies.

flips characteristic impedance of the line from low to

high impedance. The second type, which is called meta-

mutation, exchanges the whole side branch with the one

randomly drawn from the library. Recombination (similar

to the two point crossover) can be used only for two stems

or two branches.

Contraction or expansion removes or adds a single trans-

mission line, respectively. Contraction and expansion prob-

abilities depend on the number of transmission lines in the

circuit in order to keep the circuit size within a 10 to 100

elements range. Meta contraction or expansion removes or

adds the whole branch (which is drawn from the library),

respectively.

Newly created blocks are copied to the offspring library.

Parental chromosomes and library blocks are either erased

(µ , λ strategy) or copied (µ + λ strategy) to the offspring

population and the offspring library, respectively.

Population is evaluated with local optimization [2], using

a mini-max solver. Each chromosome is assigned a reached

bandwidth and a final reflection coefficient. Library blocks

are also qualified. Each one is assigned fitness equal to the

fitness of the best chromosome, where the block is used.

Two or three member tournament is used for selection, sep-

arately within the population and the library. The blocks,

used in population after selection, are automatically pre-

served.

Practical realization of the algorithm (µ = 16, λ = 64,

α = 64) applied to the CHH 27060 transistor matching

shows overwhelming superiority of the functional blocks

approach. A relative bandwidth of 50% (5.25– 5.75 GHz)

is frequently achieved after 15–16 generations for accept-

able power loss. Usually, after 4–5 generations the popu-

lation consists mostly of very good individuals (with 40%

or more relative bandwidth).

An example of one of the generated topologies and its fre-

quency response are shown in Figs. 11 and 12, respectively.

Fig. 11. Example of 5.25 – 5.75 GHz matching circuit.

Fig. 12. 5.25 – 5.75 GHz matching circuit frequency character-

istic.
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It was observed that branches stored within the library are,

after the initial period, only slightly modified. The tree

topology usually remains untouched, only the number of

cascaded sections in arcs is changing. Most likely, all im-

provement is achieved thanks to stem expansion and meta-

mutation. It seems also that some blocks behave better at

a given location inside the network than at another. There-

fore we may suspect that EA can be used for the extrac-

tion of functional blocks responsible for a certain aspect

of circuit behavior. Topologies from classes of functional

blocks extracted with EA can be then used in initializing

the block library.
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Abstract—Chemical synthesis of nucleotide chains is very er-

roneous for long sequences. Often a gene is constructed from

short fragments joined with the use of complementary helper

chains. The number of possible potential solutions for a long

gene synthesis is very large, therefore a fast automated search

is required. In the presented approach a modified method

of long DNA construction is proposed. A computer program

that searches for an optimal solution in the space of poten-

tial synthesis methods has been developed. This software uses

an evolutionary algorithm for global optimization and a hill-

climbing algorithm for local optimization. The long DNA con-

struction method was tested on random sequences. The results

are very promising. The next step is to perform experiments in

a biotechnological wet laboratory involving DNA strand syn-

thesis using the method designed by the presented software.

Keywords—bioinformatics, gene synthesis, optimum searching.

1. Introduction

The deoxiribonucleic acid (DNA) strand contains the ge-

netic instructions of majority of living organisms. A need

for artificial synthesis of these strands is important in biol-

ogy and medicine.

A DNA molecule is formed from two separate DNA

strands. Each strand may be viewed as a sequence of

nucleotides or bases, in which nucleotides are as follows:

adenine, cytosine, guanine, and thymine. Two strands are

connected by hydrogen bond and this connection is selec-

tive – adenine bonds only with thymine and guanine bonds

with cytosine. This specific interaction between base pairs

is called complementarity, it is critical for all the functions

of DNA and makes the information in the double-stranded

DNA molecule duplicated on each strand. The nucleotide

has a natural orientation denoted (according to chemical

convention) as 5’ and 3’ end.

The DNA strand contains genetic information which en-

codes an amino acid sequence used for protein synthesis.

There are 20 amino acids encoded by the sequence of three

nucleotides (43 = 64 possible triplets), called codons. The

genetic code is redundant because most amino acids can

be encoded in several ways. This redundancy is essen-

tial in gene (protein-encoding molecule) synthesis since the

DNA sequence can be modified for easier assembly with-

out changing the genetic information. However it must

be remembered that the frequencies of codons should sat-

isfy particular preferences of the host (organism used for

biosynthesis).

A DNA molecule of a given sequence could be chemically

synthesized by repeatedly adding nucleotides [1]. To obtain

a desired molecule, nucleotides that have protection groups

are sequentially coupled to the growing chain in the order

required by the sequence of the product. Despite the yield

of this step is about 98%, the length of created strand is

limited to 70 base pairs (bp) [2]. This restriction is signif-

icant for many biological and medical processes, e.g., for

peptide biosynthesis because genes length is usually greater

than 300 bp, typically 1000 bp.

Long DNA molecules synthesis techniques have been de-

veloped to obtain such molecules from smaller parts.

A method of long DNA molecule construction from smaller

DNA molecules is called protocol. Polymerase cycling

assembly (PCA) is the most widely used technique [3],

[4], [5] to produce long (e.g. 1000 bp) DNA chains. This

technique uses the same reactions and reagents as poly-

merase chain reaction (PCR), but additionally the DNA

polymerase [2] amplifies a complete sequence of DNA, as

depicted in Fig. 1. The typical length of a fragment is 50 bp

and the overlapping area is 20 bp. The correct syntheses

of 800 bp strands have been reported [6].

Fig. 1. The polymerase cycling assembly (PCA) used to create

long DNA molecules from smaller parts. The shorter fragments

are chemically synthesized, then create a longer molecule (hy-

bridization), next DNA polymerase produces a complete sequence

of DNA, then PCR with specific starters (primers) amplifies the

long DNA strands. Finally, the isolation based on molecule length

is performed. The fragments of complementary strand are denoted

using a prime symbol.

In the presented solution we consider protocols different

from PCA. Shorter fragments are separately chemically

synthesized, as in the PCA, but the possibility of synthe-
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sizing the parts of different length as well as carrying out

the reaction at a decreasing temperature [7] is considered.

Next, we accept changes in the resulting sequence if these

changes do not affect the protein sequence, i.e., we include

the possibility of codon substitution. Finally, the possibil-

ity of performing the reaction in separate tubes and then

joining the results is considered. Our application generates

a much larger number of protocols to synthesize a given

strand than a typical PCA oriented algorithm. Each pro-

tocol is assigned a quality measure, which is optimized in

the space of protocols using a combination of evolution-

ary algorithm for global optimization and a hill-climbing

algorithm to perform fine tuning.

2. Synthesis Protocols

The base synthesis protocol consists of fragments of the

desired DNA strand (molecules labeled A, C, E, G in

Fig. 2) and the helper chains (molecules from complemen-

tary strands: B’, D’ and F’ in Fig. 2). The helper chains

are complementary to the two adjacent fragments and are

used for joining.

Fig. 2. Long DNA base synthesis protocol. Shorter fragments

are chemically synthesized, then during hybridization and liga-

tion the longer molecule is formed, finally PCR with specific

starters (primers) amplifies the correct DNA strands. If a correct

molecule cannot be created because the fragments fold in an in-

correct way, the reaction is performed in separate tubes (complex

protocol).

Every pair of DNA strands (also of a single strand) folds

in the temperature dependent on its nucleotide sequences,

therefore the idea is to start from the temperature high

enough to unfold all the fragments and then gradually de-

crease it so that strands can join, as shown in Fig. 3.

Of course, there is no guarantee for every set of frag-

ments that they will join in a desired order. We examine

every possible pair of strand from the solution – both frag-

ments and helper chains – including pairs consisting of two

identical molecules (fragment with itself). These examina-

tions use DNA secondary structure prediction algorithms,

which tells us how the strands can fold and what tem-

perature is needed to unfold them. The results ordered by

Fig. 3. Temperature in probe during synthesize reaction. Firstly,

dilution is heated to denaturate, then cooled slowly.

the descending temperatures define the sequence of strands’

foldings.

It is desirable that each time the fragments in solution are

either correctly folded or unfolded. The correctly folded

fragment is created by a pair that folds into a coher-

ent double-stranded structure with dangling single-stranded

ends. If the pair contains a strand that is already folded,

then it all combines into one structure, i.e., into a single

fragment with two adjacent helper chains or two fragments

connected by the helper chain. Ultimately, the whole long

DNA strand is composed and can be subjected to further

treatment i.e., to build bounds between the chains by DNA

ligase, as shown in Fig. 2.

Simulations for the base protocol for random sequences

of length 60 – 80 bp have shown that about 1% of pos-

sible synthesis protocols are proper. In these simulations,

we assume that the random sequence is created from 3

strands, two fragments and one helper chain. The frag-

ments were calculated by drawing, with uniform distribu-

tion, the position on the input sequence that divides it into

two subsequences of length 20 – 40 bp. The helping chain

was complementary to a region near this position. Most of

base protocols are unsuitable for the synthesis due to incor-

rect foldings. Fortunately the number of good solutions can

be increased by extending the base protocol to a complex

one. Long strand assembling can be done in steps, as shown

in Fig. 4. In each step, conflicting strands (i.e., strands

forming improper pair) are separated into different probes

Fig. 4. Long DNA complex protocol, the multiple tubes are used.
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so the base protocol can be applied for each probe. Chains

formed by the base protocol become the input strands for

the next and the procedure is repeated until a full long

strand is obtained.

In order to determine the percentage of proper solutions five

random sequences were generated. For each sequence four

ranges of fragment length were considered: 6 – 12, 10 – 20,

14 – 28, 20 – 40. For every variant sequences were trun-

cated to the length allowing them to be constructed from

a given number of fragments. For each case (i.e., fragment

length: 10 – 20, three fragments, first sequence truncated

to 45 nucleotides) 10,000 solution candidates were random-

ized, simulated and searched for proper base protocols. The

considered sample was relatively small, therefore the results

for different variants of simulations were strongly dispersal,

but some trends were visible. As it can be seen in Table 1,

with the increase of the fragmentation size, the percent-

age of proper solutions strongly decreases. However, the

contribution of complex protocols to all proper protocols

grows.

Table 1

Percentage of proper solutions

Number Base protocols Complex protocols

of fragments [%] [%]

2 5 – 20 0

3 0.2 – 5 0.02 – 0.5

4 0.05 – 0.3 0.02 – 0.25

5 0 – 0.1 0.01 – 0.13

The simulations revealed that the number of proper proto-

cols grew insignificantly. The reason for this poor result

lies in the length of helper chains in the consecutive steps.

Probability of folding increases with the total length of cor-

responding strands, therefore two fragments are more likely

to fold with each other than with the helper chain which is

at least two times shorter. The solution to this problem is

to replace helper chains with longer ones and, eventually,

synthesize them in separate probes as well. As the next

simulations indicate, this strategy induced the increase of

the number of proper protocols by up to 50% for proto-

cols with 3 fragments and more for a larger number of

fragments.

Obviously, the complex synthesis protocol is more expen-

sive than the base synthesis protocol. The execution of

each step in the laboratory takes about 24 hours, multiple

probes are needed and the number of required nucleotides

is noticeably greater.

3. Implementation Issues

The application searches the synthesis protocol in the space

of possible basic and compound protocols using a combi-

nation of evolutionary algorithm and a hill-climbing algo-

rithm.

3.1. Evolutionary Algorithm

Intuitively, the synthesis protocol is a solution candidate

(individual) for the evolutionary algorithm [8]. The indi-

vidual is represented by the target DNA strand (in a form

of sequence of nucleotides), the collection of positions de-

scribing the places of fragments separation and the collec-

tion of helper chains. This set of data should meet the con-

straints on minimum and maximum strand length. There-

fore, the initial population is a set of protocols which differ

in three aspects:

– codon sequence (nucleotide sequence encoding given

peptide),

– chain fragmentation,

– helper chain selection.

The initiation process first creates a the target DNA strand.

The codons were chosen randomly with uniform distribu-

tion. Next, places of fragments separation are chosen ran-

domly, with uniform distribution, having regard to the min-

imum and maximum length of the fragment. Finally, the

helper chains are calculated, their length is also random

(uniform distribution). There is an option not to randomize

a codon sequence, but to optimize it earlier with the use of

local search – the decision is left for the user.

All individuals are chosen for reproduction. Every parent

produces a single mutated child by choosing, with the equal

probability, one of the following transformations:

– replacement of the random nucleotide triplet from the

sequence (change a codon),

– increment or decrement of a random position describ-

ing the separation into fragments (one fragment is

shortened and the other is extended),

– one helper is shortened or extended or moving left

or right.

The fitness of the individual depends on:

– the root mean square of the differences between re-

quested and obtained codon frequencies,

– the number of nucleotides needed,

– the number of protocol steps,

and can be represented by the formula:

F =
1

(1 + FC + FN + FL)
,

FC = wC

n

∑
j=0

(Cr j −Ci j)
2

n
,

FN = wN
N −Nmin

Nmax −Nmin

,

FL = wL
L−1

2
,
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where: Cr – required codon frequency, each organism has

optimal codon frequency, available at [9], Ci – individ-

ual’s codon frequency, N – number of used nucleotides,

L – number of protocol’s steps, w – weight of the partial

evaluation.

In every generation parents and their offspring are selected

for succession. There are three methods of selection to

choose: ranking, tournament (k = 2) and proportional.

3.2. Implementation

In order to compute individual’s fitness, our application is

able to simulate the process of synthesis, check for eventual

conflicting pairs and switch from the base to the complex

protocol. Due to a good trade-off between the availability of

optimization techniques, portability and extensibility, C++

language for implementation was chosen. The application

is set up on the Django server which provides a graphic

user interface via HTTP.

The proposed algorithm for protocol calculation is quite

complex so its execution is expensive. Single individual’s

fitness calculation time for real-life input needs seconds or

even minutes, e.g., on a typical 3 GHz CPU core, it takes

an average of 90 s to compute 1000 bp gene synthesis sim-

ulation. We decided to use distributed calculations (many

computers) and take advantage of GPU power. Distributed

calculations use CORBA (Common Object Request Bro-

ker Architecture), individuals’ fitness is considered inde-

pendently, so the calculations can be delegated to different

cores, processors and computers.

The DNA strands’ joining order is examined using the

Zuker algorithm [10] for the secondary structure prediction.

It was implemented in a bottom-up dynamic programming

manner. The idea is to calculate – with the use of the deliv-

ered thermodynamic data – the free energy of the smallest

sub-chains and iteratively find optimal solutions to increas-

ingly longer sub-chains. An optimal solution is character-

ized by the minimum free energy which corresponds to the

set of base pairs forming a secondary structure.

The complexity of Zuker algorithm is Θ(n4) and with the

use of heuristics can be simplified to Θ(n3 +302n2). This is

a highly expensive operation and indeed, the profiling tool

has shown that it takes over 99% of the whole application

execution time. It should be noticed that the mutation can

affect changes only on 1–3 strands in a probe, therefore

the best effort was made in order to minimize the number

of such operation calls by storing the results and making

them inheritable by mutated individuals. As a result, when

the 1000 bp gene synthesis protocol is once evaluated, its

derivatives are calculated 10 times faster. The improvement

for different gene lengths is shown in Fig. 5.

To speed up the DNA secondary structure prediction calcu-

lations, the module was implemented in CUDA (Compute

Unified Device Architecture) in order to take advantage of

the GPU power. As it was explained, the algorithm com-

putes the solution for sub-chains starting from the shortest

ones. For each length every sub-chain is considered inde-

pendently, therefore it is possible to make these calculations

Fig. 5. Synthesis protocol evaluation time versus DNA length.

Fig. 6. Zuker algorithm’s execution time for 3 GHz CPU an

nVidia Geforce GTX 460 versus DNA length

parallel. As the Fig. 6. indicates, the longer strand (pair

of strands) the greater speed increase – i.e., the 384 bp se-

quence is calculated 12 times faster on Geforce GTX 460

than on 3 GHz CPU core. It was measured that 1000 bp

gene synthesis simulation with the GPU use takes 40 s on

average and is 2.5 faster than CPU.

4. Results

The application was tested using a random sequence of

the length 50 as an input gene, the minimum and maxi-

mum fragment length equal to 10 and 20, respectively. The

search process was performed by a trial and error method

and by the evolutionary algorithm in three variants: with

ranking, proportional and tournament selection. For the

purpose of comparison, all optimizations were set to evalu-

ate 10,000 solution candidates, therefore, each variant was

conducted for 10, 100 and 1000 generations with popula-

tion size of 1000, 100 and 10 respectively. Table 2 shows

the results of these experiments.

As it can be seen, when one simply draws 10,000 solution

candidates (Monte Carlo method), they get only 150 cor-

rect solutions. The use of evolutionary algorithm increases

this number significantly, which may indicate similarity of

correct solutions.
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The results of these experiments are promising, but one

must remember that with the increase of the requested

sequence length the time complexity grows. Due to the

greater fragmentation the percentage of correct protocols

Table 2

Properties of the solution space coverage

Uniqueness Correctness
Correct

Unique
Method

[%] [%]
uniqueness

correct
[%]

Trial and error 100 1.5 100 150

Ranking

1000×10 86.6 24.2 70.7 1711

100×100 51.4 55.6 45.3 2519

10×1000 20.7 33.1 12.4 410

Proportional

1000×10 64.6 57.0 51.0 2907

100×100 67.4 80.6 64.6 5207

10×1000 68.1 69.2 65.1 4505

Tournament

1000×10 84.3 20.4 72.5 1479

100×100 68.9 55.8 59.8 3337

10×1000 54.4 50.1 43.8 2194

also decreases. Search for the optimal synthesis protocol

for real genes is greatly time consuming and that is what

motivated the authors to create implementation which max-

imally takes advantage of all available resources.

5. Conclusions

The application would be confirmed by larger studies in-

volving comparison with the existing solutions [11], and

experimental work on DNA molecule synthesis. Especially,

an experiment with the use of the proposed method in a ge-

netic laboratory is required. Realization of the calculated

synthesis protocol of a known gene and an examination of

the product of this realization would confirm the credibility

and the usefulness of the proposed method.

References

[1] S. L. Beaucage and R. P. Iyer, “Advances in the synthesis of oligonu-

cleotides by the phosphoramidite approach, Tetrahedron, vol. 48,

pp. 2223–2311, 1992.

[2] M. Stryer, Biochemistry. Freeman, 1995.

[3] W. Stemmer et al., US Patent No. 6,368,861, 2002.

[4] W. P. C. Stemmer, A. Crameri, K. D. Ha, T. M. Brennan, and

H. L. Heyneker, “Single-step assembly of a gene and entire plasmid

from large numbers of oligodeoxyribonucleotides”, Gene, vol. 164,

no. 1, pp. 49–53, 1995.

[5] S. Huntsman, “Towards the batch synthesis of long DNA”, Tech.

Rep. ADA409078, Institute for Defense Analyses, Alexandria, US,

2002.

[6] S. J. Kodumal et al., “Total synthesis of long DNA sequences: syn-

thesis of a contiguous 32-kb polyketide synthase gene cluster”, in

Proc. Nat. Academy Sci. United States of America, vol. 101, no. 44,

p. 15573, 2004.

[7] R. Nowak and M. Romaniuk, “Long DNA strands synthesis opti-

mizing”, Prace Naukowe Politechnnniki Warszawskiej, z. 165, Evo-

lutionary Computation and Global Optimization, 2008, pp. 157–164.

[8] G. Morawski and R. Nowak, “Porównanie algorytmów optyma-

lizujących sekwencje DNA kodujące bialka ze szczególnym

uwzględnieniem algorytmu ewolucyjnego”, Tech. Rep., Warsaw Uni-

versity of Technology, Institute of Electronic Systems, Warsaw,

2008.

[9] “Codon usage database” [Online]. Available:

http://www.kazusa.or.jp/codon/

[10] M. Zuker and P. Stiegler, “Optimal computer folding of large RNA

sequences using thermodynamics and auxiliary information”, Nu-

cleic Acids Res., vol. 9, no. 1, p. 133, 1981.

[11] D. Hoover and J. Lubkowski, “DNAworks: an automated method for

designing oligonucleotides for PCR-based gene synthesis”, Nucleic

Acids Res., no. 30, 2002.

Robert Nowak received the

M.Sc. (1999) and Ph.D. (2004)

in Computer Science from War-

saw University of Technology.

He is Assistant Professor at

Artificial Intelligence Division,

Institute Electronic Systems,

WUT. He participated and coor-

dinated in a number of research

and commercial projects in the

military, biology, medicine and

energy field. His interests are artificial intelligence, com-

putational biology, data fusion, risk management and com-

puter software development. He is the author of 40 papers

and one book.

E-mail: r.m.nowak@elka.pw.edu.pl

Faculty of Electronics and Information Technology

Warsaw University of Technology

Nowowiejska st 15/19

00-665 Warsaw, Poland

Maciej Michalak was born

in 1984. He studied informa-

tion technology at Warsaw High

School of Economy and Infor-

mation Technologies and on the

Faculty of Electronics and In-

formation Technology at War-

saw University of Technology.

In 2009 he wrote his B.Sc. the-

sis devoted to gene synthesis.

He has been continuing this

topic in his M.Sc. thesis. In September 2011 he took part in

the XIII National Conference of Evolutionary Algorithms

and Global Optimization where he introduced some results

of his work on gene synthesis optimization. Simultane-

ously he works at Horus s.c. where he develops business

management systems for telecommunication companies.

E-mail: M.Michalak@stud.elka.pw.edu.pl

Faculty of Electronics and Information Technology

Warsaw University of Technology

Nowowiejska st 15/19

00-665 Warsaw, Poland

54



Paper Localization in Wireless

Sensor Networks Using Heuristic

Optimization Techniques
Ewa Niewiadomska-Szynkiewicz, Michał Marks, and Mariusz Kamola

Institute of Control and Computation Engineering, Warsaw University of Technology, Warsaw, Poland

Research Academic Computer Network (NASK), Warsaw, Poland

Abstract—Many applications of wireless sensor networks

(WSN) require information about the geographic location of

each sensor node. Devices that form WSN are expected to be

remotely deployed in large numbers in a sensing field, and to

self-organize to perform sensing and acting task. The goal of

localization is to assign geographic coordinates to each device

with unknown position in the deployment area. Recently, the

popular strategy is to apply optimization algorithms to solve

the localization problem. In this paper, we address issues asso-

ciated with the application of heuristic techniques to accurate

localization of nodes in a WSN system. We survey and discuss

the location systems based on simulated annealing, genetic al-

gorithms and evolutionary strategies. Finally, we describe and

evaluate our methods that combine trilateration and heuristic

optimization.

Keywords—evolutionary strategy, genetic algorithm, localiza-

tion, location systems, nonconvex optimization, simulated an-

nealing, wireless sensor network.

1. Introduction

The primary function of a location estimation method is to

calculate the geographic coordinates of network nodes with

unknown position in the deployment area. Most applica-

tions of wireless sensor networks (WSN) require the corre-

lation of sensor measurements with physical locations, even

if the accessible knowledge about positions of nodes is only

approximate. Moreover, information about current loca-

tions are used in geographical-based routing, data aggrega-

tion and various network services. Hence, self-organization

and localization capabilities are one of the most important

requirements in sensor networks.

Information on the location of nodes can be obtained in

two ways:

– recording data on the location of nodes during their

distribution,

– fitting nodes with a GPS system.

Both methods have significant defects. Typical WSN usu-

ally consists of a large number of sensors that should be

densely distributed in a sensing field. The large number of

nodes usually precludes manual configuration. Moreover,

manually recording and entering positions of each sensor

node is impractical and impossible in many applications,

in which sensors are distributed randomly in ad hoc fash-

ion, which is cheaper, and in some cases the only possible

solution. Moreover, this method cannot be used in mobile

networks where nodes can travel. Another solution is to

collect data on the location of sensors by means of GPS

devices. This solution can be used in different types of

networks, including mobile ones. Unfortunately, it is very

costly, both due to the price of GPS receivers, and to the

increased requirements related to power consumption that

may decrease the lifetime of a WSN. Moreover, adding an

additional receiver increases the size and weight of the total

device (network node).

Due to the drawbacks of presented solutions, many au-

tomated location systems for assigning geographic coordi-

nates to each node have been developed. All these schemes

should work with inexpensive off-the-shelf hardware, min-

imal energy requirements, scale to large networks, and also

achieve good accuracy in the presence of irregularities and

give the solution in the short time. Various localization

strategies for WSNs have been developed [1]–[4]. Position

calculation can be conducted using one machine collecting

data from the network (base station) or calculations can be

distributed. In centralized schemes, data collected in a net-

work is transmitted to the central machine that calculates

the positions of nodes with unknown location. Distributed

algorithms relay only on local measurements – each non-

anchor node estimates its position based on data gathered

from its neighbors.

The main contribution of this paper is to provide a sur-

vey of localization strategies and systems using nonconvex,

heuristic optimization techniques to solve the localization

problem. We focus on centralized schemes with heuris-

tic optimization, and present the location systems based on

simulated annealing, genetic algorithms and evolutionary

strategies.

The paper is organized as follows. The introduction to

localization techniques is provided in Section 2. The local-

ization problem is formulated in Section 3. Strategies and

location systems based on heuristic optimization are inves-

tigated in Sections 4 and 5. In Section 6 we evaluate two

our location systems TGA and TSA. The paper concludes

in Section 7.

2. Localization Techniques

A number of localization methods and location systems

are described in the literature. A general survey is found
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in [1]–[4]. The localization techniques can be classified

with respect to various criterion. They differ on net-

work architecture and configuration, hardware components,

nodes properties and deployment, measurement and calcu-

lation methods, computing organization, assumed localiza-

tion precision, etc. Recently proposed localization tech-

niques consist in identification of approximate location of

nodes based on merely partial information on the location

of the set of nodes in a sensor network.

Let us consider a network formed by L = M + N sensors;

M anchor nodes and N non-anchor nodes. The definitions

of anchor and non-anchor nodes are as follows:

anchor node – a node that is aware of its own location,

either through GPS or manual recording and entering

position during deployment. Its position is expressed

as n-dimensional coordinates ak ∈ ℜ
n, k = 1, . . . ,M.

non-anchor node – a node that is not aware of its own

location in the deployment area. Its position is

expressed as n-dimensional coordinates x j ∈ ℜ
n,

j = 1, . . . , N.

The goal of a location system is to estimate coordinate

vectors of all N non-anchor nodes.

In general, localization schemes operate in two stages:

Stage 1: Inter-node distances estimation based on hop con-

nection information (hop counting) or true physical

distance calculation based on inter-node transmis-

sions and measurements.

Stage 2: Transformation of calculated distances into geo-

graphic coordinates of nodes forming the network.

2.1. Stage 1: Inter-node Distance Estimation

With regard to hardware’s capabilities of given nodes,

and the mechanisms used for estimating inter-node dis-

tances in Stage 1 of the localization scheme, we divide

the localization algorithms into two categories: range-free

(connectivity-based) methods and range-based (distance-

based) methods.

The range-free algorithm uses only connectivity informa-

tion to locate the entire sensor network. The popular solu-

tions are hop-counting techniques. Assume that each anchor

node ak, k = 1, . . . ,M exchanges messages with other nodes.

Hence, the distances in hops hkl between each pair (k, l) of

anchors in the network are estimated. Next, each anchor

computes an average size for one hop ck =
∑l∈Sk

||ak−al ||

∑l∈Sk
hkl

,

k 6= l, where Sk denotes a set of anchors located within

a transmission range of rk, Sk = {(k, l) : ||ak − al|| ≤ rk},
l = 1, . . . , M. The calculated values are broadcasted into

the network, and the inter-node distances expressed in hops

are estimated.

The range-based algorithm uses absolute point-to-point dis-

tance estimates (range) or angle estimates in location cal-

culation. Hence, distance-based methods require the ad-

ditional equipment but through that we can reach much

better resolution than in case of range-free ones. In ac-

cordance with the available hardware they exploit Angle

of Arrival (AoA), Time of Arrival (ToA), Time Difference

of Arrival (TDoA) and Received Signal Strength Indica-

tor (RSSI). The survey and discussion of the most popular

measurement technologies is available in [1], [5]–[9]. The

common technique based on a standard feature found in

most wireless devices is RSSI. The method for distance

estimation based on a signal propagation model and RSSI

is described in [10]. The advantage of this method is low

cost (no additional hardware), easy configuration, calibra-

tion and deployment. The disadvantage is low level of

measurement accuracy because of high variability of RSSI

value. In real-world channels, multipath signals and shad-

owing are two major sources of environment dependence

in the measured RSSI.

2.2. Stage 2: Geographic Coordinates Estimation

In Stage 2 of the localization scheme the calculated dis-

tances are converted into geographic coordinates of network

nodes. Different less and more complicated techniques may

be used to perform calculations. The coordinates of nodes

can be calculated using: geometrical techniques, multidi-

mensional scaling, stochastic proximity embedding, opti-

mization algorithms (nonlinear, quadratic and linear), hy-

brid schemes that use two different techniques.

The geometrical techniques give solutions to a set of nonlin-

ear equations. The most popular are: triangulation, trilater-

ation and multitrilateration. The simple and popular loca-

tion system implementing the trilateration method is called

Ad-hoc Positioning System (APS). It is described in [11].

Multitrilateration methods are proposed to reduce limita-

tions of the typical trilateration scheme. Atomic multitrilat-

eration incorporates distance measurements from multiple

neighbors. The idea of iterative multitrilateration is to re-

peat trilateration for increased number of anchor nodes (ev-

ery iteration each non-anchor node with estimated position

changes its role to anchor). The philosophy of localiza-

tion techniques based on multidimensional scaling (MDS)

and stochastic proximity embedding SPE is to transform

a mathematical model to convert distance information into

the coordinate vector. The common idea of other meth-

ods is formulating the localization problem as a nonlinear,

nonconvex optimization task solved by global optimization

(often heuristic) solvers or relaxing the resulting problem

as a convex optimization problem solved by quadratic or

linear solvers. Recently, a popular grup consists of hybrid

systems that use more than one technique to estimate lo-

cation, i.e., results of initial localization are refined using

another localization method.

The survey, evaluation and detailed discussion of the most

popular approaches to geographical coordinates estimation

and location systems are found in [1], [3], [7], [11]–[14].

In this paper we present a short overview of location sys-

tems using heuristic techniques. We start our presenta-

tion from the formulation of the mathematical model of

the WSN localization problem in Section 3.
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2.3. Flip Ambiguity Phenomenon

In many WSN applications it can be observed that some

nodes can not be uniquely localizable. These location errors

are often driven by so-called flip ambiguity phenomenon,

demonstrated in Fig. 1. As the neighbors of node D are

almost collinear, and the inter-node distances are estimated

with measurement errors the localization algorithm usu-

ally calculates the incorrect location, i.e., D′ instead of D

in Fig. 1. It is obvious, the position of this node can be re-

flected with no significant change in the performance func-

tion in Eq. (1). This observation is discussed by many

researchers, and different methods to solve this problem

are proposed.

Fig. 1. Flip ambiguity phenomenon in WSN localization.

The popular approach to compensate location errors driven

by a flip ambiguity phenomenon is to modify the basic

localization algorithm or extend the localization process in

a correction phase.

3. Mathematical Model of WSN

Localization Problem

The standard approach is to formulate a localization prob-

lem as the optimization task with the nonlinear performance

function JN :

min
x̂
{JN =

M

∑
k=1

∑
j∈Sk

(d̂k j − d̃k j)
2

+
N

∑
i=1

∑
j∈Si

(d̂i j − d̃i j)
2},

(1)

where d̂k j = ||ak − x̂ j||, d̂i j = ||x̂i − x̂ j||, ak denotes the real

position of the anchor-node k, x̂i and x̂ j denote, respectively,

the estimated positions of nodes i and j, d̃k j and d̃i j the

estimated distances between pairs of nodes calculated based

on measurements, and Si, Sk sets of neighboring nodes

defined as follows:

Sk = {(k, j) : ||ak − x j|| ≤ rk}, j = 1, . . . ,N

Si = {(i, j) : ||xi − x j|| ≤ ri}, j = 1, . . . ,N,
(2)

where xi and x j denote real positions of nodes with un-

known locations and ri and rk their transmission ranges.

Various optimization techniques are used to solve the op-

timization problem Eq. (1). As it was mentioned the most

popular approaches are: quadratic programming, linear

programming, nonlinear and nonconvex optimization tech-

niques. The first class of methods transforms the origi-

nal nonconvex formulation Eq. (1) into quadratic prob-

lem and apply quadratic programming to solve the refor-

mulated problem. A localization system OPDMQP using

quadratic programming is described in [15]. The second

class of methods relaxes the problem (1) in order to obtain

a semidefinite programming SDP [12] or a second-order

cone programming SOCP [16]. The existing linear solvers

(usually interior point methods) are used to solve the trans-

formed problem. In case of both mentioned approaches the

problem with local minima can influence the solution. The

third, commonly used strategy is to apply global optimiza-

tion algorithms to avoid local minima of the performance

function JN in Eq. (1). Numerous approaches are proposed

and described in the literature. Many researchers suggest

to use popular heuristic methods, i.e., deterministic, such

as tabu search TS and stochastic, such as simulated anneal-

ing SA, genetic algorithm GA, evolutionary algorithm EA

or particle swarm optimization PSO to calculate the loca-

tion estimates.

4. Location Systems with Heuristic

Optimization – A Survey

In this section we discuss selected location systems using

heuristic optimization.

4.1. Simulated Annealing based Systems

Results of simulated annealing to location estimation are

provided in several papers. The simulated annealing based

localization system (SAL) developed by Kannan et al. is

described in [13]. It is the range-based system. The authors

propose different modifications of basic SA to improve the

results and speed up calculations. They show that for ideal

measurements without any noise introduced to the system

when inter-node distances are calculated with 100% accu-

racy the location estimates are computed with 100% accu-

racy, too. The measurement noise influences the results but

they are quite accurate. The serious deterioration of results

is observed in case when flip ambiguity situation occurs.

To compensate location errors driven by the flip ambigu-

ity phenomenon Kannan et al. propose a method [14], in

which the localization is done through two phases, i.e., in

the first phase the coordinate vectors are calculated (lo-

calization phase), in the second phase the errors caused

by the flip ambiguity are compensated (refinement phase).

Hence, two executions of the simulated annealing method

are performed. The goal of the first execution is to solve

the optimization problem Eq. (1), and calculate the coordi-

nates of the target nodes. The second phase is performed

only on non-uniquely localizable nodes. The goal of this

phase is to identify these nodes, and refine their location
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estimates calculated in the first phase. The SA algorithm is

used again to solve the optimization problem with modified

objective function defined in Eq. (3). The function value is

increased when a node is placed in a wrong neighborhood.

JFK
=

M

∑
k=1

(

∑
j∈Sk

(d̂k j − d̃k j)
2 + ∑

j∈Sk

d̃k j<rk

(d̂k j − rk)
2
)

+
N

∑
i=1

(

∑
j∈Si

(d̂i j − d̃i j)
2 + ∑

j∈Si

d̃i j<ri

(d̂i j − ri)
2
)

,

(3)

where rk and ri denote the transmission ranges of the nodes

k and i.

In summary, the goal of the localization phase is to calcu-

late the accurate coordinate vectors of uniquely localizable

nodes and initial coordinate estimates of non-uniquely lo-

calizable nodes. The goal of the refinement phase is to

increase the accuracy of the location estimation of all non-

uniquely localizable nodes.

4.2. Genetic Algorithm and Evolutionary Strategy based

Systems

Another approach is to use various versions of genetic al-

gorithm or evolutionary algorithm. The genetic algorithm

based localization system (GAL) developed by Zhang et al.

is described in [17]. The authors propose different mod-

ifications of basic GA to improve the results and speed

up calculations. Two new genetic operators are adopted:

a single-vertex-neighborhood mutation and a descend-based

arithmetic crossover. The method was evaluated on several

example problems. The authors claim that it outperforms

the SDPL method (a semi-definite programming with gra-

dient search localization) and simulated annealing based

localization SAL [13].

The range-based localization system with the distances

estimation based on RSSI and Imperialist Competitive

Algorithm (ICA) used to calculate the coordinate vectors

is presented by Sayadnavard et al. ICA is a new evolution-

ary algorithm that is based on the simulation of a human’s

socio-political evolution. The simulation results presented

in [18] highlight that ICA-based approach considerably out-

performs the APS system. Moreover, it calculates estimates

characterized by higher accuracy than the ones obtained

by the PSO-based localization scheme using RSSI ranging

technique [19] but with more computational time.

The application of evolutionary computation to estimate

locations of nodes is described in [20]. The estimates of

inter-node distances calculated due to RSSI measurement

are transmitted to the central unit. The central unit employs

evolutionary algorithm to estimate the locations of nodes

based on gathered information about inter-node distances.

The authors claim that their approach gives a reasonable

solution even for poor RSSI measurement but they do not

provide any comparison to solutions developed by other

researchers. Moreover, they do not consider the flip ambi-

guity situation.

Vecchio et al. developed a location system, in which two-

objective localization problem is formulated and evolution-

ary algorithm is used to solve it [21]. Due to the fact

that the connectivity in WSN is not sufficiently high the

authors propose some modifications to a basic EA. The al-

gorithm takes into account both the localization accuracy

and certain topological constraints induced by connectivity

considerations during a location estimation. In proposed

scheme two performance functions are concurrently mini-

mized. The first one is defined in Eq. (1). The second cost

function is defined as follows:

JFV
=

M

∑
k=1

(

∑
j∈Sk

δk j + ∑

j∈S̃k

(1− δk j)
)

+
N

∑
i=1

(

∑
j∈Si

δi j + ∑

j∈S̃i

(1− δi j)
)

,
(4)

where δi j = 1 if d̃i j > ri and 0 otherwise, and S̃i = {(i, j) :

||xi − x j|| > ri}. Hence, the goal of the JFV
function is to

count the number of connectivity constraints that are not

satisfied by the current estimated locations of target nodes.

The authors claim that their approach outperforms the

SA-based localization algorithm proposed in [14]. The sim-

ulation results presented in [21] confirm the good perfor-

mance of the algorithm.

5. Hybrid Methods

In this section we investigate selected systems using at least

two different methods to calculate estimates of nodes loca-

tion in a network. Moreover we describe our methods that

combine geometrical techniques along with a heuristic op-

timization.

5.1. Hybrid Methods – A Survey

The last presented strategies are hybrid schemes that com-

bine commonly used methods for computing geographic

coordinates of nodes. In most approaches trilateration or

multitrilateration is used to calculate an initial solution,

which is improved in the next step. Tam et al. developed

a two-phase method that is described in [22]. The APS sys-

tem based on the basic trilateration is used to calculate the

initial localization. The micro-genetic algorithm (MGA) is

adopted to improve the accuracy of calculated estimates.

The application of APS and MDS-based algorithm is pro-

posed in [23].

Shekofteh et al. propose the localization scheme TS&SA,

in which two different optimization methods executed in

cascade are used to estimate locations of network nodes.

The scheme is described and evaluated in [24]. It oper-

ates in two phases. Tabu search (TS) is executed in the

first phase to solve the optimization problem Eq. (1) and

estimate initial locations of node. In the second phase

the simulated annealing (SA) method is used to refine

the location estimates of all non-uniquely localized nodes.

Similarly to Kannan et al. method described in [14] the

optimization problem with the cost function JFK
Eq. (3)
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Fig. 2. Phase 1: calculating the initial solution using multitrilateration.

is solved to compensate localization errors. The method

was evaluated through simulations. The authors claim that

the TS&SA-based location system has better convergence

characteristics compared to the SA-based system described

in [13], but in the cited paper only the results of the TS&SA

system simulation are demonstrated and discussed without

comparison to other solutions, especially systems in which

location errors driven by the flip ambiguity phenomenon

are compensated.

We developed a hybrid scheme to location calculation that

combines iterative multitrilateration along with noncon-

vex optimization and final correction. Two versions of this

scheme are available: TSA: Trilateration & Simulated An-

nealing and TGA: Trilateration & Genetic Algorithm, and

described in [25]. Both algorithms are range-based with

RSSI technique used to distances estimation.

5.2. TSA and TGA Methods

TSA and TGA methods operate in two phases. In the be-

ginning of the first phase all nodes in the network are di-

vided into two sets: A = {a1, . . . ,aM} containing anchor
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nodes, and B = {x1, . . . ,xN} of nodes with unknown loca-

tion. Next, iterative multitrilateration is used to determine

the relative positions of nodes from the set B based on the

known locations of nodes from A, and the estimated dis-

tances between pairs of nodes. To determine the relative

positions of each non-anchor on a 2D plane using trilat-

eration at least three neighbors with known locations are

needed. In every iteration each node from B with esti-

mated position is moved to the auxiliary set C and finally,

in next iteration of the algorithm changes its role to anchor

and move to A. This phase stops when there are no more

nodes from B that can be localized based on the available

information about their neighbors. Figure 2 shows the per-

formance of the phase 1.

In the second phase the optimization problem Eq. (1) is

formulated, and the SA or GA algorithm is used to solve

it. The goal of this phase is to increase the accuracy of

the location estimation calculated in the first phase, and

estimate the position of nodes that can not be calculated

using iterative multitrilateration. The implementations of

simulated annealing SA and genetic algorithm GA applied

to TSA and TGA schemes are described below.

Simulated annealing method was implemented in TSA ac-

cording to the algorithm described in [13]. It is a classical

version of SA with one modification – the cooling process

is slowed down. At each value of the coordinating parame-

ter T (temperature), not one but q ·N non-anchor nodes are

randomly selected for modification (where N denotes the

number of non-anchors in the network and q is a reasonably

large number to make the system into thermal equilibrium).

Coordinate estimations of chosen nodes are perturbed with

a small displacement of the distance ∆d in a random di-

rection. The structure of the SA algorithm is presented

in Fig. 3.

The algorithm consists of the following elements and op-

erations:

Task configuration. The goal of this task is to localize N

non-anchor nodes in a network. The initial location of all

nodes is determined in phase 1 of the algorithm.

Moving operation. In each iteration of the algorithm a new

solution is calculated. The node is randomly selected and

is moved in random direction at distance ∆d. The value of

∆d depends on the control parameter T – the distance ∆d is

restricted by shrinking factor β < 1, (∆d)new = β · (∆d)old .

Performance measure. The performance measure is de-

fined in Eq. (1).

Cooling scheme. The simple cooling scheme is proposed:

Tnew = α ·Told .

A classical version of a genetic algorithm GA was applied

to TGA. It applies the following operators:

Task configuration. The goal of this task is to localize

N non-anchor nodes in a network. The abstract representa-

T = initial temperature

(∆d) = initial move distance

WHILE (final temperature not met)

{
FOR i = 1 to (q ·N)
{
pick a node to perturb

DO p times

{
generate a random perturbation to a node’s estimated location

evaluate the change in cost function, ∆(CF)
if (∆(CF) ≤ 0)
//downhill move ⇒ accept it

accept this perturbation and update the configuration system

else

//uphill move ⇒ accept with probability

pick a random probability rp = uniform(0,1)

if (rp ≤ exp(−∆(CF)/T ))
accept this perturbation and update the configuration system

else

reject this perturbation and keep the old configuration system

}
}
Tnew = α ·Told

(∆d)new = β · (∆d)old

Fig. 3. Simulated annealing algorithm ([13]).

tions of candidate solutions called chromosomes are vectors

of random variable – coordinates of all non-anchor nodes:

[x1,x2, . . . ,xN ], xi ∈ ℜ
n.

Initial population. The initial population consists of N

chromosomes, the genes of which (initial coordinates of all

nodes) were determined in the first phase of the algorithm.

Performance measure. Similarly to SA algorithm the per-

formance measure (fitness function) is defined in (1).

Selection. The tournament selection of size q = 2 is used.

Crossover. Discrete recombination similar to elements ex-

changing applied to binary vectors is used with one mod-

ification – all coordinates of a given node are recombined

simultaneously.

Mutation. The simple mutation operator is used. The com-

ponents of chromosome are modified by adding a vector of

generated 2N Gaussian random variables.

The method for correction of incorrect location estimates

driven by the flip ambiguity phenomenon is provided in the

second phase of TSA and TGA. Our submission is to use

nested optimization to solve a problem with non-uniquely

localizable nodes. The idea is to introduce the additional

functionality – the correction operation to the optimiza-

tion solver. The correction is triggered every iteration in

the optimization process whenever the value of the perfor-

mance function JN defined in Eq. (1) is lower than a thresh-

old θ . Trilateration is executed to relocate all nodes placed
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in wrong neighborhoods by exploiting the nodes violat-

ing a smaller number of neighborhood constraints than the

other randomly selected nodes. The threshold θ depends

on the number of anchor nodes, network density and de-

ployment, power of radio devices and expected noise mea-

surement factor n f . It is tuned according to the following

formula:

θ =















µ ·n f · s
2,

N + M

M
< γ

λ ·n f · s
2,

N + M

M
≥ γ

(5)

where n f is the noise measurement factor, µ , λ and γ ex-

perimentally tuned parameters. The variable s denotes an

average number of neighbors of all nodes forming a net-

work:

s =
1

N + M

N+M

∑
i=1

∑
j∈Si

ci j, (6)

where

ci j =

{

1, j ∈ Si

0, j /∈ Si

where ci j denotes the connectivity between i and j nodes,

and Si a set of neighbors of the node i. The correction

algorithm is described in details in [25].

6. Tests and Evaluation

We validated selected location systems through simulation.

All tests were performed on Intel Core2 Duo E6600 –

2.4 GHz, 2 GB RAM using our simulator, which employs

Link Layer Model for MATLAB described in [26] for net-

work model generation. The goal of all tests was to com-

pare the accuracy and robustness of various approaches to

the coordinate vector calculation. To evaluate the accuracy

of tested location systems we used the mean error between

the estimated and the true physical location of the non-

anchor nodes in the network defined as follows:

LE =
1

N
·

N

∑
i=1

(||x̂i − xi||)
2

r2
i

·100%, (7)

where N denotes the number of nodes in a network, which

location is estimated, LE denotes a localization error, xi

the true position of the node i in the network, x̂i estimated

location of the node i (solution of the location system)

and ri the radio transmission range of the node i. The

localization error LE is expressed as a percentage error.

It is normalized with respect to the radio range to allow

comparison of results obtained for different size and range

networks.

All evaluated methods were range-based with inter-node

distances calculated due to RSSI. We performed simula-

tions for a network formed by 200 nodes (20 anchors and

180 non-anchors). Nodes distribution in a deployment area

is presented in Fig. 4. Different network topologies were

considered in our experiments. We analyzed the impact

of network density and RSSI measurement errors on the

accuracy of the location estimation. The density was ex-

pressed by a connectivity measure that was defined as an

average number of neighbors of all nodes in a network. Two

levels of inter-node distance estimation error involved by

Fig. 4. Nodes deployment.

RSSI measurement errors were considered. To convert the

measurements into the inter-node distances we applied the

radio channel model. The algorithm is described in [10].

The detailed information about radio channel modeling can

be found in [26]. Finally, we performed six series of ex-

periments for various network density and measurement

errors:

– connectivity measures: low (7–8 neighbors), medium

(13–14 neighbors), high (20–21 neighbors),

– levels of distance estimation error: low (LDEE) with

0% – 0.2% error, high (HDEE) with 15% – 20% error.

The assumed distance estimation errors (in percent) for

low, medium and high density networks are collected in

Table 1.

Table 1

Distance estimation errors

Distance Connectivity [%]
estimation error low medium high

LDEE 0.07 0.08 0.14

HDEE 15.83 17.67 18.24

It is obvious that lower network density usually involves

increasing number of weekly connected nodes. The pres-

ence of unconnected or weekly connected nodes in a net-

work has significant impact on localization error Eq. (7).

We tested the influence of the weekly connected node on
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the location estimation (a node marked with filled circle

in Fig. 4; tests for low density network).

The localization problems formulated for networks defined

in Table 1 were solved using three location systems: SAL,

TSA and TGA. Tables 2 and 3 present the localization er-

rors obtained respectively, for low and high measurement

errors, and low, medium and high connectivity. From the

experimental results we can observe that the best localiza-

tion accuracy was obtained using the TSA algorithm both

for low and high measurement errors. The difference in

Table 2

Localization errors for LDEE

Method
Connectivity

low medium high

SAL 6.98 (3.12∗) 6.94 (5.91∗) 4.09 (4.95∗)

TSA 0.61 (0.60∗) 0.11 (0.09∗) 0.00 (0.00∗)

TGA 18.85 (1.12∗) 0.32 (0.33∗) 0.03 (0.02∗)
∗ The standard deviation of results obtained from five

runs of each task.

Table 3

Localization errors for HDEE

Method
Connectivity

low medium high

SAL 17.01 (3.09∗) 9.60 (5.60∗) 3.85 (3.85∗)

TSA 5.46 (1.45∗) 2.72 (0.51∗) 2.82 (0.75∗)

TGA 40.64 (7.70∗) 23.80 (7.01∗) 15.34 (5.01∗)
∗ The standard deviation of results obtained from five

runs of each task.

localization quality is especially visible for low density net-

works. For higher density network the solutions calculated

using the SAL system are satisfactory. In case of TGA

the best results can be obtained for high density networks

with low measurement error, and these results are almost

as good as for TSA. It should be noted here that for low

and medium connectivity it was impossible to calculate the

accurate location (with 0% error) because of presence of

the weekly connected node (see Fig. 4).

Simulation results confirm that TSA is an efficient and ro-

bust localization method. Using the TSA method we calcu-

lated the most accurate location estimates for all tested net-

works with the smallest standard deviation of the solutions.

However, it should be underlined that efficiency and ro-

bustness of localization methods using heuristic techniques

strongly depend on different control parameters of the al-

gorithm. To design the general purpose algorithm to solve

the localization problem the parameters should be tuned for

various network size and topology. The TSA method was

exhaustively tested on different networks in order to tune

control parameters. It is very probable that both SAL and

TGA methods can be tuned up to guarantee better accuracy,

however this process is time consuming with no guarantee

of success.

7. Summary and Conclusions

Sensor network localization continues to be an important

research challenge. In this paper a short survey of the lo-

calization strategies and systems using global optimization

methods is presented. We focus on application of heuristic

techniques, such as simulated annealing, genetic and evolu-

tionary computation. Referring to the literature and consid-

ering results of our research it seems that location systems

using optimization methods, such as SA, GA, EA consid-

erably outperforms systems based on linear or quadratic

programming (SDP, SOCP, QP). In most tests described

in literature heuristic algorithms gave an acceptable loca-

tion accuracy in a acceptable computation time. Our ex-

perimental results presented in this paper demonstrate that

the hybrid techniques are competing to the other solutions.

Systems that combine geometrical and nonconvex optimiza-

tion techniques extended with correction of temporary so-

lutions provide significant robustness and improve an accu-

racy compared to a simple trilateration, convex and simple

nonconvex optimization. Hence, from the perspective of

location estimation accuracy the suggestion is to use cen-

tralized range-based hybrid location systems with measure-

ment techniques according to the available hardware and

additional correction of localization errors. In summary,

we can say that sensor network localization continues to be

an important research challenge. Despite, many methods

and systems to estimate the location of nodes in WSN are

proposed and described in literature, development of robust,

accurate and scalable location system is still a challenging

task.
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Paper Incrementally Solving

Nonlinear Regression Tasks

Using IBHM Algorithm
Paweł Zawistowski and Jarosław Arabas

Institute of Electronic Systems, Warsaw University of Technology, Warsaw, Poland

Abstract—This paper considers the black-box approximation

problem where the goal is to create a regression model using

only empirical data without incorporating knowledge about

the character of nonlinearity of the approximated function.

This paper reports on ongoing work on a nonlinear regression

methodology called IBHM which builds a model being a com-

bination of weighted nonlinear components. The construction

process is iterative and is based on correlation analysis. Due

to its iterative nature, the methodology does not require a pri-

ori assumptions about the final model structure which greatly

simplifies its usage. Correlation based learning becomes in-

effective when the dynamics of the approximated function is

too high. In this paper we introduce weighted correlation co-

efficients into the learning process. These coefficients work

as a kind of a local filter and help overcome the problem.

Proof of concept experiments are discussed to show how the

method solves approximation tasks. A brief discussion about

complexity is also conducted.

Keywords—black-box modeling, neural networks, nonlinear ap-

proximation, nonlinear regression, support vector regression,

weighted correlation.

1. Introduction

In this paper the problem of solving nonlinear regres-

sion tasks is considered. The task consists in finding

a function f̂ : Rn → R such that for the approximated

function f : Rn → R the error between f and f̂ function

values is minimal. The f function is unknown, however

sample input data X = {x1, . . . ,xt} and function values

Y = {y1, . . . ,yt : yi = f (xi)} are given.

As regression tasks occur in many areas of research and

industry, various methods of solving such tasks have been

developed. These range from simple linear regression,

through generalized regression to black-box modeling al-

gorithms such as neural networks.

This paper reports on development of a black-box ap-

proximation method called IBHM, which is a shorthand

for Incrementally Built Heterogenous Model, introduced

in [1] and [2]. The method iteratively creates models sim-

ilar in structure to MLP or RBF neural networks [3]. Dur-

ing this process, IBHM determines both parameters and the

model structure, so no a priori assumptions are required,

which makes the method very convenient to use. Although

this is a relatively new approach, it has already achieved

very good results in comparison to other methods [4]. This

paper focuses on presenting the proper background and

ideas connected with IBHM and also formulates the lat-

est version of the algorithm.

There are various other black-box approximation methods,

such as e.g., the already mentioned neural networks, that

process models similar to IBHM. Ideas similar to the con-

cept of iterative correlation based learning can also be

found in other areas of research. In this paper we briefly

refer to these approaches in the context of the presented

method.

The paper is organized as follows. Section 2 introduces

the correlation based learning used by IBHM and describes

the ideas behind it. A detailed algorithm formulation along

with computational complexity discussion and compari-

son to other methods is given in Section 3. Section 4 re-

ports obtained experimental results. Finally a summary and

discussion of future work is given in Section 5.

2. Correlation Based Learning

2.1. Genesis

The basic concepts behind IBHM originate from the well

known method of linear regression. This technique creates

models f̂ : Rn→R having the form

f̂ (x) = wT x + w0, (1)

where w,x∈Rn and w0 ∈R. Linear regression fails to lead

to good results if f (x) is nonlinear.

A possible way to overcome such problems is to use a map-

ping function Φ : Rn→ Rm to transform the original vari-

able x before applying linear regression. If the dependency

between Φ(x) and f (x) is linear then the linear regression

can be applied to construct the model which effectively is

nonlinear

f̂ (x) = wT
Φ(x) + w0. (2)

This approach would be a perfect solution to complicated

modeling problems, but finding a proper Φ transformation

is virtually impossible without detailed knowledge about

the approximated function.
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2.2. Single Nonlinear Component

Here we attempt to formulate a methodology that tries to

guess the most appropriate form of the Φ mapping by se-

lecting one of many possible candidates.

Let h : Rn→R be a scalarization function and g : R→R be

a monotonous activation function. Now assume that m = 1,

that is, a mapping Φ : Rn→R is sufficient to build a linear

model and has the form

Φ(x) = g(a · h(x,d) + b) , (3)

where a,b ∈ R are scalar parameters and d ∈ Rn is a pa-

rameter vector.

The regression model has the form

f̂ (x) = w1 ·Φ(x)+ w0 = w1 ·g(a ·h(x,d)+ b) + w0 . (4)

Observe that the regression model parameters can be esti-

mated by a two-step procedure:

– estimation of parameters a,b and d,

– computing of weights w0,w1 via linear regression.

Prior to defining a method to estimate values of a, b and

d a couple of observations has to be made. First notice

that, as f̂ (x) is to approximate f (x), they must be lin-

early correlated. Inspection of Eq. (4) reveals that a high

level of linear correlation is expected between f (x) and

g(a · h(x,d)+ b). As the output values of the g function

depend on parameters a and b, their proper values can be

found by maximizing the correlation between f and g with

respect to a and b.

A similar approach, which utilizes a rank correlation, can

be used to find the d vector value. Observe that the out-

put of the scalarization function h also has to be correlated

with the output of f . In this case, however, linear corre-

lation cannot be used, because the output values of h are

transformed by the activation function which is nonlinear.

In consequence, linear correlation may be improperly in-

dicating dependencies between h and f , however, as the

g function is monotonous, rank correlation will perform

this task instead.Value of d can therefore be found by max-

imizing the rank correlation between f and h(x,d). The

remaining weights w0,w1 can finally be estimated using

linear regression.

2.3. Multiple Nonlinear Components

Up to this point the case of m = 1 has been considered.

Now we consider a general case where m > 1 and assume

that the Φ mapping has the following form

Φ(x) =





g1 (a1 ·h1(x,d1)+ b1)
. . .
gm (am ·hm(x,dm)+ bm)



 , (5)

where hi : Rn→ R are scalarization functions, gi : R→ R

are monotonous activation functions and ai,bi,di are pa-

rameters, i = 1, . . . ,m.

Thus we consider the following regression model

f̂ (x) =
m

∑
i=1

wi ·gi(ai ·hi(x,di) + bi) + w0 . (6)

All parameters in Eq. (6) can be estimated using the previ-

ously described procedure based on the correlation analysis

iteratively, as presented in Algorithm 1. There the iteration

loop starts in line 2. In iteration k first rank correlation

between the current approximation residual εk−1 and h out-

put values is maximized to estimate dk – line 4. Then ak

and bk are similarly found via linear correlation maximiza-

tion – line 5. Finally the residual εk is calculated – line 7

and linear regression is performed – line 8.

Algorithm 1:

Input: X = {x1, . . . ,xm : xi ∈ Rn} - training sample set

Result: f̂ - approximation function

ε0(x)← f (x), k← 01

while the stop criterion is not satisfied do2

k← k + 13

dk← argmax j |r(hk(X ,d),εk−1(X))|4

(ak,bk)←5

argmax(a,b) |r(gk(a ·hk(X ,dk)+ b),εk−1(X))|

assume f̂k(x) = ∑i=1,...,k wi ·gi(ai ·hi(x,di)+ bi)6

assume εk(x) = f̂k(x)− f (x)7

[w0, . . . ,wk]← argmin[w0,...,wk ] ∑x∈X (εk(x))2
8

end9

f̂ (x) = f̂k(x)10

Finding parameters in the described fashion is in some

sense a greedy approach. This is because during each it-

eration the method tries to fit the current scalarization and

activation functions to the entire approximation residual

even if this leads to a more complicated situation in the fu-

ture. To get a better insight into this problem, consider

Fig. 1. An example approximated function.
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Fig. 2. Approximating function from Fig. 1 using Algorithm 1:

(a) after the first iteration, (b) after the second iteration.

approximating the function given in Fig. 1. Application

of Algorithm 1 would lead in this case to results simi-

lar to Fig. 2 which do not fully reflect the approximated

function. This is because in the first iteration this approach

tries to approximate the whole function instead on focusing

on one of the two clearly distinct components. As a result

it is unable to build a perfect model in two iterations.

2.4. Weighted Correlation

An improvement to the described situation can be made by

using weighted correlation coefficients. Let us define the

weighted linear correlation as

rω (X ,Y ) =
Eω(XY )−Eω(X)Eω(Y )

√

(Eω (X2)−E2
ω
(X))(Eω (Y 2)−E2

ω
(Y ))

, (7)

and the weighted rank correlation as

ρω(X ,Y ) = rω (rank(X),rank(Y )) , (8)

where

Eω (X) =
∑x∈X ω(x)x

∑x∈X ω(x)
. (9)

Furthermore we consider a Gaussian weighting function of

the form

ω(x) =
1
√

2πv
e
−x2

2v2 . (10)

When the algorithm uses the defined weighted coefficients

instead of trying to decrease the approximation residual

as much as possible in each iteration, the method focuses

on identifying and approximating specific components of

the approximated function. This means that IBHM tries to

decompose the approximated function.

Fig. 3. Approximating function from Fig. 1 using Algorithm 1

with weighted correlation coefficients: (a) after the first iteration,

(b) after the second iteration.

Coming back to the example, if we change lines 4 and 5

in Algorithm 1 to use the weighted correlation coefficients,

the obtained approximation results are different as presented

in Fig. 3. A close inspection of these results reveals that

the weights work as a kind of a filter which puts focus

on local features of the approximated function. Therefore

it is possible to approximate a specific component of the

approximated function, different in each iteration and get

a more accurate model in the end.

3. IBHM Algorithm

3.1. Method Definition

Extending the conventions used in Subsection 2.1, let

H = {h̄1, . . . , h̄v : h̄i : Rn→ R} denote the set of candidate

scalarization functions and let G = {ḡ1, . . . , ḡu : ḡi : R→R}
denote the set of candidate monotonous activation func-

tions. The functions present in the final model are to be

chosen from these two sets.

Algorithm 2 presents the proposed method, which builds

the model given by Eq. (6), where ∀i gi ∈G ∧ hi ∈H. The

algorithm has three distinct parts which follow the proce-

dure already described in Subsection 2.1. In the first part,

for each candidate scalarization function, a proper parame-

ter vector is found via the weighted rank correlation maxi-
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mization – line 5. Then the best candidate is selected and

set as the k-th scalarization function – lines 7–9. In the

second part of the iteration, the parameters for candidate

activation functions are found via the weighted linear cor-

relation maximization – line 11. Then the best candidate

is chosen as the k-th activation function – lines 13–15. In

the third part of the iteration linear regression is used to

estimate the model’s weights – line 18.

Algorithm 2: IBHM

Input: X = {x1, . . . ,xm : xi ∈ Rn} - training sample set

Result: f̂ - approximation function

ε0(x)← f (x), k← 01

while the stop criterion is not satisfied do2

k← k + 13

/* Part 1 - finding scalarization function

and parameter */

for i = 1, . . . , |H| do4

d̂i← argmaxd

∣

∣ρω(h̄ j(X ,d),εk−1(X))
∣

∣5

end6

ik← argmaxi

∣

∣ρω(h̄i(X , d̂i),εk−1(X))
∣

∣7

dk← d̂ik8

hk← h̄ik9

/* Part 2 - finding activation function

and parameters */

for j = 1, . . . , |G| do10

(â j, b̂ j)←11

argmax(a,b)

∣

∣rω (ḡ j(a ·hk(X ,dk)+ b),εk−1(X))
∣

∣

end12

jk← argmax j

∣

∣rω (ḡ j(â j ·hk(X ,dk)+ b̂ j),εk−1(X))
∣

∣13

(ak,bk)← (â jk , b̂ jk )14

gk← ḡ jk15

/* Part 3 - extending the model */

assume f̂k(x) = ∑i=1,...,k wi ·gi(ai ·hi(x,di)+ bi)16

assume εk(x) = f̂k(x)− f (x)17

[w0, . . . ,wk]← argmin[w0,...,wk] ∑x∈X (εk(x))2
18

end19

f̂ (x) = f̂k(x)20

Main loop of the algorithm is controlled by a stop cri-

terion. This criterion should indicate if increase of the

models complexity improves the overall results. A possi-

ble candidate method for that criterion is to stop when an

increase in the Akaike Information Criterion (AIC) [5] is

observed, where AIC is defined as

AIC(X) = 2 · p + |X | · ln( ∑
x∈X

(εk(x))2) , (11)

and p is the number of parameters estimated for the model1.

1In case of m iterations of IBHM p = m · (n+3)+1.

Another possibility is to use a separate validation set to esti-

mate the current model error and to stop when it increases.

3.2. Computational Complexity

Dominant operations which influence IBHM’s complexity

are connected with optimization tasks performed in each

iteration. For that reason, a thorough complexity analysis

of IBHM in the general case is impossible, as it would

require precisely stating the complexities of solving un-

known global optimization tasks. What follows however, is

a rough discussion giving some insight into how costly is

the algorithm in comparison with other methods.

In each IBHM iteration, a number of optimization tasks

are solved. For each scalarization function from the H set,

a global optimization of the d ∈ Rn vector is solved. Esti-

mation of parameters a,b is performed for each activation

function from the set G. Each iteration is concluded with

linear regression which is a quadratic problem of a size

dependent on the iteration number.

When compared to methods which assume a fixed model

structure, e.g., MLP neural networks, where only a single

optimization task is solved, IBHM may seem to be over-

whelmingly expensive. This is until dimensionality, a key

factor connected with optimization tasks, is considered. Be-

cause of its iterative nature, the increase in the number of

nonlinear components does not influence the number of

parameters that undergo global optimization in each IBHM

iteration. This means that in the optimization tasks solved

by IBHM are simpler than in case of MLP.

Consider an example in which an approximated function

f : Rn → R is is given. The approximation function is

assumed to have the following structure

f̂ (x) =
m

∑
i=1

wi · tanh(ai ·d
T x + bi) + w0 . (12)

This model corresponds to a MLP neural network with

a single hidden layer of m-neurons and a hyperbolic tan-

gent activation function. For MLP it is sufficient to assume

that ai = 1, therefore estimation of the parameters requires

solving a single m ·(n+2)+1 dimensional global optimiza-

tion task.

The same model can also be constructed within m iterations

of IBHM with H = {dtx} and G = {tanh(x)}. In this case

we have to solve m global optimization tasks in Rn and R2

and m quadratic optimization tasks.

Table 1

Time units required to prepare the model from Eq. (12)

(for m = 10, n = 5) in case of IBHM and MLP using

optimization methods of various expected costs.

Alg. exp. cost IBHM MLP

Θ(N) 70 71

Θ(N2) 2 900 5 041

Θ(N3) 133 000 357 911
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If we have a global optimization method with the expected

cost Θ(Nα) where N is the optimization task dimensional-

ity, we may estimate the computational effort required to

prepare an MLP network as requiring Θ(mn + 2m + 1)α

units. In the IBHM case, the cost is Θ(mnα + 3mα) units

plus the negligible cost of solving m quadratic optimization

tasks. For various values of α the computational effort re-

quired by IBHM turns out to be far smaller then in case

of MLP, as shown in Table 1.

3.3. Similar Methods

Neural networks. Multiple Layer Perceptron (MLP) or

Radial Basis Function (RBF) type neural networks [3] can

be used to create models very similar to those created by

IBHM. The main difference is that IBHM does not require

a priori assumptions about the final model structure, while

constructing MLP or RBF networks requires setting the

number of neurons to be used. Also the correlation based

learning used by IBHM is a completely different from the

techniques utilized by neural networks.

One important fact to notice is that IBHM may be utilized

alongside neural networks as a preprocessing step estimat-

ing the required number of networks. This has been shown

[4] to lead to good results in case of MLP models.

SVR. Support Vector machines for Regression (SVR, [6])

construct models with a similar structure to IBHM mod-

els. Another similarity is that, this method determines the

model structure using the training data. The learning algo-

rithm utilized determines most of the parameters directly

using training data points, which are called support vectors.

This is a different approach from the one IBHM uses.

The main drawback of SVR, not shared by IBHM, is that

it tends to create very large models, which may lead to

generalization problems.

GMDH. The Group Method of Data Handling [7] is

a heuristic method which creates approximators using high

order polynomials. The method works iteratively and puts

focus on pairs of input variables in each iteration. Com-

bination of these pairs form polynomials of higher orders

which are added as new variables. The best from the new

variables is treated as the current model. If the stop cri-

terion is satisfied the algorithm terminates, otherwise the

next iteration works on pairs of the variables introduced in

the previous iteration and so on.

The iterative process uses a validation stop criterion, so the

algorithm terminates when an error increase on the valida-

tion set is observer.

The GMDH learning process shares some similarities with

the approach utilized by IBHM, however this method does

not use correlation analysis during parameter estimation.

Furthermore the estimation is done using a one step pro-

cess, while IBHM splits this into three steps. Also GMDH

works only on polynomials, while IBHM works on many

different scalarization and activation functions.

CLEAN algorithms for signal processing. The incremen-

tal model building realized by IBHM can be viewed from

a different perspective. In each iteration the algorithm tries

to identify parts of the approximated function – its com-

ponents. When such a component is identified, it is sub-

tracted from the remaining residual, so that further com-

ponents can be identified in future iterations. The idea to

try and identify certain components present in a complex

pattern, remove them and find other, previously not visi-

ble, components can be found in other areas of research.

CLEAN radar algorithms ([8], [9]) are one such area.

These algorithms address the problem of identifying mul-

tiple targets by iteratively filtering them out. Although the

problem domain and methods are different from those uti-

lized by IBHM, the core idea is quite similar.

4. Experiments

The focus of this paper is on reporting progress made on

IBHM development therefore the goal of the presented ex-

perimental results is to illustrate the way the method works.

For this purpose some toy problems were prepared and

solved using IBHM.

4.1. Approximated Functions

The experiments were conducted using the following three

functions:

f1(x) = e−
(x−8)2

2 + e−
x2

2 + e−
(x+8)2

2 + εN(0,0.01) , (13)

f2(x) =
1

5
sin(x)+

1

10
x + εN(0,0.01) , (14)

f3(x) = 1− tanh(x+6)+ tanh(x−6)+2 ·e−
x.2

2 +εN(0,0.01) ,
(15)

where εN(0,0.01) is a normally distributed random variable

with mean 0 and variance 0.01. These functions were cho-

sen as they represent various types of nonlinearities oc-

curring in approximation tasks. The random component

reflects the unknown factors influencing the approximated

functions, therefore it compensates for the lack of knowl-

edge.

For each of these functions two data sets were prepared:

a training set of 160 examples and a test set of 80 examples.

Test sets were used only to calculate the results reported in

Subsection 4.3.

4.2. Algorithm Setup

IBHM was set up with G = {tanh(x) , x , logsig(x)} and

H = {d · x , (x−d)2}, where

logsig(x) =
1

1 + exp(−x)
. (16)

Both global optimization tasks were solved using the CMA-

ES optimizer [10], while the Nelder-Mead Simplex [11]

was used to perform the linear regression task. A validation

criterion was used to determine when to stop the algorithm.
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This criterion divided the training set into two parts: 2
3

of

data used to estimate the parameters, while the remaining

part was used to estimate the error. The algorithm was

stopped when an error increase was observed.

4.3. Results

For each approximated function, the algorithm was ran

20 times using the training data sets. Then using the test

sets for each created model the mean squared error defined

as

MSE =
1

n
∑

i=1,...,n

(

f (xi)− f̂ (xi)
)2

(17)

was calculated. Table 2 contains the aggregated results of

the experiments. In this table the second column contains

the standard deviations σ of the random components εN(0,σ)

present in the training data. For each problem the mean val-

ues and standard deviations of MSE values and model sizes

are reported. The model size is the number of nonlinear

components – activation functions used.

Table 2

The aggregated results of the experiments

Problem Mean test MSE Mean model size

f1 0.0317 ±0.0021 3.1 ±0.3

f2 0.0135 ±0.0045 4.0 ±0.3

f3 0.0265 ±0.0121 4.7 ±0.8

When compared with the variance of the random compo-

nents present in the training data the obtained error lev-

els suggest that IBHM was able to capture the general

approximated function structure without overfitting to the

noise. This can be also noticed by inspection of the best

models for each approximated function which are shown

in Figs. 4, 5 and 6. The structures of these models are

given in Appendix A.

Fig. 4. The best (MSE = 0.0320) model created for f1(x) given

in Eq. (19).

These results suggest that the noise present in the data does

not degrade the correlation based learning method utilized

Fig. 5. The best (MSE = 0.0109) model created for f2(x) given

in Eq. (20).

Fig. 6. The best (MSE = 0.0165) model created for f3(x) given

in Eq. (21).

by IBHM. Furthermore, it may be even argued that in some

situations the presence of random components may be ben-

eficial. This is because such components push the learning

method away from focusing on small, insignificant parts of

the approximated function and thus from overparametriza-

tion.

Another important aspect of the models built using IBHM

was shown in [4]. This recent paper compared IBHM with

MLP and SVR methods in the time series forecasting do-

main using 111 benchmark data sets from NN3 forecast-

ing competition [12]. The comparison was based on re-

sults from experiments which put focus on evaluating the

three different learning algorithms utilized by IBHM, MLP

and SVR. The experimental procedure consisted in cre-

ating nonlinear autocorrelation models which defined the

forecasts as

x̂(t) = x(t− τ1)+ f̂
(

x(t− τ1), . . . ,x(t− τ18)
)

, (18)

where τ1, . . . ,τn were lags and f̂ were nonlinear func-

tions approximated using the three compared methods. The

structure of the models where estimated using Akaike’s

Information Criterion. The built models’ errors were es-

timated on test data sets and the whole training and

70



Incrementally Solving Nonlinear Regression Tasks Using IBHM Algorithm

testing cycle was performed 25 times for each time se-

ries. The gathered data was used to estimate average MSE

values and to perform pairwise comparison of models. In

the comparison it was assumed that model A is better

than B only when the median MSE for A was smaller

than for B and the difference was statistically signifi-

cant. Rank of a model for a time series was equal to

one plus the number of models whose results were better

for that time series. The results obtained are presented in

Table 3.

Table 3

Summary of results aggregated over 111 time series

from NN3 benchmark

Method MSE mean Model size∗ Rank

IBHM 0.091 ±0.212 1.09 1.76

MLP 0.093 ±0.219 1.11 2.07

SVR 0.093 ±0.209 4.80 2.46

∗ Number of nonlinear components averaged over all

the models built by the given method.

These results show that IBHM performs well in comparison

to MLP and SVR methods and that the models it creates

tend to be rather small. This is an important virtue, as

constructing large models may easily lead to overparame-

terization and generalization problems.

5. Summary and Future Work

IBHM is a promising approximation algorithm and the ex-

perimental results prove that the concepts behind it work.

The method can be used in various fields ranging from time

series forecasting to modeling complex physical processes.

The models it constructs are similar in structure to those

created using other well known and respected methods as

MLP or SVR. Due to its iterative nature and decomposi-

tional properties, it does not require a priori assumptions

about the final model structure, which makes it a convenient

tool.

The future work on IBHM will focus on a couple of as-

pects. Theoretical analysis of the correlation based learn-

ing is to be conducted to provide a strong background for

the algorithm. Furthermore, questions regarding optimal

stop criteria and weighting functions need to be answered.

There are also possibilities to extend the algorithm and to

enable it to build more complex models with a structure

similar to cascade correlation neural networks [13].

Another important aspect of further development is prepar-

ing an efficient implementation of the algorithm. The ma-

jor amount of computation in IBHM is devoted to solving

multiple optimization tasks. Fortunately these can be paral-

lelized which opens up the possibility of utilizing General

Purpose Graphical Processing Units (GPGPUs) to create

a highly efficient implementation.

Appendix A

Sample Models

f̂1(x) = 0.47tanh
(

−6.98 · (x−8.25)2+ 4.57
)

+1.06logsig
(

−2.70 · (x + 7.95)2+ 2.58
)

−1.33logsig
(

1.62 · (x−0.02)2−1.01
)

+ 1.85

(19)

f̂2(x) = 43.06logsig
(

0.01 · (x + 12.42)2+ 2.98
)

+0.54logsig
(

0.64 · (x−4.15)2−0.68
)

−0.27logsig
(

−389.18 · (x + 7.85)2+ 390.57
)

−51.14tanh
(

−0.34 · (x + 1.30)2−2.88
)

−93.57

(20)

f̂3(x) = 2.93logsig
(

0.40 · (x−3.30)2−0.93
)

−3.03logsig
(

−0.38 · (x + 2.70)2+ 0.53
)

+0.46logsig
(

−2.25 · (x + 0.67)2+ 2.11
)

−1.35logsig
(

−1.02 · (x−5.74)2+ 0.12
)

+1.90tanh
(

0.31 · (x + 5.25)2 + 0.40
)

−3.84

(21)
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Abstract—Reliable comparison of optimization algorithms re-

quires the use of specialized benchmarking procedures. This

paper highlights motivations which influence their structure,

discusses evaluation criteria of algorithms, typical ways of pre-

senting and interpreting results as well as related statistical

procedures. Discussions are based on examples from CEC

and BBOB benchmarks. Moreover, attention is drawn to these

features of comparison procedures, which make them suscep-

tible to manipulation. In particular, novel application of the

weak axiom of revealed preferences to the field of benchmark-

ing shows why it may be misleading to assess algorithms on

basis of their ranks for each of test problems. Additionally,

an idea is presented of developing massively parallel imple-

mentation of benchmarks. Not only would this provide faster

computation but also open the door to improving reliability of

benchmarking procedures and promoting research into par-

allel implementations of optimization algorithms.

Keywords—black-box optimization, comparing optimization al-

gorithms, evaluation criteria, parallel computing.

1. Introduction

The question, which optimization algorithm performs

“best”, seems to be of both practical and scientific impor-

tance. However, the notion of the ”best” algorithm is not

well defined and, more importantly, there are little theoret-

ical clues for its choice. For these reasons, in practice opti-

mization algorithms are compared using specialized sets of

test problems under appropriate evaluation criteria. Before

going into details it may beneficial to briefly remind some

of the crucial notions in the field of benchmarking.

Continuous optimization problem involve finding an argu-

ment xopt minimizing a certain objective function f : D→R,

where D ∈ Rn.

xopt = arg minx∈D f (x) . (1)

Domain of the objective function D is called feasible set and

it is often a hypercube D = [l1,u1]× [l2,u2]× ...× [ln,un].
The minimal function value is denoted by fopt = f (xopt).
Optimization algorithm is a method of producing a series

of points x1,x2, ...,xm ∈ D. The best function value reached

by an optimizer is denoted by fbest = mini∈{1,2,...,m} f (xi),
while difference fbest − fopt is called optimization error.

The “best” optimization algorithm solves a problem accu-

rately (effectively) and fast (efficiently). A combination

of these two characteristics is referred to as performance,

however formal definition of this notion is not clear. More-

over, all optimization methods yield nondeterministic re-

sults. This is due to two factors: random initialization of

an algorithm, e.g., choice of start point (or start population)

and stochastic nature of many of the state of the art op-

timization methods, most notably evolutionary and similar

nature-inspired algorithms. Therefore, empirical estimation

of any measure of performance requires many independent

restarts of an algorithm.

Comparison between optimization methods is usually per-

formed by means of running simulations for specially de-

signed sets of optimization problems. Such process, called

benchmarking, is not a trivial task and requires both spe-

cialized skills and knowledge. This paper provides an

overview of benchmarking procedures discussing the ma-

jor issues in this field: theoretical grounds of algorithm

comparison, available benchmarks, evaluation criteria, in-

terpretation of results and testing their statistical signifi-

cance. The aim of this contribution is to promote the use

of systematic procedures for comparison of algorithms and

to highlight some of the most important aspects of bench-

marking. Furthermore, two novel concepts are presented:

criticism of rank-based comparison methods and an idea of

parallel implementation of test problems, which may be-

come a qualitative improvement to the benchmarking pro-

cedures.

1.1. Fair Comparison of Algorithms

Benchmarking emerges from the need of fair comparison

of optimization algorithms. Choosing an algorithm which

would perform “best” on a new function whose characteris-

tic is unknown can be done through measuring performance

over a wide range of test problems and aggregating the ob-

tained results. A test problem consists of a test function

accompanied by some additional criteria such as the feasi-

ble set, initialization area, stopping conditions etc. Bench-

marking yields meaningful results only when competing

algorithms are compared on the same test problems with

the same performance criteria.

Comparing algorithms can be performed quite easily with

the use of some readily available benchmarks. This ap-

proach has some major advantages:

• There is no need to develop testbeds and performance

criteria, which saves work and protects from possible

methodological mistakes.
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• Using benchmarks does not require special effort,

since their implementations are usually available in

a few programming languages. It is enough to link

one of them to an optimizer and assign processor

time.

• Comparison with other algorithms, which were pre-

viously tested on a benchmark, is possible without

repeating those experiments.

• Results may be postprocessed and their presentation

can be standardized.

1.2. Benchmarking and Free Lunches

Although benchmarking is generally approved among sci-

entists and practitioners, its sense is sometimes criticized on

the basis of the no free lunch theorem introduced and for-

malized in papers [1], [2]. The theorem states that for any

algorithm, any performance gain over one class of problems

is offset by performance loss over another class. Therefore,

no algorithm can be be considered consistently “best” for

all possible problems. This statement highlights limitations

to benchmarking, as there is no “best” general purpose op-

timizer. However, for a fixed class of problems, there are

methods which yield better results than others.

Performance of optimization algorithms depends on ex-

ploiting problem regularities [3] such as symmetry or

convexity of objective function. There is a large vari-

ety of “typical” optimization problems, which have ran-

dom character with no structure [4]. On the other hand,

typically solved problems usually reveal some regularities

and therefore constitute only a narrow subset of all prob-

lems. For instance, the power of the set of all functions

f : R → R equals 2c, while the power of continuous func-

tions f : R → R is strictly lower and equals continuum c.

The latter follows from the fact that a continuous function

is uniquely defined by its restriction to rational numbers

f : Q → R [5]. Thus, benchmarking can be used to find

algorithms outperforming others on a narrow but quite im-

portant class of continuous functions. The resulting low

performance for a wide class of discontinuous functions

often bears little practical significance.

1.3. What do Benchmarks Measure?

Benchmarking is a way of evaluating an algorithm’s abil-

ity to exploit regularities of certain class of problems. It

is therefore important to remember that test problems and

evaluation criteria were developed in order to address issues

such as [6]:

– high cost of single function evaluation,

– high dimensionality of search space,

– linear and nonlinear constraints,

– high conditioning of a function,

– noisiness of a function,

– large number of local optima (thousands),

– linearly non-separable functions,

– global optimum located on a boundary of feasible

set.

Some of these issues can be observed when looking at plots

of two-dimensional variants of test problems from CEC’05

benchmark [7], Fig. 1. Most of the test functions in CEC

and BBOB families of benchmarks are typical optimization

problems known in the literature. They become, however,

Fig. 1. Two-dimensional variants of CEC’05 benchmark prob-

lems: (a) sphere, (b) noisy ellipsoid, (c) Rastrigin, (d) hybrid.

Each function is plotted within its feasible set, asterisks denote

the location of global minimum.
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subject to transformations such as shifting f ′(x) = f (x+c),
adding a constant f ′(x) = f (x) + c and rotating. This is

done in order to promote algorithms which are invariant

to such changes of a coordinate system of the objective

function. By this means, results obtained for a single test

problem can be extended to whole class of problems.

Evaluation of algorithms is a two-step procedure. First, the

algorithm’s performance is measured for each test problem

independently. Then, results obtained for each problem are

aggregated to form a more general picture. Discussion of

either of these steps is provided in Sections 2 and 3.

Benchmarking procedures for continuous domain optimiz-

ers are developed along CEC and GECCO conferences for

special sessions devoted to comparing performance of opti-

mization algorithms. Availability of these results facilitates

comparing new optimization methods to the state of the

art ones. CEC benchmarks cover a wide range of spe-

cialized optimization problems, Table 1. GECCO bench-

Table 1

Scope of real-parameter benchmarks

Problem kind Benchmarks

Single-objective CEC’05, BBOB’09, BBOB’10

Constrained CEC’06, CEC’10

Multi-objective CEC’07, CEC’09

Large scale CEC’08, CEC’10

Dynamic CEC’09

Noisy BBOB’09, BBOB’10

Real world CEC’11

marks are called BBOB (Benchmarking Black-Box Opti-

mizers) and specialize in single-objective and noisy prob-

lems. BBOB is a carefully-developed platform providing

motivated test problems, experimental setup and postpro-

cessing of results [8].

2. Measuring Performance for a Single

Problem

There are two main ways for measuring the algorithm’s

performance for a single problem. The fixed cost approach

consists of checking the final optimization error fbest − fopt

after running the algorithm for a certain period of time.

The fixed target approach consists in measuring time nec-

essary to find a solution at an accuracy target ∆ ft . In order

to compare algorithms rather than their implementations

and hardware used to run benchmark, computing time is

expressed as the number of objective function evaluations

(FEs), which is a standard approach in the literature on

optimization.

2.1. Fixed Cost

Figure 2 shows convergence curves, i.e., the optimization

error as a function of computing time, for four indepen-

dent runs of an algorithm. Fixed cost approach can be

illustrated with a vertical cut [8]. A set of error values

Fig. 2. Fixed cost and fixed target stopping criteria [8].

at a fixed cost can thus serve for comparisons. An algo-

rithm A is better than algorithm B if it yields lower error

values. Comparison is done on ordinal scale, which gives

qualitative information (which algorithm is better?). How-

ever, no quantitative information (how much better it is?)

is provided, as it is not clear how much more difficult is to

reach a smaller error value [8].

2.2. Fixed target

Instead of fixing computing cost and comparing final op-

timization errors one can fix the desired error value ∆ ft
and compare the average runtime of algorithms required

to reach it. Due to nondeterministic performance of algo-

rithms, comparisons are reliable after aggregating the run-

time values from multiple runs, for instance, by estimating

their expected value. Again, computing time is measured

as the number of function evaluations. The fixed target

approach can be more precisely stated as comparing the

estimates of the expected runtime needed for each algo-

rithm to reach optimization error not greater than required,

i.e., to satisfy condition fbest − fopt ≤ ∆ ft . This criterion is

illustrated in Fig. 2 with a horizontal line. Expected run-

time values for different algorithms can be compared on

the interval scale: it is possible to quantitatively state how

much faster is one algorithm than another. This facilitates

interpretation of results and it is the reason for choosing

the fixed target approach for BBOB benchmarks [8].

There are, however, two problems with calculating the ex-

pected runtime. First, the required accuracy ∆ ft must be

somewhat arbitrarily chosen. This can be partially over-

come by setting several accuracy targets. Second, expected

runtime estimation is somewhat problematic. Some algo-

rithm runs may fail to solve optimization problem at all.

This may happen, for instance, due to premature conver-

gence to a local optimum [9]. Consequently, the stopping

criterion can not be solely dependent on the accuracy but

it must also involve some “safety breaks”, e.g., the max-

imum cost of simulation. Then, a single run of an al-

gorithm is called successful if it reaches accuracy target

within a given time limit. Without such limit, the number

of successful runs in Fig. 2 would equal three. The pres-

ence of additional stopping criterion fixing maximal cost
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reduces this number to one, as three runs stop due to ex-

ceeding time limit rather than reaching solution accurate

enough.

Expected runtime Ê(RT (∆ ft )) for a given accuracy target

∆ ft is estimated as the sum of the expected number of func-

tion evaluations for one successful run Ê(Ns
eval) and the

maximum cost Ê(Nu
eval) multiplied by odds against a suc-

cessful run (1− p̂)/ p̂. Value p̂ is an estimate for probability

of solving a problem within a single run, in other words

the fraction of successful algorithm runs [8].

Ê (RT (∆ ft )) = Ê(Ns
eval)+

1− p̂s

p̂s

Ê(Nu
eval) (2)

Denoting the number of successful runs by #s and unsuc-

cessful by #u, one can note that p̂ = #s/(#s + #u). If a

successful run is terminated right after meeting accuracy

target then the above formula can be transformed to:

Ê (RT (∆ ft)) =
#s · Ê(Ns

eval)+ #u · Ê(Nu
eval)

#s
=

Nt

#s
, (3)

where Nt denotes the total number of FEs within all al-

gorithm runs. This estimator is however strongly depen-

dent on the choice of maximal advisable cost in case of

not meeting the target accuracy [8]. If the vertical line

if Fig. 2 was shifted to the right, the number of successful

runs #s would increase to two and then to three changing

the value of the expected runtime estimate Eq. (3).

2.3. Statistical Analyses of Results

To check whether differences between algorithm perfor-

mance are significant rather than observed purely by co-

incidence results should be subject to statistical testing.

In papers comparing continuous optimization algorithms

Student’s t-test seems to be a common choice. This is

a parametric test, as it relies on an assumption that sample

(here final error values from several runs) is normally dis-

tributed. Alternatively, one can use non-parametric tests,

which do not assume any distribution of a sample. An ex-

tensive study [10] conducted on CEC’05 results showed

that conditions for safe use of parametric tests are usually

not fulfilled, nevertheless results of parametric and non-

parametric analysis are quite similar.

The use of non-parametric tests is encouraged in a multiple-

problem analysis. In paper [10] the following non-para-

metric tests are suggested for analysis of optimization

algorithms: Friedman, Iman-Davenport, Bonferroni-Dunn,

Holm, Hochberg, and Wilcoxon. In case of performing pair-

wise comparisons of many algorithms the power of sta-

tistical tests decreases, as control of Family Wise Error

Rate (FWER) is lost [10]. To compensate for that one

should decrease the statistical significance α below typical

value of 0.05 by using test variants designed for multiple

comparisons.

Finally, it is worthwhile to examine results not only with

statistics but also in a wider context. Superiority of final

error rate of 10−40 ±10−41 over 10−15 ±10−16 has neither

theoretical nor practical value in case of spherical func-

tion and double precision numbers. An old proverb says

that difference is a difference only when it makes a dif-

ference.

3. Aggregation of Performance

Measures

3.1. Ranking of Algorithms

Comparison of optimization algorithms A and B is a mul-

tiobjective task, as it is based on certain performance mea-

sure PFi
for each of several test problems F1, F2, . . . , Fk.

The algorithms can be naturally partially ordered with

Pareto improvement relation

A � B ≡ (∀i ∈ {1,2, ...,k}) PA
Fi
≥ PB

Fi
. (4)

Algorithm A is here considered better than algorithm B pro-

viding it yields better results for each test problem. This is,

however, only partial ordering, as some pairs of algorithms

are not comparable, e.g., when one of them performs bet-

ter for some problems but worse for others. Hence, the

question “which algorithm performs best?” is not always

answered. For this reason, performance over the whole test

set is often aggregated into a single number, which allows

creating a linear ordering (ranking) among competing algo-

rithms. Such aggregation method must be carefully chosen

to ensure fairness of the comparison.

Issues such as designing decision rules to choose the best

alternative out of a certain set have been widely investigated

by economists and mathematicians in such fields as theory

of the public sector. Some of these results can be applied to

analyze ranking methods of optimization algorithms. The

Weak Axiom of Revealed Preferences (WARP) [11], plays

an important role among them. Its definition is equiva-

lent to simultaneous satisfaction of the following conditions

known as α rule and β rule:

α if an algorithm performs best in a certain set of algo-

rithms then it is also the best in its subset (of course

if it is available in the subset),

β if two algorithms are equally good, best algorithms,

then in every superset either both are the best or none.

If WARP is not met, the results of comparison can be in-

fluenced by such means as shortlisting, pairwise compar-

isons or introducing other algorithms to increase relative

advantages.

Multi-problem aggregation methods are based on results

achieved by algorithms for sets of single problems. Some

of them do not satisfy the β rule, which makes them suscep-

tible to manipulation. This can be illustrated with the fol-

lowing example. Suppose that two algorithms, A and B,

were tested on a set of four problems Fi, i ∈ {1,2,3,4}
and aggregated by comparing the mean rank achieved for

all test problems. The ranks of final optimization errors
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are shown in the upper part of Table 2. The mean rank

for both algorithms equals 1.5, therefore one may conclude

that A and B are equally good. Suppose now that another

algorithm C had been added to this comparison. The per-

formance of C is slightly worse than of A, therefore for

each test problem C is ranked one notch lower than A, Ta-

ble 2. The mean rank of algorithm A remains 1.5 while

Table 2

If mean rank is used as performance criterion,

introduction of irrelevant alternative C changes preference

between A and B

{A, B}
Test problem

Mean rank
F1 F2 F3 F4

R
an

k 1 A A B B A = 1.5

2 B B A A B = 1.5

{A, B, C}
Test problem

Mean rank
F1 F2 F3 F4

R
an

k 1 A A B B A = 1.5

2 C C A A B = 2.0

3 B B C C C = 2.5

algorithm B now performs poorer, since its mean rank

equals 2. This shows that introduction of an irrelevant

alternative C changed the preference between algorithms

A and B in favor of A. Therefore, competitions, for which

mean (median, etc.) rank is used as multi-problem aggre-

gation criterion are susceptible to manipulations. On the

other hand, WARP is satisfied whenever the performance

measure of an algorithm is independent from other, com-

peting algorithms.

3.2. Empirical Runtime Distribution

Empirical runtime distribution is a way of aggregating

and comparing performance of different algorithms mea-

sured for many runs over a set of test problems. It can be

visualized by plotting the proportion of solved problems

against the expected runtime of an algorithm. The general

idea behind this plot can be illustrated with a following

example. Consider benchmarking an algorithm on three

test functions. Expected runtime values, over many inde-

pendent runs, are given in Table 3 for fixed targets ∆ f1

and ∆ f2. Dotted graph in Fig. 3 presents runtime distri-

bution for required accuracy ∆ f1. Its shape represents an

Table 3

Estimated runtime values for three test problems

and two accuracy targets

Test function

F1 F2 F3

Target
∆ f1 3 ·102 1 ·103 4 ·104

∆ f2 2 ·103 5 ·103 7 ·104

Fig. 3. Construction of empirical runtime distribution plots.

answer to question how many problems can one expect to

solve for a given FEs budget? Below 300 FEs no problems

can be solved, between 300 and 1000 only one (which is

33% of all problems), from 1000 to 40000 two (66%) and

over 40000 three (100%). Dashed graph represents anal-

ogous data for more strict accuracy criterion ∆ f2. Both

lines can be aggregated by treating each of the six pairs

(F,∆ f )∈{F1,F2,F3}×{∆ f1,∆ f2} as independent problems

and using analogous manner to draw a new graph plotted

in Fig. 3 with solid black line. Such aggregation among

required accuracy targets is a way to overcome arbitrarily

in choosing their levels ∆ f .

4. CEC and BBOB Benchmarks

Various versions of rank-based aggregation are used in

practice. During CEC’06 competition ranking was based

on three statistics of performance on test problems: feasi-

ble rate, success rate and expected runtime (also known as

success performance) [12]. During CEC’07, ranks were as-

signed using two different multiobjective performance mea-

sures: R indicator and hypervolume difference to a refer-

ence set which resulted in two, quite similar rankings [13].

During CEC’08 and ’09 each team was ranking others and

the positions were averaged [14], [15]. In CEC’10 the

Formula 1 point system was applied to 300 optimization

problems and the algorithm with the highest score sum

won [16].

In BBOB benchmarks [17] no ranking is created, as ag-

gregation of results is based on empirical runtime distribu-

tion. Figure 4 presents the results of the BBOB’09 compe-

tition [17]. The horizontal axis shows runtime measured in

function evaluations divided by dimension of search space

n, which in this case equals 10. The vertical axis depicts

the proportion of problems solved on all functions with

accuracy targets ∆ ft ∈ {101.8,101.6,101.4, . . . ,10−8}. Fig-

ure 4 was created in a slightly more complicated fashion

than Fig. 3. Instead of estimating expected runtime values,

for each pair (F, ∆ f ), 100 instances of simulated runtime

were created by drawing algorithm runs at random with re-

placement until a successful run is found. Runtime instance

is then computed as a sum of function evaluations from all

runs drawn [17].
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Fig. 4. Empirical runtime plots for ten-dimensional BBOB’09

benchmark for 31 algorithms [17].

Each algorithm was restarted many times and the cross

indicates the maximum number of function evaluations. It

is suggested [17] that a decline in steepness right after the

cross (e.g., for IPOP-SEP-CMA-ES) may indicate that the

maximum number of function evaluations should have been

chosen larger, while a steep increase right after the cross

(e.g., for simple GA) could be a sign that a restart should

have been invoked earlier.

Fig. 5. Comparison of two algorithms VNS and ALPS-GA in

terms of effectiveness (vertical distance between curves) and effi-

ciency (horizontal distance).

Expected runtime plots provide significant interpretation

possibilities, which are illustrated in Fig. 5 with an

example of comparison of two algorithms, VNS and

ALPS-GA. Within the budget of 105 · n FEs, where n

denotes search space dimension, ALPS-GA solves 60%

of problems, while VNS over 70%, which is indicated

by vertical arrows. Difference and ratio between these

values show how much more efficient is one algorithm

than another. On the other hand, horizontal arrows indi-

cate how much computing time is required by each algo-

rithm to solve a given ratio of test problems (here 40%).

For VNS it is approximately 400 · n, while for ALPS-GA

this time equals 10000 · n. One can therefore conclude

that VNS is 25 times faster than ALPS-GA in solving

40% of problems. The area under a graph of an algorithm

is, according to authors of the benchmark [17], arguably

the most useful aggregated performance measure (averaged

on a log scale). It might be therefore a good criterion

for parameter tuning, for example, by means of metaop-

timization.

5. Benchmarking and Parallel

Computing

5.1. Parallel Implementation of Benchmarks

Both CEC and BBOB benchmarks are recognized and ma-

ture tools for measuring performance of optimization al-

gorithms. Moreover, they can be easily parallelized. We

believe that it would be beneficial to develop an imple-

mentation of these benchmarks exploiting massively par-

allel general purpose graphical processing units (GPUs).

Availability of fast and scalable benchmark implementation

would have significant consequences:

• GPU-based metaoptimizer could be developed for

each benchmark. Fair comparison of algorithms re-

quires choice of an “optimal” parameter set for each

of them according to evaluation criteria. Currently,

some optimization methods may not be tuned ad-

equately, which decreases their performance. This

might prove unjustified conclusions about superior-

ity of some algorithms over others. To solve this

problem, one can encourage all participating teams

to perform metaoptimization, whose huge comput-

ing cost could be balanced by massive parallelism

of GPUs.

• Additional evaluation criteria promoting research into

the choice of the best parallelization methods of op-

timization algorithms could be introduced.

• The number of test functions could be increased.

This would decrease statistical uncertainty, which is

especially important in case of multiple comparison

analysis, where significance α must be decreased to

control FWER.

• Algorithms could be tested for larger FEs budgets.

5.2. Evaluation criteria for parallel algorithms

Evaluation criteria of optimization algorithms are based on

the number of the objective function evaluations. This fa-

cilitates implementation independent comparisons and is

practical, since evaluating the objective function is often the

most time-consuming. On the other hand, many optimiza-

tion algorithms can be easily parallelized by such means as

simultaneous evaluation of the objective function in case

of population-based methods. Therefore, the real execution
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time can arguably be better described by the number of it-

erations rather than function evaluations required to solve

a given problem.

Fig. 6. Illustration of tradeoff between number of iterations and

number of function evaluations in parallel computing.

Figure 6 illustrates a possible tradeoff between the num-

ber of function evaluations and the number of iterations.

In this example, a population-based algorithm running with

single individual requires 5 FEs and 5 iterations to solve

a problem. A three-individual variant requires 6 FEs but

only 2 iterations, hence it is slower for the sequential com-

putation but faster for the parallel one. This feature would

not be noticed with a traditional approach based on function

evaluations. Direct adaptation of iteration counting might

be, however, confusing, since for an infinite population any

problem can be solved in the first iteration. For this reason,

a number of iterations for some (arbitrarily chosen) max-

imal number of parallel processing units #proc seems to

be a better criterion. It is worth noting that in case of full

use of all processing units the number of iterations #iter

is a product of number of function evaluations #FEs and

processing units

#iter = #FEs ·#proc . (5)

Such criterion could additionally encourage researchers to

look for the most appropriate parallelization models for

their algorithms. This issue is illustrated in Fig. 7. In

this simple example a test problem was solved using four

processing units. For a four-individual population it took

4 iterations, for two two-individual populations it took 3

and 4 iterations and for four single-individual populations

it took from 4 up to over 7 iterations. In case of many paral-

lel instances one can stop computation after the problem is

solved by any of them. Consequently, only these iterations

(and function evaluations) should be taken for comparison,

which are shaded in Fig. 7. In this example, problem was

solved fastest when there were two populations each using

two processing units. Many other parallelism models are

possible and their choice is an interesting and algorithm-

specific question.

Fig. 7. Performance of three parallel optimization models for

four processing units.

The proposed evaluation criteria are simplified, as they dis-

regard some limitations of parallelism such as the Am-

dahl’s law or memory transfer bottlenecks. For instance,

selection operators in evolutionary algorithms require syn-

chronization within population (or subpopulations in case

of tournament selection). Nevertheless, popularization and

further development of appropriate benchmarks seem to be

an important issue for the whole community developing

and using optimization algorithms.

6. Summary

This paper provides an outlook on procedures of measur-

ing performance of optimization algorithms, emphasizing

a need for standard and systematic approach in this field.

Attention is paid to motivations and intuitive premises

behind benchmarking as well as evaluation and com-

parison criteria for both single- and multiple-problem

analyses. A brief summary of state of the art benchmarks

and interpretation of their results is provided. Fairness of

comparisons is discussed with respect to rank-based aggre-

gation in multiple-problem analysis and testing of statis-

tical significance of benchmarking results. Finally, a dis-

cussion of parallel implementation of test sets is provided.

Not only can this make benchmarking more effective but

also promote further research into parallelization schemes.

Moreover, reliability of comparisons of algorithms can be

improved by implementing a parallel and thus fast metaop-

timizer.
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1. Introduction

Optimization algorithms for differentiable problems are

well established and sophisticated. Also for non-smooth,

but Lipschitz-continuous objective functions there are well-

known methods. Replacing gradients with so-called sub-

gradients allows to create analogs of several gradient-based

methods for non-differentiable problems. For interval al-

gorithms virtually no changes are needed [1].

In this paper it is proposed to extend this approach to using

an analog of the second derivative.

2. Interval methods

Interval methods are a robust approach to global optimiza-

tion.

Here, we shall recall some basic notions of intervals and

their arithmetic. We follow a widely acknowledged stan-

dards (cf., e.g., [2], [3], [1]).

We define the (closed) interval [x,x] as a set {x ∈ R | x ≤
x ≤ x}.

Following [4], we use boldface lowercase letters to denote

interval variables, e.g., x, y, z, and IR denotes the set of

all real intervals.

We design arithmetic operations on intervals so that the

following condition is fulfilled: if we have ⊙∈ {+,−, ·,/},

a ∈ a, b ∈ b, then a⊙ b ∈ a⊙b. The actual formulae for

arithmetic operations (see, e.g., [1], [2]) are as follows:

[a,a]+ [b,b] = [a+ b,a + b] ,

[a,a]− [b,b] = [a−b,a−b] ,

[a,a] · [b,b] = [min(ab,ab,ab,ab),max(ab,ab,ab,ab)] ,

[a,a] / [b,b] = [a,a] ·
[

1/b,1/b
]

, 0 /∈ [b,b] .

The so-called extended interval arithmetic allows division

by an interval containing zero, not covered by the above

formulae. The basic idea is that the result of such a divi-

sion should be the set of all possible results of the division

operation, executed on numbers from the argument inter-

vals. We give here the formulae of Kahan–Novoa–Ratz

arithmetic, following [1]:

a/b =























































a · [1/b,1/b] for 0 /∈ b

[−∞,+∞] for 0 ∈ a and 0 ∈ b

[a/b,+∞] for a < 0 and b < b = 0

[−∞,a/b]∪ [a/b,+∞] for a < 0 and b < 0 < b

[−∞,a/b] for a < 0 and 0 = b < b

[−∞,a/b] for 0 < a and b < b = 0

[−∞,a/b]∪ [a/b,+∞] for 0 < a and b < 0 < b

[a/b,+∞] for a < 0 and 0 = b < b

/0 for 0 /∈ a and 0 = b

.

The definition of interval vector x, a subset of Rn is straight-

forward: Rn ⊃ x = x1×·· ·×xn. Traditionally interval vec-

tors are called boxes.

Links between real and interval functions are set by the

notion of an inclusion function, see, e.g., [3]; also called

an interval extension, e.g., [1].

Definition 1: A function f : IR → IR is an inclusion func-

tion of f : R→ R, if for every interval x within the domain

of f the following condition is satisfied:

{ f (x) | x ∈ x} ⊆ f(x) .

The definition is analogous for functions f : Rn → Rm.

When computing interval operations, we can round the

lower bound downward and the upper bound upward. This

will result in an interval that will be a bit overestimated,

but will be guaranteed to contain the true result of the

real-number operation.

Using these notions we can formulate the interval branch-

and-bound (b&b) optimization algorithm, in the following

way:

Branch-and-bound-method (x(0), f);

// x(0) is the initial box

// f(· · · ) is the interval extension of the objective function

// Lsol is the list of solutions

[y(0), y(0)] = f(x(0));
compute fmin = the upper bound on the global minimum

(e.g. objective value in a feasible point);

L = {(x(0),y(0))};
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Lsol = /0;

while (L 6= /0) do

x = the element of L with the lowest function

value underestimation;

compute the values of interval extensions of the

constraint functions;

if (x is infeasible) then discard x;

update fmin if possible;

perform other rejection/reduction tests on x;

if (x is verified to contain a unique critical point or

x is small and not infeasible) then

add x to Lsol;

else

bisect x to subboxes x(1) and x(2);

compute lower bounds y(1) and y(2) on the function

value in the obtained boxes;

delete x from L;

for i = 1, 2 do

put (x(i),y(i)) on the list L preserving the

increasing order of the lower bounds;

end for

delete from L boxes with y(i) > fmin;

end if

end while

delete from Lsol the boxes with y(i) > fmin;

return Lsol;

end Branch-and-bound-method

3. Using Weak Derivatives of a Function

What is less obvious is that for non-smooth problems we

can also have an analog of the second derivative. All in-

tegrable functions – even non-differentiable ones – have

so-called Sobolev generalized derivatives (also known as

weak derivatives). These derivatives do not have to be

functions, but may belong to a wider class of distributions

(generalized functions) sometimes (see, e.g. [5], [6], [7]).

Consider the following examples:

Example 1 – the absolute value function.

f (x) = |x| , x ∈ [−3,5] .

Its weak derivative can be expressed as the following mul-

tifunction:

D f

Dx
=







−1 , for x < 0 ,

1 , for x > 0 ,

[−1,1] , for x = 0 .

More precisely, the weak derivative is a selection of the

above multifunction.

And the second derivative is the following distribution:

D2 f

Dx2
= 2δ (x) .

We can approximate it using interval methods. The only

thing we need is an interval extension of the Dirac delta.

And such an extension can be developed quite simply:

δδδ (x) =

{

[0,0], if 0 /∈ x ,

[0,+∞] else.
(1)

The classical Newton operator takes – in the univariate

case – a well known form:

xnew = N(x) = x−
f ′(x)

f ′′(x)
.

When the second derivative is the Dirac delta, the above

operator does not seem very useful. Dirac delta returns

either 0 (mostly) or infinity – making the division operation

undefined. However, using formula (1) and the interval

Newton operator (see, e.g., [1], [2]):

N(x) = midx−
f
′(midx)

f ′′(x)
,

xnew = N(x)∩x ,

we can still obtain useful results. For the interval x=[−3,5]
we get midx=1, f

′(midx)=1 and f
′′(x)=[0,∞], so – using

the Kahan-Novoa-Ratz extended interval arithmetic [1] –

we obtain:

N(x) = 1−
1

[0,∞]
= 1− [0,∞] = [−∞,1] ,

which intersected with the original interval [−3,5] gives

[−3,1]; an interval reduced by half.

Please note that the function is not monotone in the con-

sidered interval, so no monotonicity test (using only sub-

gradients) would allow us to narrow the domain without

branching.

The above result has been obtained for the least promising

case probably. Let us consider a “more friendly” objective.

Example 2.

f (x) = x2 + |x| , x ∈ [−3,5] .

Its weak derivative can be expressed as:

D f

Dx
=







2x−1 , for x < 0 ,

2x + 1 , for x > 0 ,

[−1,1] , for x = 0 .

The second derivative is:

D2 f

Dx2
= 2 + 2δ (x) .

Now for the interval x = [−3,5], we get:

N(x) = 1−
3

[2,∞]
= 1− [0,1.5] = [−0.5,1] .

So, both endpoints of the interval have been improved!

The remainder of the paper considers examples of prob-

lems that can be solved using the proposed methodology.
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Apparently, use of the second weak derivative is superior

to using generalized gradients only – at least for some

problems.

4. Computational Experiments

Numerical experiments were performed on a computer with

16 cores, i.e., 8 Dual-Core AMD Opterons 8218 with

2.6 GHz clock. The machine ran under control of a Fedora

15 Linux operating system.The solver was implemented in

C++, using C-XSC 2.5.1 library [8] for interval compu-

tations and automatic differentiation. To deal with non-

smooth functions, e.g., min() and max(), the automatic dif-

ferentiation code had to be modified (files hess_ari.hpp

and hess_ari.cpp). The interval global optimization al-

gorithm, on the other hand, did not have to be modified

significantly (see e.g. [1]); only some maintenance changes

were done.

The following optimization problems were considered.

min
x

f1(x) =
n

∑
i=1

|xi| , (2)

s.t.

xi ∈ [−3,5.5], i = 1, . . . ,n .

min
x

f2(x) =
n

∑
i=1

(

x2
i + |xi|

)

, (3)

s.t.

xi ∈ [−3,5.5], i = 1, . . . ,n .

min
x

f3(x) =
n

∑
i=1

(−1)i+1 · |xi| , (4)

s.t.

xi ∈ [−3,5.5], i = 1, . . . ,n .

min
x1,x2

f4(x1,x2,x3) = |x4
1 −1|+ |x2|− |x3| , (5)

s.t.

x1,x2,x3 ∈ [−3,5.5] .

min
x1,x2

f5(x) = max{−(x−1)2,−(x + 1)2} , (6)

s.t.

x ∈ [−0.5,1.0] .

Tables 1–5 contain the results for these problems. Follow-

ing fields are:

• var – the number of decision variables of the prob-

lem (for functions (2)–(6), where this number may

be arbitrary),

• fun – the number of objectives evaluations required,

• grad – the number of objective’ gradients evaluations

required,

• Hesse – the number of objective’ Hesse matrices

evaluations required,

• bis – the number of boxes’ bisections required,

• box – the number of resulting boxes, approximating

the set of solutions.

Fields “fun”, “grad”, “Hesse” and “bis” are all some kind

of measure of the algorithm performance. It seems the

number of bisections (roughly corresponding to the number

of iterations) is the best measure, but all of them should be

taken into account.

Table 1

Results for problem Eq. (2)

1st order

var fun grad Hesse bis box

1 51 27 25 24 1

2 99 53 49 48 1

4 195 113 97 96 1

8 387 225 193 192 1

16 771 481 385 384 1

32 1539 961 769 768 1

64 3075 2049 1537 1536 1

2nd order

var fun grad Hesse bis box

1 29 26 14 13 1

2 39 35 19 18 1

4 53 46 26 25 1

8 73 59 36 35 1

16 107 79 53 52 1

32 173 114 86 85 1

64 301 179 150 149 1

Table 2

Results for problem Eq. (3)

1st order

var fun grad Hesse bis box

1 51 27 25 24 1

2 99 53 49 48 1

4 195 113 97 96 1

8 387 225 193 192 1

16 771 481 385 384 1

32 1539 961 769 768 1

64 3075 2049 1537 1536 1

2nd order

var fun grad Hesse bis box

1 7 24 23 2 1

2 11 26 25 4 1

4 19 30 29 8 1

8 35 38 37 16 1

16 67 54 53 32 1

32 131 86 85 64 1

64 259 150 149 128 1
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Table 3

Results for problem Eq. (4)

1st order

var fun grad Hesse bis box

1 51 27 25 24 1

2 53 28 26 25 1

4 103 55 51 50 1

8 203 117 101 100 1

16 403 233 201 200 1

32 803 497 401 400 1

64 1603 993 801 800 1

2nd order

var fun grad Hesse bis box

1 29 26 14 13 1

2 37 21 15 14 1

4 43 37 21 20 1

8 61 50 30 29 1

16 89 67 44 43 1

32 139 95 69 68 1

64 237 146 118 117 1

Table 4

Results for problem Eq. (5)

fun grad Hesse bis box

1st order 192 107 96 94 2

2nd order 88 83 44 42 2

Table 5

Results for problem Eq. (6)

fun grad Hesse bis box

1st order 45 24 22 21 1

2nd order 25 23 12 11 1

5. Results

In all cases the proposed method performed much better

than the one not using the second-order information (in

terms of number of bisections, Hesse matrices evaluation,

etc.). For two variables, using the 2nd weak derivatives

seems to reduce the number of iterations by the factor

of 2. For higher dimensions, it becomes much larger –

for 64 variables it is even 10 times faster.

An interesting result was obtained for problem Eq. (3), in

Table 2. The function is convex and the proposed version

of the Newton operator allows – as shown in Example 2 –

narrowing the interval on both sides. Thus, the number

of bisections required is equal to the problem dimension

multiplied by 2; it is sufficient to cut off the bounds and

the interior can be narrowed instantly.

Yet more interesting results can be found in Table 4. Func-

tion is nonconvex, yet the performance of the b&b algo-

rithm seems even better than for convex functions. Also,

speedups gained by the use of 2nd weak derivatives seem

as good as for convex problems. This – very desired –

phenomenon should be investigated in subsequent papers,

deeper.

6. Conclusions and future work

Results presented in this paper are only preliminary, yet

very promising. For several simple functions the algo-

rithm using generalized second order derivatives required

far fewer iterations than the one using 1st order subderiva-

tives only.

Some theoretical investigation of the convergence is re-

quired. It does not seem that using the Newton operator

used with weak derivatives for non-differentiable functions

results in quadratic order of convergence; yet it is more ef-

ficient than not using this tool, the monotonicity test only.

The specific order of convergence is to be determined, yet.

Finally, the presented approach is an interesting example of

the difference of features of interval and non-interval algo-

rithms – the non-interval version of the Newton operator

based on pseudo-functions seems completely inapplicable,

as discussed in Section 3.
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Abstract—Orthogonal Frequency Division Multiplexing

(OFDM) is considered as a strong candidate for future

wireless communication because it is marked by its higher

frequency multiplicity and greater immunity to multipath

fading. However, the main drawback of OFDM is its high

amplitude fluctuations measured by peak-to-average power

ratio (PAPR), which leads to power inefficiency and requires

expensive high power amplifier (HPA) with very good linear-

ity. In this paper, we propose selected mapping (SLM) with

predistortion technique to decrease the nonlinear distortion

and to improve the power efficiency of the nonlinear HPA. In

the proposed method SLM reduces the PAPR and improves

the power efficiency, the predistorter improves the bit error

rate (BER) performance of the system. The PAPR reduction

is possible with SLM when compared with original OFDM.

After reducing the PAPR with SLM the data goes into the

HPA with and without predistorter. The BER performance

curves of SLM method with or without predistorter shows

that, predistorter operates more effectively in SLM method

than original OFDM system. At 4 dB IBO (input backoff) the

conventional method with predistorter achieves 1.8 dB SNR

gain than conventional method without a predistorter and at

6 dB IBO the BER performance is towards the ideal linear

amplifier. The proposed system will be evaluated for OFDM

system in the presence of a nonlinear power amplifier.

Keywords—nonlinear HPA, OFDM, PAPR, SLM.

1. Introduction

Orthogonal Frequency Division Multiplexing (OFDM) has

been adopted as a modulation technique for high-speed

wireless communications with many advantages, such as

high efficiency of bandwidth and robustness against mul-

tipath fading. The OFDM based physical layer has been

chosen for several wireless standards such as Digital Audio

Broadcasting (DAB), Digital Video Broadcasting (DVB-T),

the IEEE 802.11a [1] Local Area Network (LAN) stan-

dard and the IEEE 802.16a [2] Metropolitan Area Network

(MAN) standard. In OFDM, high rate incoming signal

is serial to parallel converted to N low rate data streams

and each is sent over one of the N orthogonal subcarriers,

because each symbol stream is transmitted over one nar-

rowband subcarrier, each symbol stream experiences a flat

fade. One of major problems in OFDM systems is large

amplitude fluctuations. Due to the loss of orthogonality

between subcarriers, resulting in cross talk and exhibit very

large peak to average ratio (PAPR) [3] .

Here, we study the performance of OFDM in the presence

of a high power amplifier (HPA). Several researchers have

been proposed schemes for reducing PAPR, such as clip-

ping method, coding method, selected mapping (SLM) and

partial transmit sequence (PTS), etc. Clipping method is to

clip the peak above a certain prescribed level. The merit of

this clipping method is that PAPR can be easily reduced.

But the BER performance becomes very worse due to many

defected signals [4], [5]. Block coding is another impor-

tant method for PAPR reduction. This method can reduce

the PAPR without any signal distortion. However, the code

rate becomes smaller than one, so that bandwidth efficiency

is very poor [6]. The SLM and PTS may be classified in

to the phase control scheme to escape the high peak. In

SLM, one signal of the lowest PAPR is selected a set of

several signals containing the same information data. In

PTS, the lowest PAPR signal is made by optimally phase

combining the signal sub-blocks. Both techniques are very

flexible scheme and have an effective performance of the

PAPR reduction without any signal distortion. However,

they require much system complexity and computational

burden by using of many IFFT blocks [7].

In this paper, we have used SLM technique with predistor-

tion. Predistortion technique is applied at the transmitter

side [8]–[12]. The main idea of predistortion is to shape

the transmitted data symbols (data predistortion) or the in-

put signal of the HPA amplifier (signal predistortion) so

that the output signal of the HPA is less distorted. Pre-

distortion technique improves the power density spectrum

of the transmitted signal and bit error performance.

This paper is organized as follows. In Section 2, we inves-

tigate the distribution of PAPR based on the characteristics

of the OFDM signals and nonlinear transmitter characteris-

tics. Section 3, explains SLM and predistortion technique.

Simulation results are shown in Section 4, and Section 5

contains the conclusion.

2. Preliminaries

2.1. The OFDM System

As shown in Fig. 1, the input data symbols are first passed

through serial to parallel converter, forming a complex vec-

tor of size N. We call the vector as X = [X0, X1, . . . , XN−1]
T .
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After IFFT transform the signal can be written as Eq. (1).

x(t) =
1

√
N

N−1

∑
n=0

Xn e j2πn∆ f t, 0 ≤ t ≤ NT , (1)

where j =
√
−1, ∆ f = 1/NT is subcarrier spacing, and NT

is OFDM symbol period.

Fig. 1. Block diagram of basic OFDM system.

The PAPR of an OFDM signal, is to be

PAPR =
max |x(t)|2

E
[

|x(t)|2
] , (2)

where max |x(t)|2 is the peak signal power and E
[

|x(t)|2
]

is the average signal power.

According to central Limit Theorem, x(t) is approximately

independently and identically distributed (i.i.d) the complex

Gaussian random variables with zero mean and variance [8]

σ
2 = E

[

|Xn|
2
]

/2 .

When number of subcarrier (N) is large, the complementary

cumulative distributed function (CCDF) of PAPR denotes

the probability of a data block exceeds a given threshold

PAPR0, it can be calculated as [4]

CCDF = 1− (1− e−PAPR0)N .

2.2. The HPA Model

2.2.1. Solid State Power Amplifier Model

In this section, we described the memory less model for

the nonlinear HPA. The AM/AM and AM/PM conversion

of a solid state power amplifier (SSPA) can be approximated

as [2]

f
[

A(t)
]

=
vA(t)

(

1 +
[

vA(t)
A0

]2r
) 1

2r

, Φ

[

A(t)
]

≈ 0 , (3)

where v ≥ 0 is the small signal gain, A0 ≥ 0 is the output

saturating amplitude and r ≥ 0 is a parameter to control

the smoothness of the transition from the linear region to

the saturation level.

Figure 2 shows the AM/AM and AM/PM curves for the

SSPA model with r = [2, 8, 12, 100] and the Saleh model

with a0, a1, b0, b1 = [2.3121, 1.0922, 5.1682, 10.0024].
From the figure we see that the SSPA model with r > 10

resembles the limiter model which is useful for nonlinear

distortion analysis [9].

Fig. 2. (a) AM/AM and (b) AM/PM curves for SSPA model [9].

2.2.2. Effect of OFDM Signal with Nonlinearities

The nonlinear distortion at the transmitter causes interfer-

ences both inside and outside the signal bandwidth. The

inside component determines the amount of bit error rate

degradation of the system, whereas the outside component

Fig. 3. A typical power amplifier response for IBO and OBO.
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Fig. 4. OFDM system using selective mapping method.

effects the adjacent frequency bands. In other words outside

component increases the out of band radiation of the signal.

The transmitter nonlinear distortion include signal clipping

in the analog to digital (A/D) converter, signal clipping in

the IFFT and FFT processors with a limited word length,

amplitude modulation (AM)/AM and AM/phase modula-

tion (PM) distortion in the radio-frequency(RF) amplifiers.

The out-of-band noise (OBN) of OFDM signals increases

due to nonlinear power amplifiers operating at lower back-

offs. The high PAPR of OFDM requires high backoffs at

the amplifiers [7], [11].

Figure 3 shows a typical AM/AM response for an HPA,

with the associated input and output back-off regions (IBO

and OBO, respectively).

To avoid such undesirable nonlinear effects, a waveform

with high peak power must be transmitted in the linear re-

gion of the HPA by decreasing the average power of the

input signal. This is called input back-off (IBO) which re-

sults in a proportional output back-off (OBO). High back-off

reduces the power efficiency of the HPA and may limit the

battery life for mobile applications. In addition to ineffi-

ciency in terms of power, the coverage range is reduced,

and the cost of the HPA is higher than would be mandated

by the average power requirements. The input back-off and

output back-off are defined as [8]:

IBO = 10 log10

Pi,sat

Pi

, (4)

OBO = 10 log10

Po,sat

Po

, (5)

where Pi,sat and Po,sat are the input and output saturation

powers, Pi and Po are the average power of the input and

output signals.

3. Proposed Technique

3.1. Selective Mapping Method

Selective mapping method (SLM) is a kind of phase rota-

tion methods. Phase-rotated data of the lowest PAPR will

be selected to transmit.

Figure 4 shows the block diagram of SLM method.

Let’s define data stream after S/P conversion as X =

[X0,X1, . . . ,XN−1]
T . Then phase-rotated data due to the

phase rotation factor B(u) can be written as X̂ (U) =

[X̂
(U)
0 , X̂

(U)
1 , . . . , X̂

(U)
N ]T. Each X̂

(U)
N can be defined as Eq. (6).

X̂
(U)
n = Xn b

(U)
n . (6)

After passing through IFFT,

S(U)(t) =
1

√
N

N−1

∑
k=0

X̂
(U)
k e j2πk∆ f t , 0 ≤ t ≤ NT. (7)

Output data of the lowest PAPR is selected for transmis-

sion. PAPR reduction effect will be better as U is increased.

SLM method effectively reduces PAPR without any signal

distortion, but it has higher system complexity and compu-

tational burden [10].

3.2. Predistortion Technique

Although PAPR reduction method can reduce the peak

power, it is not enough to suppress the out of band emission.

Predistorter should be used to limit the spectral regrowth.

Figure 5 shows the block diagram of the proposed scheme.

In which the input signals are conversely predistorted be-

fore the HPA. Through the predistortion and nonlinear HPA,

the overall characteristic can be linearized. If the modu-

lated OFDM signal is again denoted as s(t) = A(t)e jθ(t),

the output samples of the predistorter can be written as

sp(t) = f [A(t)]e j{θ(t)+Ψ[A(t)]} , (8)

where f [A(t)] and Ψ[A(t)] are the AM/AM and AM/PM

conversion of solid state power amplifier (SSPA), respec-

tively.

The combination of a given memory less HPA and the

corresponding predistorter will result in

sHPA(t) = g
(

f [A(t)]
)

e j{θ(t)+Ψ[A(t)]+Φ[ f (A(t))]}. (9)

Ideal predistortion is characterized as

g
(

f [A(t)]
)

=

{

αA(t), if αA(t) ≤ A0,

A0, otherwise ,
(10)

where g(.) is the predistorter AM/AM distortion, α is

a real-valued constant (α > 0).
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In this case, the combination of the HPA and the corre-

sponding predistorter (i.e., the total transmitter-side non-

linearity) is equivalent with the hard limiter defined

in Eq. (5).

Throughout this paper we assume that the AM/PM conver-

sion of the HPA is negligibly small and does not have to be

compensated, i.e., Ψ[A(t)] = 0. The AM/AM conversion of

the predistorter is modeled by a polynomial as [9]

f [A(t)] = f1[A(t)]+ f2[A
2(t)+ . . .+ fL[A

L(t)]

= f AL(t) , (11)

where L is the order of the polynomial, f = [ f1, f2, . . . , fL]
and A(t) = [A1(t),A2(t), . . . ,AL(t)].
To find the coefficient set, f , we apply the least mean

square algorithm proposed in [10], which minimizes the

mean squared error between real (modeled) and ideal pre-

distorsion of the combined predistorter and HPA:

J( f ) = E
{

(g[ f AT (t)]−αA(t))2
}
√

2 . (12)

In Eq. (9), averaging is done over time. The coefficient set

can be calculated recursively according to

f [k + 1]= f [k]−µ∇ f J( f [k])

= f [k]+µA[k]g′( f [k]AT[k])(SHPA[k]−αA[k]), (13)

where ∇ f denotes the gradient, g′(.) is the derivative of g(.)
and µ a (small) positive step size. A suitable choice for the

initial coefficient set is f [0] = [1, 0, . . . , 0]. The steady state

coefficient set is denoted as
∫

∞
= limk−∞ f (t). Convergence

is obtained after a few thousand iterations. A drawback of

this particular adaptation algorithm is the fact that g′(.) and

hence g(.) has to be known a priori.

Fig. 5. Block diagram of proposed scheme.

4. Simulation Results

Figure 6 shows the CCDF performance curves with and

without SLM for different values of U = 4, 8 and 16.

From the simulation results it is clear that, for CCDF =

10−4, 2 dB, 3 dB and 4 dB PAPR reduction is achieved

for U = 4, 8 and 16 respectively. Figure 7 illustrates

the BER performance of a normal OFDM with and with-

out predistorter. From the curve, it can be observed that

the normal OFDM with predistorter results 1.8 dB SNR

(signal-to-noise ratio) gain than normal OFDM without pre-

Fig. 6. CCDF of OFDM using SLM, U = 4, 8, 16.

Fig. 7. BER performance of a conventional OFDM system with

and without predistorter.

Fig. 8. BER performance of a conventional OFDM system using

SLM with and without predistorter.

distorter in order to meet BER = 10−3 at IBO = 4 dB.

At 6 dB IBO, the difference between them is about 5 dB

SNR. The BER performance of SLM with/without pre-
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distorter is shown in Fig. 8. Here it is demonstrated that

SLM with/without predistorter results 1 dB SNR gain im-

provement in order to meet BER = 10−3 at IBO = 4 dB.

At 6 dB IBO, the difference between them is about

2.5 dB SNR.

5. Conclusion

In this paper, we have proposed SLM method with and

without predistorter to improve the power efficiency by re-

ducing PAPR of OFDM signal. When HPA is combined

with predistorter, it improves the BER performance, espe-

cially with small input back-off values. From the simu-

lation results, it can be observed that with predistorter at

6 dB IBO, the BER curve approaches to the ideal linear

amplifier as shown in Figs. 7 and 8.
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Abstract—This paper presents a novel QoS architecture for

IEEE 802.11 multihop broadband ad hoc networks integrated

with infrastructure. The authors describe its features, includ-

ing MAC layer measurements, traffic differentiation, and ad-

mission control. The modules required by the network ele-

ments as well as their integration are also presented. Addi-

tionally, the paper presents results which validate its correct

operation and prove its superiority over plain IEEE 802.11.

The authors are convinced that the proposed solution will pro-

vide QoS support for a variety of services in future mobile ad

hoc networks.

Keywords—ad-hoc networks, QoS, IEEE 802.11 EDCA.

1. Introduction

Mobile ad hoc networks (MANETs) are distributed wire-

less networks in which all nodes act as both terminals and

routers. The deployment of MANETs is fast and effortless

thanks to their autoconfiguration and lack of fixed con-

nections. They already have multiple applications, espe-

cially in places where access to infrastructure is limited

or unavailable. However, in the near future, MANETs

coupled with infrastructure will allow pervasive, broad-

band Internet access. Special gateway routers will act as

bridges connecting the ad hoc and infrastructure parts. This

seems a promising solution for rural and developing areas

where broadband infrastructure is unavailable. Therefore,

MANETs are the focus of this paper.

When considering future networks it is important to take

into account both broadband application requirements and

user expectations. As a consequence, there is a need for

networks to provide quality of service (QoS) support for

such applications as video on demand, voice over IP, inter-

active entertainment, multimedia streaming, or peer-to-peer

data exchange. There are several approaches which try to

face this problem in MANETs. However, they lack ap-

propriate traffic differentiation, scalability or a cross-layer

approach. For these reasons they are not suitable to provide

appropriate QoS.

In this paper the authors propose a service-oriented archi-

tecture for MANETs. This architecture provides a complex,

cross-layer solution to the problem of QoS provisioning. Its

goal is to provide end-to-end QoS in intra-MANET com-

munication. This is accomplished by precise MAC layer

measurements, traffic differentiation, traffic shaping, flexi-

ble signaling, admission control, bidirectional reservation,

and resource management. Furthermore, the architecture

prospectively supports IPv6, making it suitable for deploy-

ment in the near future. The authors are confident that the

proposed architecture will fill the gap in providing QoS in

future MANETs.

The remainder of this paper is organized as follows. Sec-

tion 2 presents related work and shows the limitations of

current solutions. Section 3 describes the proposed QoS

architecture. The details of QoS provisioning including traf-

fic differentiation and measurements are explained in Sec-

tion 4. The measurement results presented in Section 5

validate the most important part of the proposed architec-

ture, QoS provisioning at the MAC layer. Finally, Section 6

concludes the paper and describes future work.

2. Related Work

In order to confront the proposed architecture with the state

of the art in the field, the authors briefly present research

related to QoS provisioning in MANETs.

QoS protocols for MANETs need to operate in a distributed

manner, provide resource reservation, admission control,

traffic differentiation, and dynamic regulation. There are

several solutions for QoS support in ad hoc networks which

aim to meet these requirements. The most known are

SWAN (Stateless Wireless Ad Hoc Networks) [2] and IN-

SIGNIA [3]. SWAN presents a stateless approach to QoS

support. This model provides resource reservation, admis-

sion control and dynamic regulation in case of congestion.

It considers two traffic categories: real-time and best-effort.

SWAN’s negotiation capabilities are very limited and op-

timized to operate in a pure ad hoc scenario. INSIGNIA

is a reservation-oriented QoS framework which allows re-

source allocation, dynamic regulation, and per-flow man-

agement. Each node maintains soft-state reservations based

on available resources in order to support adaptive services.

To distribute QoS information, in-band signaling is used.

The main drawback of INSIGNIA is its complex signal-

ing and lack of scalability. Other QoS mechanisms for

MANETs include CEDAR [9], FQMM [8], AQOR [10],

courtesy piggybacking [7], and AAC [6]. An overview of

selected protocols can be found in [4].

3. QoS Network Architecture

The proposed QoS architecture consists of two main log-

ical units, the mobile node (MN) and the gateway (GW).

The MN has a double role acting both as a user terminal
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which provides QoS support to the end user, and as a router

which forwards the traffic of neighboring nodes. The GW

can provide connectivity with infrastructure, participate in

admission control and dynamic regulation.

Fig. 1. QoS modules in mobile node (a) and gateway (b).

Figure 1 presents the proposed QoS modules (grey colour)

in MN and GW. In this figure, the solid arrows correspond

to data packet processing; the dashed arrows correspond to

control information flow. End-to-end QoS resource man-

agement is supported through the interoperation of MN

and GW. More specifically, this occurs through the interac-

tion between the QoS client (QoSC) in the MN and QoS

manager (QoSM) in the GW. QoSC retrieves the neces-

sary QoS parameters from applications (through an API)

and maps them to network QoS parameters. QoSC also

performs per-flow end-to-end QoS signaling, controls the

classification and marking module (which marks the traf-

fic class and flow label fields in IPv6 headers), notifies

the applications of the state of network interfaces, and per-

forms the synchronization of network resource reservation.

QoSM provides the same functionalities as QoSC but with-

out the interface to the application layer.

The ad hoc QoS controller (AHQoSC) is the central mod-

ule in both MN and GW, which coordinates the work of

the other modules. Through interaction with the results of

the MAC measurements module (MMM) it determines the

available resources in the wireless medium. The main re-

sponsibilities of AHQoSC are: admission control in the ad

hoc path, traffic control, reaction to congestion, and partic-

ipating in resource management. If resources from higher

priority access categories are available, AHQoSC reallo-

cates them to lower priority access categories in order to

maximize network utilization.

Measurements of incoming and outgoing traffic are per-

formed by the MMM. It provides AHQoSC with infor-

mation regarding bandwidth utilization, transmission delay,

current transmission rate, frame statistics and idle intervals.

The ad hoc QoS signaling (AHQoSSig) module is re-

sponsible for session establishment. This includes QoS

negotiations as well as probing for available bandwidth and

session setup between infrastructure and ad hoc or vice

versa.

The IEEE 802.11 EDCA [1] function is used to provide

traffic differentiation at the MAC layer. Additionally, to

enhance traffic differentiation, the traffic controller (TC)

module is used to shape lower-priority flows.

To make the architecture aware of overload situations, the

congestion notification (CN) signaling mechanism is pro-

posed. It is implemented with the use of three modules:

CN marking (CNM), CN detection (CND), and receiver CN

detection (RCND). CNM is responsible for setting certain

bits (defined as CN bits) located in the Traffic Class field

of the IP header of outgoing data packets. This happens

when the target bandwidth of a given access category is ex-

ceeded. CND monitors incoming data packets. If it finds

that the CN bit in a packet is set, the source of the traffic is

notified. In the case of real-time traffic, the source should

try to re-establish the session by sending a new probing

request to the destination. As a result, the application will

either adapt its rate or drop the session. In the case of

non real-time traffic, the source should reconfigure its TC

to shape this traffic. CNM is located in the data flow af-

ter CND. Therefore, if the CN bit is set, the congestion will

not be discovered at the next node after the source node.

This is a very serious problem if the next node is also the

destination node. To assure the functionality of discover-

ing violations in such a situation, RCND was introduced.

It operates similarly to CND.

The GW is able to support the same functionalities as the

MN, but does not interact with applications (since it works

only at the IP layer and below) (Fig. 1b).
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The routing module implements an ad-hoc routing proto-

col, AODV [11].

4. QoS Provisioning

QoS provisioning is achieved by traffic differentiation at the

MAC layer. The proposed architecture utilizes the four traf-

fic access categories of the IEEE 802.11 EDCA function.

Thus, a finer service granularity and better cross-layer inte-

gration are achieved in comparison to related work. MAC

layer measurements are fast and efficient thanks to driver

implementation. It is assumed that all wireless devices

work in promiscuous mode. This allows measurements

with the use of a single wireless adapter, which is an addi-

tional advantage over literature, where usually two adapters

are required.

4.1. Traffic Differentiation

The proposed traffic differentiation model extends SWAN

to provide a finer service granularity. SWAN considered

only two traffic categories, whereas in the proposed archi-

tecture four access categories are utilized. These classes are

voice (VO), video (VI), best effort (BE), and background

(BK). They are ordered by priority, based on their QoS

requirements. They also correspond to the access cate-

gories of EDCA, which is responsible for traffic differenti-

ation in channel access. Each access category has separate

access parameters and a separate hardware priority queue

(Fig. 1). Thanks to MAC layer traffic differentiation, the

differentiation at the IP layer is simplified, compared to the

literature.

To provide further separation of traffic and enable bet-

ter resource control, each access category has an impass-

able bandwidth limit. Additionally, bandwidth can be re-

allocated on-demand to ensure maximum network utiliza-

tion. Unoccupied bandwidth of the high priority categories

can be re-assigned to low priority ones. Classless traffic

(e.g., traffic from stations not using the proposed architec-

ture) is put into the BK category. This ensures interoper-

ability with non-QoS stations.

Traffic shaping occurs in TC for BK and BE traffic. Shaping

is not used for VO and VI categories, since it is unaccept-

able for sensitive multimedia traffic. In case of congestion,

instead of shaping, a lower transmission rate with a different

voice or video codec is negotiated. Traffic differentiation

for these categories is further complemented by admission

control performed by AHQoSC.

4.2. MAC Layer Measurements

MAC layer measurements are crucial for QoS support in

MANETs. They are performed by MMM, which is lo-

cated in the driver between the IP layer and the wireless

card firmware. This approach allows for fast and efficient

operation on transmitted and received packets.

The authors propose a universal approach to implementing

MAC layer measurements in mobile devices, which usu-

ally have only one wireless adapter. The SWAN approach

is capable of capturing all IEEE 802.11 frames; however,

it requires two wireless adapters: one for measuring and

another for normal Tx/Rx operation. In the proposed archi-

tecture, the wireless adapter is set to promiscuous mode,

which allows for concurrent transmissions and measure-

ments using only a single wireless adapter. This is a signif-

icant advantage over SWAN. However, this approach does

not allow the capturing of certain control and management

frames. Therefore, a new PHY layer bandwidth estimation

method was implemented.

The following parameters are measured:

• Per-category and overall average packet delay – the

time between receiving a packet from the IP layer

and the completion of the RTS-CTS-DATA-ACK ex-

change in EDCA.

• Per-category and overall bandwidth utilization –

achieved by sensing the medium and constructing pe-

riodic statistics about bandwidth occupancy.

• Transmission rate – the currently chosen rate (wire-

less cards support multi-rate modes), required to eval-

uate available bandwidth.

• Number of stations – the estimated number of active

stations in the neighbourhood, required to determine

the contention between MNs in the wireless channel

and to evaluate the available bandwidth.

Each access category is distinguished by its Traffic Class

field in the IPv6 header, which allows per-category mea-

surements. The measurements are periodically analyzed by

AHQoSC to adjust traffic shaping and to perform admission

control decisions.

5. Measurement Results

The objective of the experiments presented in this section

was to validate the most important part of the proposal

(QoS provisioning at the MAC layer) and compare traf-

fic differentiation in three different network configurations:

IEEE 802.11 DCF, IEEE 802.11 EDCA, and the proposed

architecture.

The measurement scenario is presented in Fig. 2. The wire-

less network consisted of four MNs and one GW equipped

with WLAN cards set to ad hoc mode. These cards were

based on the Atheros chipset and the madwifi driver [5].

The madwifi driver was modified to obtain correct EDCA

operation in ad hoc mode. Missing QoS fields in certain

control frames were added to allow the correct recognition

of QoS capable stations. The wireless cards used HR/DSSS

PHY with a constant rate of 11 Mbit/s. All possible inter-

ferences were avoided and there were no hidden stations.

The testbed was implemented in an IPv6 environment.
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Fig. 2. Measurement scenario.

To provide the same conditions for each access category,

the mgen tool was used to generate traffic. The traffic

was generated in such a way so as to put the network in

saturation. Three different configurations were considered

and compared for their QoS capabilities: DCF, EDCA, and

Fig. 3. Throughput for DCF.

Fig. 4. Throughput for EDCA.

the solution proposed in this paper. The throughput values

achieved when the DCF function was used are presented

in Fig. 3. The throughput for each of the four ACs was

the same, therefore only the average throughput values are

illustrated in the figure.

The throughput values achieved when the EDCA function

was used are presented in Fig. 4. The differentiation be-

tween traffic classes can be observed, however, higher pri-

ority traffic highly influences lower priority traffic. This

is because we are not able to control the throughput level

within each access category using only EDCA differenti-

ation. VO and VI traffic have considerably degraded BE

and BK traffic. Furthermore, the throughput of the VO

and VI categories has high variation. This is because the

network is saturated.

Fig. 5. Throughput for the proposed solution.

The throughput values achieved when the proposed solu-

tion was used are presented in Fig. 5. The following band-

width utilization limits within each access category were as-

sumed in our testbed: 1.5 Mbit/s for VO, 2.5 Mbit/s for VI,

0.5 Mbit/s for BE, and 1.8 Mbit/s for BK. The total sum of

these limits did not exceed 95% of the maximum available

network bandwidth, because additional control traffic was

generated between MNs (e.g., beacons, probe request and

response frames). The bandwidth limits for VO and VI were

imposed through the use of the admission control mecha-

nism implemented in the AHQoSC. The limits for BE and

BK were imposed through the use of traffic shaping mech-

anisms implemented in the TC module. Using the proposed

approach, excellent traffic differentiation for all categories

can be achieved. Additionally, the throughput level for each

access category can be easily controlled and managed. Fur-

thermore, thanks to the proposed solution the variation of

throughput has decreased considerably. This also influences

the achieved delay values (Fig. 8).

The delay values achieved using the three tested methods

are presented in Figs. 6, 7, and 8. In the case of DCF the

delay was at least 100 ms which can be considered accept-

able for real-time traffic. However, as can be seen from Fig.

6, DCF does not allow traffic differentiation. In the case

of EDCA the average delay for VI, BE and BK increased.
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Fig. 6. Delay for DCF.

Fig. 7. Delay for EDCA.

Fig. 8. Delay for the proposed solution.

Finally, with the use of the proposed solution the delay of

these three ACs was improved.

6. Concluding Remarks

This paper describes an innovative approach to the problem

of QoS support in mobile ad hoc networks. The proposed

architecture has the following innovative features:

• QoS negotiations and traffic differentiation for the

four IEEE 802.11 EDCA access categories with ad-

ditional lower-priority traffic shaping.

• No requirements for per-flow or aggregate state infor-

mation in the intermediate nodes (traffic classes are

controlled locally using MAC layer measurements).

• Admission control performed only at the source node

with the use of request/response probes which check

the available per-class bandwidth on the path from

the source to the destination.

• Reacting to overload situations with the use of effi-

cient signaling techniques.

• Implementation of MAC layer measurements in

WLAN cards.

• A modified driver which provides QoS capabilities

in ad hoc mode.

• IPv6 support.

The initial validation of the proposed approach was pre-

sented in the form of measurements. These experiments

showed that neither IEEE 802.11 without QoS support nor

IEEE 802.11 with EDCA can provide adequate QoS provi-

sioning. In the first case there was no traffic differentiation

at all. In the second case, despite introducing traffic dif-

ferentiation, there was no bandwidth separation between

access categories (i.e., traffic of one category influenced

traffic of other classes). In most cases this is insufficient

to effectively provide QoS in multihop ad hoc networks.

The proposed solution turned out to be the best approach

with each access category achieving as much bandwidth as

requested – there was no inter-category interference. There-

fore, our unique solution makes it possible to achieve end-

to-end QoS in an ad hoc network.

The presented architecture will hopefully meet user expec-

tations regarding QoS guarantees in mobile ad hoc net-

works and provide them with ubiquitous and satisfactory,

broadband Internet access. Future work will be focused on

continuing the validation process in multihop environments

(with different metrics) and enhancing the architecture to

increase its performance.
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Abstract—The security is important issue in wireless net-

works. This paper discusses audio watermarking as a tool

to improve the security of image communication over the

IEEE 802.15.4 ZigBee network. The adopted watermarking

method implements the Singular-Value Decomposition (SVD)

mathematical technique. This method is based on embedding

a chaotic encrypted image in the Singular Values (SVs) of the

audio signal after transforming it into a 2-D format. The ob-

jective of chaotic encryption is to enhance the level of security

and resist different attacks. Experimental results show that

the SVD audio watermarking method maintains the high qual-

ity of the audio signals and that the watermark extraction and

decryption are possible even in the presence of attacks over

the ZigBee network.

Keywords—audio watermarking, copyright protection, IEEE

802.15.4, SVD.

1. Introduction

With the increase in utilization of wireless devices, espe-

cially Bluetooth and ZigBee devices, the need for data se-

curity has evolved. Generally, wireless network security

is a problem, because the transmitted data can be easily

overheard by eavesdropping devices if no security strate-

gies have been adopted. The choice of security levels is

based on the application [1]. ZigBee has a set of security

services implementing the Advanced Encryption Standard

(AES). In this paper, we use digital audio watermarking to

enhance the security of image communication over ZigBee

networks.

Digital watermarking has found several applications in im-

age, video, and audio communication. Watermarking is the

art of embedding a piece of information in a cover signal.

It can achieve several objectives such as information hiding,

copyright protection, fingerprinting, and authentication [2].

Several algorithms have been proposed for watermarking,

especially for image and video watermarking [3]–[5]. Some

of these algorithms are designed for the efficient embedding

and detection of the watermark, but most of them aim at

the successful extraction of the embedded watermark. On

the other hand, most of the audio watermarking algorithms

are designed to achieve an efficient detection of the water-

mark without extracting meaningful information from the

watermarked audio signal [6]–[7].

There is a need for a robust audio watermarking method

with a higher degree of security, which can be achieved by

embedding encrypted images in audio signals. In this pa-

per, the chaotic Baker map is used for the encryption of the

watermark image [8]. Then, the watermark is embedded in

the audio signal using the SVD mathematical technique.

The audio signal is first transformed into a 2-D format and

the SVs of the resulting matrix are used for watermark em-

bedding. The watermarked audio signal is then transmitted

over the ZigBee network [9].

Embedding encrypted images in audio signals achieves two

levels of security; the level of encryption and the level of

watermarking. Encryption can be performed with either

diffusion or permutation-based algorithms. Diffusion-based

algorithms are very sensitive to noise, while permutation

based algorithms are more immune to noise. That is why

the adopted encryption scheme in this paper is based on

the chaotic Baker map, which is permutation-based.

The paper is organized as follows. In Section 2, the IEEE

802.15.4 ZigBee standard is discussed. Section 3 explains

the SVD audio watermarking method. In Section 4, chaotic

encryption is briefly discussed. The simulation results are

introduced in Section 5. Finally, the concluding remarks

are given in Section 6.

2. ZigBee Standard

IEEE 802.15.4 is a Low-Rate Wireless Personal Area Net-

work (LR-WPAN) standard used for providing simple and

low-cost communication networks. LR-WPANs are in-

tended for short-range operation, and use little or no infras-

tructure. This standard focuses on applications with limited

power and relaxed throughput requirements, with the main

objectives being ease of installation and reliable data trans-

fer. This allows small, power-efficient, inexpensive solu-

tions to be implemented for a wide range of devices. Low

power consumption can be achieved by allowing a device
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to sleep, only waking into active mode for brief periods.

Enabling such low-duty-cycle operation is at the heart of

the IEEE 802.15.4 standard [10]. The ZigBee specification

document is short, allowing a small and simple stack, in

contrast to other wireless standards such as Bluetooth [11].

The IEEE 802.15.4 standard conforms to the established

regulations in Europe, Japan, Canada and the United States,

and defines two physical (PHY) layers; the 2.4-GHz and the

868/915-MHz band PHY layers. Although the PHY layer

chosen depends on local regulations and user preference,

for the purposes of this document only the higher data-

rate, worldwide, unlicensed 2.4-GHz band will be consid-

ered. Sixteen channels are available in the 2.4-GHz band,

numbered 11 to 26, each with a bandwidth of 2 MHz and

a channel separation of 5 MHz. LR-WPAN output pow-

ers are around 0 dBm and typically operate within a 50-m

range [12].

Fig. 1. ZigBee packet format.

The structure of the ZigBee packet is shown in Fig. 1. The

header contains three fields; a preamble of 32 bits for syn-

chronization, a packet delimiter of 8 bits, and a physical

header of 8 bits. The Physical Service Data Unit (PSDU)

field is the data field with 0 to 1016 bits. ZigBee uses an

error detection/retransmission technique through a Cyclic-

Redundancy Check (CRC) scheme. For image communi-

cation over the ZigBee network, data fragmentation into

packets is implemented.

3. SVD Audio Watermarking

The SVD mathematical technique provides an elegant way

for extracting algebraic features from a 2-D matrix. The

main properties of the matrix of SVs can be exploited in

audio watermarking. When a small perturbation happens

to the original data matrix, no large variations occur in the

matrix of SVs, which makes this technique robust to attacks

[13]-[15].

The steps of the SVD audio watermark embedding algo-

rithm are summarized as follows:

1. The 1-D audio signal is transformed into a 2-D matrix

(A matrix).

2. The SVD is performed on the A matrix.

A = USVT. (1)

where: U and V are orthogonal matrices such that

UTU = I, and VTV = I, S = diag(σ1, . . . ,σP), where

σ ≥ σ2 ≥ . . .≥ σP ≥ 0 are the SVs of A, the columns

of U are called the left singular vectors of A, and

the columns of V are called the right singular vectors

of A.

3. The chaotic encrypted watermark (W matrix) is

added to the SVs of the original matrix.

D = S+ kW . (2)

A small value of k of about 0.01 is required to keep

the audio signal undistorted.

4. The SVD is performed on the new modified matrix

(D matrix).

D = UwSwVT
w . (3)

5. The watermarked signal in 2-D format (Aw matrix) is

obtained using the modified matrix of SVs (Sw ma-

trix).

Aw = USwVT. (4)

6. The 2-D Aw matrix is transformed again into a 1-D

audio signal.

To extract the possibly corrupted watermark from the pos-

sibly distorted watermarked audio signal, given Uw, S, Vw

matrices, and the possibly distorted audio signal, the above

steps are reversed as follows:

1. The 1-D audio signal is transformed into a 2-D ma-

trix A∗
w. The ∗ refers to the corruption due to attacks.

2. The SVD is performed on the possibly distorted wa-

termarked image (A∗
w matrix).

A∗
w = U∗S∗

wV∗T . (5)

3. The matrix that includes the watermark is computed.

D∗ = UwS∗
wVT

w . (6)

4. The possibly corrupted encrypted watermark is ob-

tained.

W∗ = (D∗−S)/k . (7)

5. The obtained matrix W∗ is decrypted.

6. The correlation coefficient between the decrypted

matrix and the original watermark is estimated. If

this coefficient is higher than a certain threshold, the

watermark is present.

4. Chaotic Encryption

Chaotic encryption of the watermark image is performed

using the chaotic Baker map. The Baker map is a chaotic

map that generates a permuted version of a square ma-

trix [16]. In its discretized form, the Baker map is an effi-

cient tool to randomize a square matrix of data. The dis-
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cretized map can be represented for an R× R matrix as

follows:

B(r1,r2)=

[

R

ni

(r1−Ri)+r2 mod

(

R

ni

)

,
ni

R

(

r2−r2 mod

(

R

ni

))

+Ri

]

,

(8)

where B(r1,r2) are the new indices of the data item

at (r1,r2), Ri ≤ r1 ≤ Ri + ni, 0 < r2 < R, and Ri = n1 +
n2 + . . .+ ni.

In steps, the chaotic encryption is performed as follows:

1. An R×R square matrix is divided into R rectangles

of width ni and number of elements R.

2. The elements in each rectangle are rearranged to

a row in the permuted rectangle. Rectangles are

taken from left to right beginning with upper rect-

angles then lower ones.

3. Inside each rectangle, the scan begins from the bot-

tom left corner towards upper elements.

Figure 2 shows an example of the chaotic encryption of an

8× 8 square matrix (i.e. R = 8). The secret key is Skey =
[n1, n2, n3] = [2, 4, 2].

Fig. 2. Chaotic encryption of an 8×8 matrix.

5. Simulation Results

In this section, the computer simulation results are pre-

sented. The effectiveness of the SVD audio watermarking

method is studied for the transmission of watermarked au-

dio signals over fading channels. Firstly, an uncorrelated

block-fading channel is considered. It is a slow and fre-

quency non-selective channel, where symbols in a block un-

dergo a constant fading effect. This means that the Doppler

spread is equal to zero ( fd = 0) [17]. Also, the correlated

Rayleigh fading channel is considered. The channel model

utilized is the Jakes’ model [18]. The assumed mobile

ZigBee device velocity (v) is 10 miles/hour, and the carrier

frequency is 2.46 GHz. The Doppler spread is fd = 366 Hz.

Both the logo and the cameraman images are used in the

simulation experiments.

The chaotic Baker map is used to encrypt the watermark

image. The encrypted image is then used as a watermark

to be embedded in the Handel signal available in Matlab

Fig. 3. Waveform of the Handel audio signal.

and shown in Fig. 3. This signal is transmitted over the

ZigBee network at different signal-to-noise ratios (SNRs).

In all our experiments, the correlation coefficient between

the original and decrypted images (cr) is used to measure

the closeness of the decrypted watermark to the original

one. Figures 4 and 5 show the original logo and cameraman

images, respectively, with their encrypted versions.

Fig. 4. Logo image: (a) original image; (b) encrypted version.

Fig. 5. Cameraman image: (a) original image; (b) encrypted

version.

In the first simulation experiment, the logo image is used

as a watermark. The SVD audio watermarking method has

been used for watermark embedding without encryption.

The watermarked audio signal has been transmitted over

an uncorrelated fading channel and the results are shown

in Fig. 6 at SNR = 20 dB. It is clear from these results that

the SVD audio watermarking does not degrade the qual-

ity of the watermarked audio signal. It is also clear that
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Fig. 6. Transmission of the watermarked audio signal over an

uncorrelated fading channel at SNR = 20 dB: (a) received audio

signal; (b) 2-D watermarked matrix; (c) the extracted logo image,

cr = 0.41.

Fig. 7. Transmission of the watermarked audio signal over an

uncorrelated fading channel at SNR = 30 dB: (a) received audio

signal; (b) 2-D watermarked matrix; (c) the extracted logo image,

cr = 0.86.

Fig. 8. Transmission of the watermarked audio signal with

an encrypted watermark over an uncorrelated fading channel at

SNR = 20 dB: (a) received audio signal; (b) 2-D watermarked

matrix; (c) the extracted logo image, cr = 0.7.

Fig. 9. Transmission of the watermarked audio signal with

an encrypted watermark over an uncorrelated fading channel at

SNR = 30 dB: (a) received audio signal; (b) the watermarked

signal; (c) the extracted logo image, cr = 0.95.
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Fig. 10. Transmission of the watermarked audio signal over an

uncorrelated fading channel at SNR = 20 dB: (a) received audio

signal; (b) 2-D watermarked matrix; (c) the extracted cameraman

image, cr = 0.31.

Fig. 11. Transmission of the watermarked audio signal over an

uncorrelated fading channel at SNR = 30 dB: (a) received audio

signal; (b) 2-D watermarked matrix; (c) the extracted cameraman

image, cr = 0.92.

Fig. 12. Transmission of the watermarked audio signal with

an encrypted watermark over an uncorrelated fading channel at

SNR = 20 dB: (a) received audio signal; (b) 2-D watermarked

matrix; (c) the extracted cameraman image, cr = 0.33.

Fig. 13. Transmission of the watermarked audio signal with

an encrypted watermark over an uncorrelated fading channel at

SNR = 30 dB: (a) received audio signal; (b) the watermarked

matrix; (c) the extracted cameraman image, cr = 0.96.
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Fig. 14. Transmission of the watermarked audio signal over a

correlated fading channel at SNR = 25 dB: (a) received audio

signal; (b) 2-D watermarked matrix; (c) the extracted logo image,

cr = 0.72.

Fig. 15. Transmission of the watermarked audio signal with an

encrypted watermark over a correlated fading channel at SNR = 25

dB: (a) received audio signal; (b) 2-D watermarked matrix; (c)

the extracted logo image, cr = 0.75.

Fig. 16. Transmission of the watermarked audio signal over a

correlated fading channel at SNR = 25 dB: (a) received audio

signal; (b) 2-D watermarked matrix; (c) the extracted cameraman

image, cr = 0.5.

Fig. 17. Transmission of the watermarked audio signal with an

encrypted watermark over an correlated fading channel at SNR =
25 dB: (a) received audio signal; (b) 2-D watermarked matrix; (c)

the extracted cameraman image, cr = 0.56.
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the watermark has been reconstructed with an acceptable

correlation coefficient. A similar experiment has been car-

ried out at SNR = 30 dB. The results of this experiment

are given in Fig. 7. As shown in these results the received

audio signal and the extracted image are enhanced with the

increase of the channel SNR.

Similar experiments have been carried out with encrypted

watermarks. Figures 8 and 9 show the results of these ex-

periments at SNR = 20 dB, and 30 dB, respectively. These

results reveal that encryption enhances the quality of the

extracted watermark.

In the following experiments, the cameraman image is used

as the watermark. The cameraman watermark has been

transmitted in the audio signal over an uncorrelated fading

channel without encryption at SNR = 20 dB and 30 dB. The

results of these experiments are given in Figs. 10 and 11,

respectively.

The encrypted cameraman image has also been used in

another experiment as a watermark. The results of this

experiment over an uncorrelated fading channel are given

in Figs. 12 and 13 at SNR = 20 dB and 30 dB, respectively.

After studying the performance of the SVD audio water-

marking technique with the ZigBee network over an un-

correlated fading channel, the following experiments will

study the performance of this method over a correlated

fading channel with the Jakes’ model. The results of these

experiments at SNR = 25 dB are shown in Figs. 14 to 17.

All previous results reveal the robustness of the SVD au-

dio watermarking method in the transmission of images

over the ZigBee network. Also, the results reveal the effec-

tiveness of chaotic encryption to increase the security and

to improve the performance of ZigBee networks in image

communication.

6. Conclusions

This paper presented an efficient method for image com-

munication with ZigBee networks. This method is based

on data hiding with SVD audio watermarking. Experi-

mental results have proved that watermark embedding with

the SVD audio watermarking method does not deteriorate

the audio signals. It is clear through experiments that the

chaotic encryption enhances the performance of the ZigBee

network and increases the level of security.
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Abstract—In this paper we propose new simple integer lin-

ear programs (ILPs) formulations for minimizing capacity (in

wavelength link) utilization in survivable WDM network. The

study examines the performance of shared based protection

schemes, such as path protection scheme and link protection

scheme under single fiber failure. The numerical results ob-

tained show a reduction in capacity utilization using random

traffic compared to the reported ILP formulation. We also

present the results using Poisson’s traffic to identify the fre-

quently used links for the widely used NSF network. The

proposed work not only reduces the wavelength consumption

in different traffic scenarios but also efficient in terms of sim-

ulation time.

Keywords—Lightpath, Protection, RWA, Survivability, WDM

network.

1. Introduction

Wavelength-division-multiplexing (WDM) is a well estab-

lished technology used in optical network that allows to

support high bandwidth application such as HDTV, video

conferencing etc. A connection is realized by a lightpath in

WDM networks. Efficient routing and wavelength assign-

ment (RWA) algorithms are needed in such networks to

enhance the network throughput [1]–[3]. Integer program-

ming solves the above sub-problems (routing and wave-

length assignment) simultaneously irrespective of the traf-

fic patterns, such as static or dynamic. In case of static

traffic, connections are known in advance and the objec-

tive is to minimize the usage of network resources such as,

wavelength utilization for a certain number of connections.

Whereas in the case of dynamic traffic, connection request

comes in random fashion one after another. Since enor-

mous amount of data flows through the optical networks, it

is desirable that the network has to provide service in the

course of network failure, particularly fiber cut. In order

to continue service in the event of failure, protection and

restoration techniques are used while designing survivable

WDM networks. To ensure network survivability, several

techniques are realized by providing some additional ca-

pacity within the network. In protection scheme, backup

resources (route and wavelength) are reserved during con-

nection setup. On the other hand, in restoration scheme

backup resources are computed dynamically for each inter-

rupted connection. Restoration schemes are more efficient

in terms of wavelength consumption as they do not re-

serve wavelengths in advance. Network resources can be

dedicated (1+1) protection or shared based (1:N) protec-

tion. Shared based schemes offer better capacity utilization

at the same time, dedicated based schemes offered better

switching time [4], [5].

Survivable WDM optical networks have been exploring

new design and optimization techniques. A variety of so-

lutions have been proposed by researchers and the methods

are broadly classified into two groups: heuristic method

and exact methods (such as ILPs). Heuristic methods pro-

vide sub-optimal solutions and require low computational

effort. On the other hand exact methods are much more

computationally intensive and do not scale well with the

network size. However, since the exact methods are able

to provide absolute optimal solution it can be used as a di-

rect planning tool or as a standard to validate and test

the heuristic methods. The proposed work concerns ex-

act methods to plan and optimize wavelength utilization

in survivable WDM networks. In particular we focus on

ILP, a widespread technique to solve exact optimization

problem.

Previous work. In WDM networks, flow of different com-

modities corresponds to different lightpaths to be estab-

lished between the nodes in the network. ILP formulations

are presented in [2] for maximizing network throughput

hence minimizing blocking probability. The author pro-

posed RWA algorithms and evaluate the performance of

the algorithms using uniform and non-uniform traffic pat-

terns. A review on fault management in WDM mesh net-

works is presented in [6]. The author reviewed various

fault management techniques involved in deploying a sur-

vivable optical mesh network. Integer linear program for-

mulations are presented in [7] to allocate working and spare

capacity in a WDM survivable network. The author con-

sidered symmetrical arc-capacity and presented ILP for-

mulations for capacity allocation. Both node-arc and arc-

path version of capacity allocation models are presented.

In [8] ILP based survivable algorithms are investigated for

WDM mesh networks. The author focuses on protection
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and restoration schemes to calculate capacity utilization and

switching time for survivable schemes such as, dedicated-

path, shared-path, and shared-link protection. Restorable

survivable network design with static traffic demands is

also reported in [4], [9], [10]. Survivable network de-

sign is reported in [11], the author propose new routing

strategies under single fiber cut scenario so that the virtual

topology remains connected. Link restoration in distributed

real-time environment, is reported in [12]. The objective

is to find spare-capacity consumption, with restricted hop-

limits on restoration routes, which are still efficient in terms

of utilization of spare resources. The ILP formulation is

solved both for mesh and ring topologies. Interesting rout-

ing algorithms, network flow problems with optimization

techniques are available in [13], [14]. A different version

of this work appeared in [15]. Earlier we have reported

protection switching time for shared path and shared link

protection schemes [16].

Traditional WDM transmission system consists of two

fibers and two transceivers, one for forward traffic and

other for backward traffic. This is called simplex trans-

mission system. Significant cost savings is possible with

so called bi-directional transmission using WDM technol-

ogy where individual wavelengths used for each direction.

In such case linking two nodes will involve only one fiber

and this is called full-duplex transmission system. Keep-

ing this thing in mind we have formulated ILPs to realize

full-duplex survivable WDM transmission system.

In this study we examine different approaches to protect

a mesh-based WDM optical network from single fiber fail-

ures. These approaches are based on two basic survivability

paradigms: 1) path protection and 2) link protection. The

summary of the work is as follows:

• New ILP formulations are developed which can pro-

vide optimal solution with less simulation time.

• The ILP formulations are developed for realizing

shared path protection (SPP) and shared link pro-

tection (SLP) schemes against single fiber failure.

• Joint optimization technique is also developed (min-

imizing primary and backup capacity altogether) to

minimize wavelength utilization for SPP scheme.

• To identify the links often used (frequently

used/critical links) in the network by applying mul-

tiple traffic matrices as data inputs.

The proposed formulations for minimizing the wavelength

utilization for a given number of connections request similar

to [7], in addition to the wavelength continuity constraint.

We have calculated the number of wavelength links utilized

assuming random traffic demand. The results obtained are

compared with the results obtained using the reported ILP

formulations in [8]. Simulations are also carried out by

using several traffic patterns to identify the frequently used

links in NSF network. The reported ILPs and the proposed

ILPs have been simulated in same environment. The rest

of the paper is organized as follows. Section 2 presents

mathematical models for the working capacity and the spare

capacity utilization models for SLP and SPP schemes. In

Section 3 we have discussed the simulation setup and the

numerical results obtained and the conclusion of the work

is given in Section 4.

2. Mathematical Model for Capacity

Allocation

In this section, we present the ILP formulation of shared-

path protection and shared-link protection scheme to pro-

tect WDM network against single fiber failure. In particular

we need to calculate number of wavelength links utilized

in the above two schemes in survivable WDM networks.

Simulations are carried out by using two different kinds of

traffic scenario, i.e., random traffic and Poison’s distributed

multiple traffic matrices. Multiple traffic matrices are used

to find the average link utilization. The results obtained

using the above schemes are compared to evaluate the per-

formance of the ILPs. Wavelength utilization for a given

connection is the sum of the wavelength channels required

to establish the primary lightpath and the backup lightpath.

The proposed ILP models are solved using CPLEX.

Sets and parameters:

N – set of nodes,

L – set of links,

W P – number of wavelengths used for primary paths,

W B – number of wavelengths used for backup paths,

W – number of wavelengths on each fiber link,

W = (W P+WB),

di j – number of requested connections between node pair

i and j, where i and j ∈ N,

D – set of demand pairs (i, j) ∈ D implies that di j > 0,

Pi j – set of paths between node pair i and j, ∀(i, j) ∈ D,

R – set of all paths,

wp – index of wavelengths used for primary paths,

wb – index of wavelengths used for backup paths,

Ai j – set of paths used link (i, j) directed from i to j,

Zst – set of all paths from ‘s’ to ‘t’ except the direct link

(s,t),

V st
i j – set of directed paths accessible for restoration from

i to j when (s,t) fail,

˜V st
i j – set of directed paths not accessible for restoration

from i to j when (s,t) fail.

Variables:

wi j – working capacity on link (i, j),

si j – spare capacity on link (i, j),

xpwp – 1 if lightpath p exists with wavelength wp ,

0 otherwise,

yst
pwp

– 1 if lightpath exists on path p with wavelength wb,

when link (s,t) fail, 0 otherwise.
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2.1. Working Capacity Allocation Model

The ILP model for allocating working capacity or estab-

lishing primary path and assigning a wavelength without

survivable provision is presented below. In our model, we

consider communication can be made in both directions.

Link (i, j) in our model means a fiber link between node i

and node j. If a lightpath use link (i, j) and another light-

path use link ( j, i) we consider, capacity consumption on

link (i, j) is 2, of course with different wavelengths. Instead

of considering all possible paths between a pair of nodes,

we have restricted the number of hops so as to provide three

to four paths between every pair of nodes.

Minimize ∑
(i, j)∈L

wi j.

Wavelength continuity: ∀(i, j) ∈ L , 1 ≤ wp ≤WP

∑
p∈Ai j

xpwp + ∑
p∈A ji

xpwp ≤ 1 . (1)

Demand between node pair: ∀(i, j) ∈ D

∑
p∈Pi j

W P

∑
wp=1

xpwp = di j . (2)

Working link capacity: ∀(i, j) ∈ L

∑
p∈Ai j

W P

∑
wp=1

xpwp + ∑
p∈A ji

W P

∑
wp=1

xpwp ≤ wi j , (3)

wi j ≥ 0(i, j) ∈ L , (4)

xpwp = {1,0} p ∈ R , 1 ≤ wp ≤WP . (5)

Equation (1) ensure that no two lightpaths passes through

the link (i, j) has same wavelength. Equation (2) ensure

that the number of connection between node pair (i, j) must

be equal to the sum of lightpaths within Pi j with different

wavelengths. Equation (3) says about the number of light-

paths passes through link (i, j) or ( j, i). Equations (4) and

(5) ensures non negative and binary variables respectively.

2.2. Spare Capacity Allocation Model

WDM networks are meant for high bandwidth applications;

hence, fiber cut leads to loss of huge data as well as rev-

enue. To provide a certain quality of service (QoS) to

users, we need to guarantee the service in the event of

fiber failure. Here we present mathematical models to cal-

culate spare network resources such as, spare wavelengths

need to reserve in the event of fiber failure. Since prob-

ability of multiple fiber failure is rare, we assume single

link failure in our models. Out of the number of protec-

tion strategies available [1], [6], we consider shared based

protection schemes as a counter part to dedicated based

protection schemes. Though the later strategies provide

better switching time [8], [16], it consumes high network

resources. Shared protection schemes can be implemented

in three ways [6]: link protection, path protection and sub-

path protection. In link protection backup route is dis-

covered around the failed link, whereas, in path protection

backup path is discovered from source to destination for

any failed link on the primary lightpath. In subpath protec-

tion, when a link failure occurred, the upstream nodes of

the failed link detect the failure and discover a backup route

from itself to the corresponding destination node for each

disrupted connection. Link protection and path protection

schemes are discussed below.

2.2.1. Shared Link Protection (SLP)

In link based protection, we assumed that each node is ca-

pable to detect a link failure and run a rerouting algorithm

around the failed link. The traffic is rerouted only around

the failed link. In this strategy for calculating backup ca-

pacity we should have knowledge about the working ca-

pacity or the number of primary lightpaths passes through

any link. This is being calculated from the method de-

scribed before from working capacity allocation model.

When any link (i, j) fails, node i looks for searching restora-

tion path for each lightpaths that passes through link (i, j)
around (i, j). The ILP model can be written mathematically

as follows.

Minimize ∑
(i, j)∈L

(wi j + si j).

Wavelength continuity for the backup lightpaths: ∀(i, j)∈L,

1 ≤ wb ≤WB

∑
p∈Ai j

xpwb
+ ∑

p∈A ji

xpwb
≤ 1. (6)

Lost link capacity: ∀(s,t) ∈ L

∑
p∈Zst

W B

∑
wb=1

yst
swb

= wst . (7)

Spare link capacity: ∀(s,t) ∈ L, (i, j) ∈ L\(s,t)

∑
p∈Ai j

WB

∑
wb=1

yst
pwb

+ ∑
p∈Ai j

W B

∑
wb=1

yst
pwb

= si j . (8)

Fiber capacity limit: ∀(i, j) ∈ L

wi j + si j ≤W , (9)

si j ≥ 0(i, j) ∈ L , (10)

yst
pwb

= {1,0} ∀(s,t) ∈ L, ∀p ∈ R, 1 ≤ wb ≤WB . (11)

Where wi j may be calculated from the working capacity

model. Equation (6) ensures that no two backup lightpaths

can have same wavelength traversing in a link. Equation (7)

ensure that the number of lightpaths affected due to failure

of fiber link (s,t) where ∀(s,t) ∈ L. The affected light-

paths must be rerouted through all the paths from s to t

except the failed link (s,t) with the available backup wave-

lengths. Equation (8) ensure that the sum of backup light-

paths passes through link (i, j) and ( j, i) must be less than
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the total number of backup lightpaths. Equation (9) ensures

that the sum of the primary lightpaths and the backup light-

paths on any link is limited to the number of wavelengths

available on the fiber link. In our work we have consid-

ered homogeneous network, i.e., all the fiber links have

the same number of wavelengths. Equations (10) and (11)

ensure non-negative and binary variables.

2.2.2. Shared Path Protection (SPP)

Failure of a link affects all the primary lightpaths that passes

through it. Upon link failure the nodes adjacent to the

failed link sends a link fail message to source and desti-

nation nodes of all the lightpaths that traverse through it.

The wavelengths occupied by the primary lightpaths that

traverse through the failed link may be freed. Therefore,

path protection scheme consume less spare resources com-

pared to link protection scheme and is verified from Fig. 1

and 2. The ILP model for path protection may be written

mathematically as follows.

Minimize ∑
(i, j)∈L

(wi j + si j) .

Wavelength continuity for the backup lightpaths: ∀(i, j)∈L,

1 ≤ wb ≤W B

∑
p∈Ai j

xpwb
+ ∑

p∈A ji

xpwb
≤ 1 . (12)

Fig. 1. Link restorration.

Fig. 2. Path restoration.

Spare link capacity: ∀(s,t) ∈ L, (i, j) ∈ L\(s,t)

∑
p∈Ai j

WB

∑
wb=1

yst
pwb

+ ∑
p∈Ai j

W B

∑
wb=1

yst
pwb

≤ si j . (13)

Lost capacity in forward direction: ∀(s,t) ∈ L, ∀(i, j) ∈ D

∑
p∈vst

i j

yst
pwb ∑

p∈ṽst
i j

xpwp 1 ≤ wp ≤WP, 1 ≤ wb ≤WB . (14)

Lost capacity in reverse direction: ∀(s,t) ∈ L, ∀(i, j) ∈ D

∑
p∈vst

ji

yst
pwb ∑

p∈ṽst
ji

xpwp 1 ≤ wp ≤WP, 1 ≤ wb ≤WB . (15)

Fiber capacity limit: ∀(i, j) ∈ L

wi j + si j ≤W , (16)

si j ≥ 0(i, j) ∈ L , (17)

yst
pwb

= {1,0} ∀(s,t) ∈ L, ∀p ∈ R, 1 ≤ wb ≤WB . (18)

Where wi j may be calculated from working capacity model

explained before. Equation (12) ensures that no two backup

lightpaths can have same wavelength traversing in a link.

Equation (13) ensure that the sum of backup lightpaths

passes through link (i, j) and ( j, i) must be less than the

total number of backup lightpaths. Equation (14) and (15)

ensures that the number of lightpaths affected from (i, j)
and ( j, i) respectively when link (s,t) fails. Equation (16)

ensures that the sum of primary lightpaths and backup light-

paths on any link is limited to the number of wavelengths

available on that fiber link. Equations (17) and (18) ensure

non negative and binary variables.

2.2.3. Joint Model for Shared Path Protection

In joint mode instead of calculating working and spare ca-

pacity separately the combined working and backup capac-

ity is minimized jointly.

Minimize ∑
(i, j)∈L

(wi j + si j).

Equations (1)–(5) and Eqs. (12)–(18).

3. Results and Discussion

In this section, we present the details of our proposed mod-

els implemented in AMPL language with CPLEX 10.2 to

solve the ILPs for simulation. Primary and backup light-

paths are established for link protection and path protection

schemes. We focus our work on single fiber cut, which

is the predominant form of failures in WDM networks.

Backup lightpaths are derived for the above schemes un-

der single link failure assumption. Models presented in

this paper runs for 500 different traffic matrixes, which are

generated, using Poissons process, then percentage link uti-

lization is presented for different links in the entire network
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in graphical manner. We assume that, wavelength con-

verters are not available at the network nodes; hence the

connection between the source and the destination is es-

tablished with a single wavelength throughout the path it

traverses. k-shortest path algorithm is implemented using

C language to generate three successive shortest paths be-

tween origin-destination pairs. Simulations are carried out

assuming 32 wavelengths in each link in both directions

on NSF Net [5] having 14 nodes, shown in Fig. 3. First

Fig. 3. NSF Net (14 Node).

number in the brackets adjacent to the links represents kth

link and second number represents the corresponding link

Table 1

Wavelength utilization using SLP scheme for random

demand/connections for NSF Net with 32 wavelengths

Demand/

Wavelengths Wavelengths

connections

utilization utilization
reported SLP proposed SLP

scheme scheme

40 213 149

45 243 181

50 266 193

55 309 211

60 339 230

65 353 249

Table 2

Wavelength utilization using SPP scheme for random

demand/connections for NSF Net with 32 wavelengths

Demand/

Wavelengths Wavelengths

connections

utilization utilization
reported SLP proposed SLP

scheme scheme

40 142 130

45 162 150

50 177 159

55 218 180

60 214 196

65 229 211

weight. The results are obtained by taking 276 paths in

the network among the node pairs and the number of con-

nections varies from 64 to 118 connections in the entire

networks.

We have tabulated the results obtained for the proposed

ILPs for SLP and SPP model in Table 1 and 2 respectively.

The first column represents the number of connections for

the random demand matrix. The second column represents

the wavelength links consumption for the existing ILPs [8]

and the third column represents the wavelength links con-

sumption for the proposed ILPs. The results for the ex-

isting ILPs presented here are obtained in 12 hrs where

as our method gives results less than 2 min of simula-

tion times. The significant reduction in simulation time

is achieved because in the existing ILP formulations, the

wavelength of the primary lightpaths and the backup light-

paths is unchanged. On the other hand they are different

in the proposed models. Though it is required to be same

in before and failure, we believe that, when it is required

to calculate the wavelength/capacity consumption for cer-

tain number of connections then the proposed model is

much better than the available ILPs. A comparative result

for wavelength links consumption is also presented in Ta-

ble 3 among the proposed SLP, SPP and joint formulation

for SPP schemes. It has been observed from the Table 3

that the total capacity requirement is still reduced in case

of joint formulation at the cost of higher working capacity

and simulation time.

Table 3

Wavelength utilization among SLP, SPP and JMSPP

schemes with random demand/connections for NSF Net

with 32 wavelengths

Connections
SLP SPP Joint model

scheme scheme for SPP

40 149 130 125

45 181 150 146

50 193 159 158

55 211 180 177

60 230 196 190

65 249 211 206

Fig. 4. Percentage of wavelength utilization in different links

without and with protection (SLP).

112



Guaranteed Protection in Survivable WDM Mesh Networks – New ILP Formulations for Link Protection and Path Protection

Fig. 5. Percentage of wavelength utilization in different links

without and with protection (SPP) scheme.

Fig. 6. Percentage of wavelength utilization in different links

without and with protection (SLP and SPP) schemes.

For the second set of results, we present the percentage

of wavelength link utilization in the existing infrastructure.

Instead of random traffic (tabulated in Table 1, 2, and 3) we

apply multiple traffic matrices (500) and then averaged to

detect the fiber links which are used frequently for routing

the lightpaths. SLP and SPP protection schemes compari-

son are presented in graphical manner in Figs. 4, 5 and 6.

From the figures it is found that links numbered 10, 18, 20

and 22 are mostly used for lightpath routing. From Figs. 4

and 5 it is confirm that links numbered 8, 18, 20 and 22 are

the links often used so as to provide guaranteed protection.

From Fig. 6 indicates that the SPP scheme requires smaller

amount of backup capacity (wavelength links) compared to

SLP scheme.

4. Conclusions

Survivability is an essential and challenging issue in high

speed networks. This work examine the wavelength re-

quirement for guaranteed protection by taking path based

and link based protection strategies in WDM networks.

Wavelength utilization is considered in this paper which

is an important network resource in such networks. The

proposed models not only reduce the wavelength con-

sumption in different traffic scenario but also efficient in

terms of simulation time. The works also identify the

crucial links in the network which is widely used. Fur-

ther our investigations are in progress to develop efficient

algorithms to reduce network capacity utilization at the

same time network congestion, for survivable WDM mesh

networks.
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Abstract—The iris biometrics is considered one of the most

accurate and robust methods of the identity verification. The

unique iris features of an individual can be presented in a com-

pact binary form which can be easily compared with the ref-

erence template to confirm identity. However in contrast to

passwords and PINs biometric authentication factors cannot

be revoked and changed as they are inherently connected to

our characteristics. Once the biometric information is com-

promised or disclosed it became useless for the purpose of au-

thentication. Therefore there is a need to perform iris features

matching without revealing the features itself and the refer-

ence template. We propose an extension of the standard iris-

based verification protocol which introduces a features and

template locking mechanism, which guarantee that no sensi-

tive information is exposed. Presented solutions can be eas-

ily integrated into authentication mechanisms used in modern

computer networks.

Keywords—authentication, biometrics, iris recognition, privacy

preserving.

1. Introduction

Among the biometric verification methods iris recognition

is considered one of the most accurate and robust. Iris

features can be easily extracted from eye images and they

can be efficiently compared. However if the biometric ref-

erence template or set of biometric features are disclosed,

the whole biometric system becomes useless for an indi-

vidual, because the biometric information cannot be can-

celed or revoked as passwords. Therefore there is a need to

perform iris features matching without revealing either the

biometric data acquired during the verification process or

the reference template from the database. In this paper we

introduce a privacy preserving system for iris-based bio-

metric identity verification. Firstly we propose a method in

which iris biometric templates stored by the authenticator

are locked with the keys known only to the data owner.

In this scenario even when the database is compromised

no private information is exposed. Secondly we introduce

a privacy preserving verification protocol, which is based

on the secure multi-party computation techniques.

2. Iris Biometrics

An iris is the colored ring around the pupil. Its structure

is determined during the fetal development of the eye and

remains unchanged. On contrary the color of the iris can

change as a result of the variable pigmentation in tissues.

The main role of the iris is to control the size of the pupil

and adjust the amount of light which enters through the

pupil into the eye interior. It is surrounded by the sclera,

which is a white area of tissues and blood vessels, and it

is covered by a transparent layer called cornea. The whole

iris is visible only with eyes wide open, as eyelids and eye-

lashes usually occludes the lower and upper part of it. The

possibility of using the iris to distinguish individuals is over

100 years old, but the first patent for the automated iris bio-

metric system was obtained by Flom and Safir in 1987 [1].

However the most important work in the field of the iris

recognition was due to Daugman [2], [3]. He introduced

first practically verified methods for iris image segmenta-

tion, unique feature extraction and matching, which with

slight modifications are used today world widely and which

are the reference models for other algorithms.

Fig. 1. An example eye image captured in infrared light with

outer and inner boundaries approximsted by non-cocentric circles

[www.biometriclabs.pl].

For the purpose of biometrics the eye image is captured

in the near infrared light with the wavelengths between

700 – 900 nm. Usually special infrared illuminators and

bandpass lens filters are used to acquire a image of good

quality [4]. The infrared light reveals the detailed struc-

ture of the iris better than the visible light [5]. The iris

is usually modeled as a ring with outer and inner border

approximated by two circles which are nearly concentric.
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Figure 1 shows an example image acquired in infrared light

with the iris and pupil approximated by two circles. Be-

cause the iris area is hardly ever fully visible an additional

mask is applied to the ring, which marks the areas where

eyelids and eyelashes occlude the iris region. Optionally

this mask also indicates image artifacts such as specular

reflections from illuminators.

After the iris region is isolated, it is mapped into normal-

ized pseudo-polar coordinate system [5]. Every point of

the iris area is described by two coordinates: the angle

α and the radial distance r. When the pupil and the iris

centre overlap, r is the normalized distance from the iris

pupil centre, and α is the angle of the line crossing the

point and the pupil centre. Figure 2 shows an iris mapped

into pseudo-polar coordinates. The resulting rectangular

image has two important properties. Firstly the mapping

models linear stretches of the iris, when the pupil contracts

or dilates, which is regarded a good approximation of its

nature [6]. Secondly the eye or head rotation is equivalent

to the permutation of points in the α coordinate, so these

effects can be easily compensated.

Fig. 2. An example iris image (a), iris image converted to pseudo-

polar coordinates (b) and occlusions mask in pseudo-polar coor-

dinates (c).

Most of the iris biometric methods convolve the trans-

formed image with 2-dimensional filters designed to ex-

tract the unique iris texture patterns. Many different filters

were tested but the best results were obtained for Gabor,

Log-Gabor, Haar and Laplacian of Gaussian filters [3],

[7]–[11]. The resulting values are re-sampled and quan-

tized. Daugman proposed that only the sign of the filtered

signal should be used as features. He introduced a binary

iris representation which is summarized in 2048 bits vector,

called an “iris code”. Many other solutions follow this ap-

proach as it allows the iris codes to be compared efficiently

using bitwise operations [2].

The iris code matching is based on the Hamming dis-

tance. The Hamming distance measures the fraction of

corresponding bits of two binary vectors that disagree. Be-

cause not all of the bits of the iris code are valid due to

occlusions and other disruptions, a modified Hamming dis-

tance must be introduced that take this into account. It can

be implemented using three types of operations: bitwise

XOR (⊕), bitwise AND (∧) and bit counting as follows:

HD(x,w,y,m) =
∑i (xi ⊕ yi)∧wi ∧mi

∑i wi ∧mi

, (1)

where x and y are two iris codes and w and m are the oc-

clusions masks, whose bits are set if the corresponding bits

of the iris codes are valid. To account for the eye rotation,

the Hamming distance is computed for several different per-

mutations of the bits corresponding to the different angles

of rotations. At the end the minimal score is compared

with the predefined threshold to check if the verification is

successful.

3. Preserving Iris Code Privacy

Vernam’s cryptographic system, known also as one-time

pad is a type of encryption method, which has been proven

to be impossible to crack if used properly [12]. The main

idea is that the plaintext is encrypted with a substitution

cipher using a secret random key. The size of the key

must be equal to the size of the plaintext. As long as the

key is truly random, and as large as plaintext, the resulting

cipher text is also truly random. For the binary data the

substitution Vernamñs system can be implemented based on

cryptographically secure pseudo-random number generator

and XOR operation. The pseudo-random number generator

is used to prepare a key, and the XOR operation is used

to randomly invert the bit values based on the key bits.

One-time pad is a symmetric encryption mechanism, as

the XOR operation when used twice with the same key

reveals the original plaintext. The main idea behind the

privacy preserving iris based verification is that iris codes

encrypted with one-time pad can be matched in the same

way as unencrypted ones. The Hamming distance of two

iris codes before and after encryption remain the same, as

long as the keys used to encrypt them are identical. It

is because the XOR operation used for Hamming distance

computing nullifies the encryption as follows:

enc⊕(x,k)⊕ enc⊕(y,k) = x⊕ k⊕ y⊕ k = x⊕ y . (2)

The biometric features of the same individual differ each

time the biometric measurements are done. For the iris bio-

metrics this variability is mainly due to changing capture

conditions and image processing. These processes intro-

duce a noise to the iris code. Whether the noise is a user

116



Privacy Preserving and Secure Iris-Based Biometric Authentication for Computer Networks

Fig. 3. A sequence diagram for the privacy preserving iris based biometric authentication protocol with two parties

characteristic or not is still an open question. Nevertheless

we can assume that for each individual there exists an ideal

iris code x and there is a measurement specific noise z.

The real iris code can be expressed as a XOR operation

between the ideal iris code x and the measurement noise z.

In that situation the noise determines the Hamming distance

between two iris codes of the same individual.

Now if we use the same cryptographic key in the Vernam’s

cipher for different real iris codes of the same individual

we may reveal the information about the noise but the ideal

iris code remains encrypted. The iris code matching routine

will not only nullify the encryption but also the ideal iris

code. The adversary will be able to determine the character

of the noise but will deduce nothing about the ideal iris

code.

The presented encryption of iris code has some other inter-

esting features. The experiments indicate that there is only

about 100 to 200 bits of information in the iris code in

the Shannon sense [13]. This suggests that the bits of iris

codes are strongly dependent. The one-time pad encryption

removes the bit dependencies in the ciphertexts if the key

used has its bits independent. As a result the encrypted

iris code will be indistinguishable from random data for

an adversary.

4. Two-Party Protocol

The privacy preserving iris based biometric authentication

protocol is based on the secure multi-party computation

scheme and applies the one-time pad encryption of iris

code presented in the previous section.

There are two parties in this process, which we will later

call: Alice and Bob. Alice represents a user who is willing

to undergo biometric verification. She does not want her

biometric data (namely the iris code and the binary occlu-

sions mask) to be disclosed to any other party. Bob rep-

resents an authentication server which verifies Alice iden-

tity based on her biometric data. Bob has access to the

encrypted biometric templates database, which he does not

want to disclose to anyone. The authentication protocol pre-

sented in this paper employs several proven cryptographic

methods. The first one is the cryptographic one-way func-

tion called later hash function [14], [15]. It is a determin-

istic procedure which takes an arbitrary binary vector and

transforms it into fixed size bit string, called a hash value.

The transformation has some fundamental properties.

It is easy to compute the hash, but it is infeasible to recover

the binary vector from hash value. It is infeasible to find

two binary vectors with the same hash or modify the binary

vector without changing its hash. a sample hash function

suitable for our solution could be SHA-2. The authen-

tication scheme uses also a secure channel establishment

techniques [14], [15]. There are many algorithms which

can be used for that purpose. The protocol also requires

cryptographically secure pseudo-random number generator

(CSPRNG). It is a pseudo-random generator, which has

a very long period, and which satisfies the “next-bit test”

and withstands “state compromise extensions” [14], [15].

When Alice is enrolled to the biometric system, she is as-

signed a unique identifier i. Next she uses a trusted bio-

metric device, which captures her iris images and generates

her reference iris code t(i) with optional occlusions mask

m(i). Then a cryptographically secure pseudo-random num-

ber generator creates a secret encryption key k. The key is

used to encrypt the reference iris code y(i) = enc(x(i),k).
The hash value of the key is computed h(i) = hash(k) and

the key is released to Alice. The hash code is needed in

the verification process to prove that Bob possesses the en-

crypted template of Alice. Bob does not have the access to

the encryption key. Instead he receives encrypted reference

iris code with associated mask and the hash value of the

key {y(i),m(i),h(i)} and he inserts them into his database,

which is indexed with the identification numbers i. After-

wards the system is ready for biometric verification.
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The verification process is shown in Fig. 3. When Alice

wants to verify herself to Bob she initializes the secure

communication channel. Then she generates a random num-

ber q and send it securely to the Bob together with her

claimed identity i. Bob uses the random value q and the

hash value of i-th key h(i) to prove Alice that her template

is in the database. Additionally he generates a random

number o, which will be used by Alice to prove that she

owns the proper key. Bob sends Alice the number o and the

proof h∗∗. After the proof is checked by Alice, the biomet-

ric system captures her iris image and extract her iris code

x with the associated occlusions mask w. The iris code is

encrypted with the secret key k and the proof h∗ based on o

is prepared. The encrypted iris code x∗ with the occlusion

mask w and the proof h∗ are sent to Bob. Bob verifies

the proof and calculates the Hamming distance between

the encrypted iris code from Alice and the corresponding

encrypted template from database (using the bitwise XOR

operation, bitwise AND operation and bit counting). If

the resulting score is lower than a predefined dissimilarity

threshold the verification is considered successful.

5. Conclusions

The presented methods allow to authenticate an individual

based on the iris biometrics without revealing the informa-

tion about the biometric features. These methods use the

specific proprieties of the iris code and its matching rou-

tines, and employ proven and verified cryptographic tech-

niques. The presented protocol can be incorporated into

existing authentication schemes used in the computer net-

works. The author of this paper is working on the specifi-

cation and the reference implementation of authentication

server and client, which will use the Extensible Authen-

tication Protocol (EAP) family adapted to the presented

biometric requirements. Our future work will focus on in-

vestigating the iris code noise properties. It is essential for

the presented protocol to discover how much individual-

specific information is still present in the noise, and what

can be done to make the noise more random.
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Abstract—The agent technology has recently become one of

the most vibrant and fastest growing areas in information

technology. On of the most promising characteristics of agent

is its intelligence. Intelligent agent is the agent that percepts

its environment, collects all information about its environment

that it needs, processes these information and then generate

proper actions according to these information. This paper

discusses trends and differences between two main types of

intelligence that can be applied to agent: accumulative intel-

ligence and dynamic intelligence. Accumulative intelligence is

discussed with its two perspectives: moment perspective and

historical perspective. Auto-vehicle driver is also discussed

as an application example of accumulative intelligence. Also,

MOSAIC, Mimesis, and MINDY models are reviewed as the

pioneering works of dynamic intelligence.

Keywords—accumulative intelligence, dynamic intelligence, in-

telligent agent.

1. Introduction

Agent technology has received a great deal of attention in

last few years and, as a result, wide variety of applications

is beginning to get interested in using this technology to de-

velop its own goals. Agent is a software entity that carries

out some operations on behalf of a user or another program

with some degree of independence and autonomy [1].

New research activities have been proposed to make agent

possesses human intelligence characteristics. The concept

of intelligence has been addressed by different new research

approaches. These approaches have been independently de-

veloped in brain science [2], cognitive science [3], psychol-

ogy [4], and conventional artificial intelligence [5]. They

have pointed out that it is necessary for intelligence to have

a body interacting with an environment which is called

embodiment approach [6]. This approach insists that the

cognitive process should be described with in interaction

between both body system and the environment. In con-

trast, artificial intelligence usually insists that the cognitive

process resides only in brain of body.

When agent (like human body) perceives its environment,

collects required data knowledge through its sensor, repre-

sents this knowledge into predefined patterns (agent expe-

rience), analyzes and processes these knowledge patterns

to take better decisions, and use these decisions to improve

how it carries out its tasks in that environment, this agent is

called intelligent agent (IA). As a result, applying concept

of intelligence to agent [7] gives it the ability to recognize

situations it has been in before and improve its performance

based on priori experience (i.e., accumulative intelligence).

Also, it enables agent to recognize new situations (i.e., sit-

uations with no priori experience) to decide what actions to

take in this case, and evaluate these actions by predictions

algorithms if they reach agent close nearly to its final target

(i.e., dynamic intelligence).

The rest of paper is organized as follows. In Section 2,

we introduce description of accumulative intelligence. Dy-

namic intelligence is described in Section 3. Finally, we

conclude this paper in Section 4.

2. Accumulative Intelligence

Many research studies [7] applied the concept of accumu-

lative intelligence on their agent technology applications.

Simply, accumulative intelligence emphasizes the fact that

agent (human) must collect a good deal of observed in-

formation about its environment before making decisions

about the proper actions to transact with a specific situa-

tion. This paper introduces the terminology of accumula-

tive intelligence for the first time.

2.1. Generic Model for Accumulative Intelligence

Figure 1 shows generic model and basic phases of accu-

mulative intelligence. The model verifies that agent can be

intelligent when it has the ability to interact with its en-

vironment. Interface phase makes automatic gathering of

information about status of environment components and

give to the agent through short-term storage phase. Short-

term storage is a data storage technique that used to store

collected information as attractors. Interface consists of

a group of sensors. Processing and decision rule phase

analyzes and processes momentarily information collected

and deliverables gathered from interface phase (attractors).

By using decision making rule phase, it generates output

signals and transmits to effectors to do the required action

into the environment.

Accumulative intelligence can be deliberated from two dif-

ferent perspectives: moment perspective and historical per-

spective. Moment perspective emphasizes that process of
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information collection, processing, and generating proper

actions is done momentarily from beginning of agent task

to its final or sub-final target (i.e., action-sequence) with-

out using any prediction or anticipating techniques. Action-

sequence is reached to that target by memorized into long-

term storage phase in Fig. 1. In the wake of this, long-term

storage memorizes different action-sequences to different

targets.

Fig. 1. Generic model of accumulative intelligence.

There are some situations in which agent target is repeated,

so agent do not need to find the action-sequence of that

target because it is memorized previously in long-term stor-

age. Agent just needs to recall the action-sequence of re-

peated target from long-term storage. The previous descrip-

tion refers to historical perspective of accumulative intelli-

gence. Some agent applications as anti-money laundering

systems [8] applied another view of historical perspective.

These applications perform the process of information col-

lection over consecutive fixed time intervals and memorize

them into long-term storage directly as information slices

in a database. All information slices in that database is

processed over random or regular time instants. Process-

ing phase tries to find a predefined information pattern in

database by a comparison function. An expert or appli-

cation designers define previously this pattern. As soon as

this pattern was found in database, the proper action is gen-

erated. Type and effect of action is related to its application

or environment. The salient property of previous historical

perspective view is that process of information collection,

processing, and generating actions is not performed mo-

mentarily.

Variety of agent technology application is ranged between

consummating only the concept of moment accumulative

intelligence (MAI), only the concept of historical accumu-

lative intelligence (HAI), or both two concepts which is

called full accumulative intelligence (FAI). The following

section will shed some light on an example of agent tech-

nology applications that apply the concept of accumulative

intelligence.

2.2. Auto-Vehicle Driver (AVD)

Auto-vehicle driver emphasizes creation of full software

and hardware system to be able of driving vehicles automat-

ically without interference of human driver. It is similar to

auto-pilot system used in aircrafts. AVD may be composed

of only one intelligent agent or a group of more than one

(i.e., multi-agent system (MAS)). Regardless of agent num-

ber in AVD, each one should perform its tasks of collect-

ing its related information via its sensor. They include, but

not certainly limited to the following parameter, road status

(e.g., GPS information of road, road width, and etc.. . . ), ve-

hicle status (e.g., speed, fuel amount, vehicle components,

position, and etc.. . . ), obstacle status (e.g., is another ve-

hicle (human, animal) in front, at backward, at right, at

left of that vehicle), and climate status (e.g., is it rains,

windy, sunny, and etc.. . . ). According to processing qual-

ity of this information, the proper moving action-sequence

will be generated. There is no full AVD system up till now

due to huge information amount that must be collected and

processed but there are some researches that applied agent

technology with accumulative intelligence concept to assist

vehicle driver by using algorithms of machine leaning.

In [9] the author addresses the problem of autonomous

navigation of a car-like robot evolving in an urban envi-

ronment. Such an environment exhibits a heterogeneous

geometry and is cluttered with moving obstacles. The ap-

proach to the problem lies in the design of an intelligent

agent able to percept and plan actions that consider explic-

itly the dynamic nature of the vehicle and the environment

while enforcing the safety constraint.

Kolski et al. 2006 [10] present a hybrid navigation sys-

tem that combines the benefits of existing approaches for

driving in structured environments (e.g., roads) and un-

structured environments (e.g., parking lots). The system

uses visual lane detection and laser range data to generate

a local map, which is processed by a local planner to guide

the vehicle down the lane while avoiding obstacles. When

driving in unstructured environments, the system employs a

global map and planner to generate an efficient trajectory to

a desired goal. The combined system is capable of navigat-

ing a passenger car to a given goal position without relying

on road structures, yet it makes use of such structure when

it is available.

Bertolazzi et al. 2008 [11] designed a reduced size au-

tonomous vehicle and focuses on the control strategy which

is based on a Nonlinear Receding Horizon Control (NRHC)

algorithm. The NRH planner is called by a high level man-

ager, in the outer control loop, to solve a sequence of opti-

mal control problems. The planned motion provides a se-

quence of reference set points for the faster inner control

loop until a new plan is available. The lateral motion is con-

trolled through the steering command by tracking the yaw

rate reference. The longitudinal motion is controlled by

means of the throttle/braking coupled command by track-

ing the planned forward speed profiles.

Borges et al. 2009 [12] presented an intelligent agent that

controls the vehicle speed using knowledge learned from
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databases. The main effort of this paper was the induction

of conduct rules from data of previous trips and collected

data from sensors. Sensors capture parameters such as:

current kilometer (position), speed, latitude, longitude, and

adherence. Algorithms of JRip, Bagging, and Boosting

have been used, employing data from past trips to extract

patterns of safe and economical conduct.

Several studies have used machine learning techniques for

the development of intelligent railway vehicles [13], whose

goal is to improve the maintenance and operation of vehi-

cles predicting failures in equipments.

3. Dynamic Intelligence

Dynamic intelligence emphasizes relations among ob-

served, predicted, and recalled time sequences in sensory-

motor space. Sensory-motor space applications as robots

are a luminous examples of interactions between body and

its environment. In the literature of dynamic intelligence

references, many researchers pursue a range of different

characteristics that agent should possess such as: behavior

emergence, imitation learning, and spontaneous learning.

Agent should be implemented to fulfill part or all of these

characteristics.

Behavior emergence is defined as how agent (body) can

decide what appropriate actions that can take to overcome

unpredictable and complex new situations [14]. Another

important factor in dynamic intelligence is imitation based

on embodiment. The importance of imitation is also em-

phasized in brain science with mirror neurons [15]. The

existence of mirror neurons implies that a human interprets

another human’s actions as actions by himself, providing an

understanding of their meaning. Based on the interpreta-

tion of the mirror neurons, embodiment plays an important

role in understanding the meaning behaviors. Spontaneous

learning is another factor in dynamic intelligence. It can

be illuminated by flow theory [16] which insists that a hu-

man is highly motivated when he/she tries to learn a task

of suitable difficulty for his/her capabilities and skills. It

is important to make balance between human (agent) skills

and a task difficulty. This balance can be evaluated by

progress of agent ability of self-spontaneous learning. For

example, if the task is too easy, the agent can predict states

correctly and achieve a goal easily. On the other hand,

if the task is too difficult, the agent can not predict states

correctly neither can it achieve the goal even it tries many

times. However, if the task is a suitably difficult, at the

beginning of learning, the agent can not predict states cor-

rectly and consequently goals can not achieved. But after

some attempts, the agent can achieve goals eventually due

to predicted states.

3.1. Generic Model for Dynamic Intelligence

Figure 2 shows the generic model of dynamic intelli-

gence [17] which is nearly similar to general model of ac-

cumulative intelligence. Dynamic intelligence model has

a new two phases. The first is predictor/controller phase

and the second is reduce dimension phase.

Fig. 2. Generic model of dynamic intelligence.

Predictor/controller phase is responsible of reaching

sensory-motor system to its target state through exploration

function. Exploration function is used to determine inter-

mediate action-sequence to final target state and use it as

training data for the predictor/controller to form the dy-

namic attractors. This can be done by trying some actions

and deciding which action will allow it to reach to its final

target.

The main key way to do the exploration is to explore in

the real world which can be done using a planning and

a rehearsing function. The planning function explores the

proper actions to get close to final target state by using

the predictor (anticipator), which can predict the state in

the next time step. The rehearsing function simulates the

sensory-motor signal sequence to get close to the target by

using the predictor and the controller. Once the sensory-

motor system found action-sequence to reach to final tar-

get state, it can be used as teaching signal pairs for the

controller. Also, it is important to memorize it in long-

term storage for reuse in the future if this final target is

repeated.

Chess game is a good example to understand the previous

description. Main target of chess player is to reach to “King

Dead” state. To do that, chess player is trying to build

a theoretical plan in his mind before moving any one of its

chess pieces. For example, consider the following steps as

a beginning for a plan: firstly, he will move the “Queen”

to a specific position, and then he will attack the “Queen”

of the other player by his “Bishop” to get it away from its

king, and so on. This player will try to predict all possible

defense movements that the other player will do against

this player movement. He will use each predicted defense

movement as a new start step for another subplan from

his original plan. So, original plan is divided to subplans

which their counts equal to all possible defense movements.

Each subplan will be divided into smaller subplans and so

on until one of these subplans reach closely to its final

target. In the wake of this, predicted whole plan (action-
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sequence) is determined by using layers of prediction steps

(planner function). After that the player simulates in his

mind this action-sequence (rehearsing function). Finally,

he will begin to move his pieces (signals to controller).

When dealing with dynamic intelligence, it is important

to use reduce dimension phase. To understand operation

of it, chess example will be reused. At the beginning of

chess game plan, player thinks of moving one of 16 pieces,

so information about all these 16 pieces must be known

(large information space). After player predict first step,

number of pieces that will participate for next prediction

step will be reduced causing lower information space for

next prediction layer. The process of lowering informa-

tion space will be continued through prediction layers until

reaching to target. Reduce dimension phase is responsi-

ble of straitening dimensions of information space through

predictor/controller layers.

3.2. Related Researches of Dynamic Intelligence

There are some pioneering works that deal with dynamic

intelligence. Let us consider the following three works and

identify their essential functions and properties: MOSAIC,

Mimesis model, and MINDY model.

3.2.1. MOSAIC Model

MOSAIC [2] consists of many prediction and control pairs

for sensory-motor signals such as the Locally Weighted Pro-

jection Regression (LWPR) [17] as a prediction function.

Using MOSAIC the authors succeed to develop the hu-

manoid named DB, which learns performances of juggling,

devil stick handling, and so on. The important difficulty of

MOSAIC is how to select a controller that properly works

in each situation. It selects a controller based on the good-

ness of the corresponding prediction function. In a more

advanced version of MOSAIC [18], the control signal is

generated by adding the controllers’ output weighted by the

goodness of the corresponding predictors. The weighted

values based on the predictors’ goodness function are used

as inputs to the next layer, which is again composed of

many prediction and control pairs for the weighted values.

In summary the prediction function and a layered architec-

ture are the important points of MOSAIC.

3.2.2. Mimesis Model

The Mimesis Model consists of many Hidden Markov Mod-

els (HMMs), which are trained with motion data of hu-

man actions such as walking, kicking, jumping and so on

[19]. Then, distance metrics are introduced among the

HMMs. Based on the metrics; the HMMs are set in a low

dimensional space named proto-symbol space with Multi-

Dimensional Scaling (MDS) algorithm. Then, a point in

proto-symbol space represents a motion sequence. When

a new motion sequence is input, a Mimesis system can

recognize the sequence as a point in proto-symbol space.

Multiple motion sequences such as walking and then kick-

ing can be recognized as a sequence in proto-symbol space.

If we can consider that the sequence in proto-symbol space

is input to the upper layer, then the Mimesis system can be

considered as the layered architecture.

3.2.3. MINDY Model

MINDY model [20] employs the concept of flow the-

ory [16]. In order to achieve various task, MINDY has

a network consisted of various modules. Each of the mod-

ules, called basic module, has an identical structure and was

designed to achieve a goal for a subtask. The module dif-

fers in its location in network layers, in what kind of inputs

and outputs are assigned, and in what it has learned. Each

module contains a pair of predictor and controller. There

is a planner and rehearsing function on top of the network

of basic modules. The role of predictor/controller is to ob-

serve its inputs and outputs of the module and predicts the

inputs of the next time step, which can be directly learned

from history of observation and output actions. Accurate

Online Support Vector Regression (AOSVR) [21] is used

for the predictors and controllers. The planner and rehears-

ing function is used to generate and search action-sequence

to come close to final target value with in each predictor

target variable. A planner is used with in MINDY model.

MINDY evaluates the progress of spontaneous learning by

appraising predictor error, controller error, and goal error.

4. Conclusion

This paper introduces and discusses the possibility of apply-

ing human intelligence to agent. Claiming, that any human

or machine has intelligence, requires that it should have

a body and his body should interact with its surrounded

environment. Agent can be considered as human body.

This paper introduces two kinds of intelligence that many

agent technology applications apply. The first is accumula-

tive intelligence which emphasizes that agent must collect

momentarily a good deal of its environment information

before taking actions. Accumulative intelligence can be

applied from two different perspectives: moment perspec-

tive and historical perspective. The luminous application

of applying accumulative intelligence is auto-vehicle driver.

The paper introduces research activities in this field.

The second type of intelligence is dynamic intelligence.

Dynamic intelligence emphasizes relations of observed,

predicted, and recalled time sequences in sensory-motor

applications. In dynamic intelligence, agent can observe

initial information of its environment and determine its fi-

nal target by itself or by assistance of application designers

or end users. Agent can predict the action-sequence that

will reach it to its final target by using initial information

of its environment. Agent should possess characteristics of

behavior emergence, imitation learning, and spontaneous

learning to be dynamic intelligent. MOSAIC, Mimesis, and

MINDY models of dynamic intelligence are also discussed.
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Abstract—In this paper, a comparison has been drawn be-

tween 5 transistor (5T), 6T and 7T SRAM cells. All the cells

have been designed using both single-threshold (conventional)

and dual-threshold (dual-Vt) voltage techniques. Their re-

spective delays and power consumption have been calculated

at 180 nm and 65 nm CMOS technology. With technology

scaling, power consumption decreases by 80% to 90%, with

some increase in write time because of the utilization of high-

Vt transistors in write critical path. The results show that the

read delay of 7T SRAM cell is 9% lesser than 5T SRAM cell

and 29% lesser than 6T SRAM cell due to the lower resis-

tance of the read access delay path. While read power of 5T

SRAM cell is reduced by 10% and 24% as compared to 7T

SRAM, 6T SRAM cell respectively. The write speed, however,

is degraded by 1% to 3% with the 7T and 5T SRAM cells as

compared to the 6T SRAM cells due to the utilization of sin-

gle ended architecture. While write power of 5T SRAM cell

is reduced by up to 40% and 67% as compared to 7T SRAM,

6T SRAM cell respectively.

Keywords—5T SRAM, 65 nm CMOS technology, 6T SRAM,

7T SRAM, low power SRAM, power reduction technique.

1. Introduction

Static Random Access Memories (SRAM) are widely used

in computer systems and many portable devices. As tech-

nology is scaling down, in result the threshold voltage is

also scaling down along with the operating voltage. A huge

amount of sub-threshold leakage current occurs due to low

threshold voltage. SRAM based cache memories are best

suited for system on chip applications due to its high speed

and low power consumption. Due to device scaling there

are several design challenges for micrometer SRAM de-

sign. Now we are working with very low threshold volt-

age and ultra-thin gate oxide due to which leakage energy

consumption is getting increased. Besides this data sta-

bility during read and write operation is also getting af-

fected in conventional 6T SRAM cell. In order to ob-

tain higher noise margin along with better performance

new SRAM cells like 5T and 7T SRAM cells have been

introduced. In this paper a comparative analysis of 6T,

5T [1]–[5] and 7T [6]–[11] SRAM cell has been carried

out. The major difference between the 5T and 7T SRAM

cell is that in case of 5T SRAM cell a single bit line is

used for read /write operation that saves area, bit line leak-

age and provides a read/write performance comparable to

the 6T SRAM cell while in case of 7T SRAM cell, the

storage nodes are isolated from the bit lines during a read

operation, thereby enhancing the data stability as compared

to the 6T SRAM cell. Table of the comparison of average

power dissipation and delay time during write and read op-

eration with the different combination of threshold voltage

of NMOS and PMOS at 180 nm is summarized in Table 4.

The paper is organized as follows. The 5T and 7T SRAM

cell is presented in Section 2. Simulation results are shown

in Section 3. Section 4 gives the conclusion.

2. SRAM Cells

A typical six transistor (6T) SRAM cell in a 65 nm tech-

nology is shown in Fig. 1. The robustness of an SRAM

cell is characterized by the hold stability during read op-

eration. In a 6T SRAM cell, the data storage nodes are

directly accessed through the pass transistors connected to

the bit lines. The storage nodes are disturbed due to the

voltage division between the cross-coupled inverters and

the access transistors during a read operation. The data

is most vulnerable to external noise during a read opera-

tion due to this intrinsic disturbance produced by the direct

data-read-access mechanism of a standard 6T SRAM cir-

cuit(destructive read) [12].

Fig. 1. Single-Vt 6T SRAM cell in a 65 nm CMOS technology:

WL – word line, BL – bit line.

There are strict constraints on the sizing of transistors to

be able to maintain the data stability and functionality of

a standard 6T SRAM cell as shown in Table 1. The design

of a 6T SRAM cell is typically characterized by the ratio

(β ) of the size of the pull-down transistors to the access

transistors [12]–[14]. In order to maintain the read stabil-

ity, N1 and N2 (Fig. 1) must be stronger as compared to
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the access transistors N3 and N4. Alternatively, for write

ability, N3 and N4 must be stronger as compared to P1

and P2. These requirements are satisfied with careful tran-

sistor sizing, as illustrated in Fig. 1.

Table 1

Width of transistor used for simulating 6T SRAM

Transistors Width [nm]

N1, N2 130

N3, N4 100

P1, P2 65

In addition to the data stability issues, the increasing leak-

age energy consumption of the embedded memory circuits

is also a growing concern. In modern high performance

microprocessors, more than 40% of the total active mode

energy is consumed due to leakage currents [15]–[19]. So,

dual threshold voltage transistors are used for this purpose.

In dual-Vt 6T SRAM cell (Fig. 2) transistors N1, N2, P1,

P2 are designed as high threshold voltage (Vtn-high for

NMOS, Vtp-high for PMOS) transistors because they are

more appropriate to store data in memory design and ac-

cess transistors N3, N4 are designed as low threshold volt-

age (Vtn) transistors because they can possess larger drain

current. In result it reduces the access time and maintains

data retention at the same time [20]–[27].

Fig. 2. Dual-Vt 6T SRAM cell in a 65 nm CMOS technology:

WL – word line, BL – bit line.

2.1. The 5T SRAM Cell

The 5T cell has only one access transistor N3 and a single

bit line BL. Writing of 1 or 0 into the 5T cell is performed

by driving the bit line to Vdd (1.8 V) or Vss (0 V) respec-

tively, while the word line is asserted at Vdd . The write

ability of the cell is ensured by a different cell sizing strat-

egy. A sizing example in a standard 65nm CMOS is shown

in Fig. 3 [1]. The trip point of the inverter N2-P2 has been

decreased, while the trip-point of the inverter N1-P1 has

been increased. Further, the pass-transistor N3 is sized to

support both write and read operation.

Fig. 3. Single-Vt 5T SRAM memory cell in a standard 65nm

CMOS technology.

Since the 5T SRAM cell is writable at VBL = VWL = Vdd ,

a non-destructive read operation requires a bit line pre-

charge voltage, VPC (∼ 600−650 mV), where VSS < VPC <
Vdd . This is in contrast to the conventional 6T SRAM bit

lines, which are precharged at Vdd before a read operation.

Fig. 4. Dual-Vt 5T SRAM memory cell in a standard 65 nm

CMOS technology. Thick line in the channel area indicates

a high-Vt transistor.

We have designed a dual-Vt 5T SRAM in this paper

(Fig. 4) by high-Vt transistors P1, P2, N1, N2 and low-Vt

transistor N3. And the sizes of transistors are shown in

Table 2. This configuration saves leakage power dissipa-

tion in comparison to dual-Vt 6T SRAM cell.

Table 2

Width of transistor used for simulating 5T SRAM

Transistors Width [nm]

N3 130

P1, N2 100

N1, P2 65
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2.2. The 7T SRAM Cell

The schematic of the 7T dual-Vt SRAM cell [6] with

transistor sized for 65 nm CMOS technology is shown

in Fig. 5 and transistor’s width is shown in Table 3.

Prior to a read operation, the RBL is precharged to Vdd .

To start the read operation, the read signal R transitions

to Vdd while the write signal W is maintained at Vss.

If a 1 is stored at node1, RBL is discharged through the

transistor stack formed by N4 and N5. Alternatively, if a 0

is stored at node1 RBL is maintained at Vdd . The storage

nodes (node1, node2) are completely isolated from the bit

lines during a read operation. The data stability is thereby

significantly enhanced as compared to the conventional 6T

SRAM cells. Prior to a write operation the WBL is charged

(discharged) to Vdd (Vss) to get ready to force a 1 (0) onto

node1. To start the write operation, the write signal W

transitions to Vdd while the read signal R is maintained

at Vss. Write 0 onto node1, the pass transistor N3 must be

stronger as compared to the pull-up transistor P1.

Fig. 5. The schematic of 7T dual-Vt SRAM circuit in a 65 nm

CMOS technology. WBL – write bit line, RBL – read bit line, W –

write control signal, R – read control signal. For data stability

β = 0.25. Thick line in the channel area indicates a high-Vt

transistor.

Table 3

Width of transistor used for simulating 7T SRAM

Transistors Width [nm]

N3, N4, N5 130

P1, N2 100

N1, P2 65

Alternatively, to write 1 onto node1, the pass transistor N3

must be stronger as compared to N1.

Furthermore, since N3 transfers a degraded 1 (due to the

Vt drop across the N-channel access transistor), the inverter

formed by N2 and P2 is required to have a low switching

threshold voltage that assists the transfer of a full 1 onto

node1. Hence, these design requirements are achieved by

employing dual-Vt transistors with in the cross-coupled in-

verters as shown in Fig. 5. As these cross-coupled inverters

are not on the read-delay-path. The transistor sizing of the

dual-Vt cross-coupled inverters therefore does not affect the

read speed and at the same time reduces the leakage power

of the cell. In this way at a time only one bit line is acti-

vated in this SRAM cell that saves bit line leakage.

3. Simulation Results

In this section comparison between conventional 5T, 7T

SRAM cell has been carried out on the basis read delay,

write delay, average write power and read power (Table 4).

Table 4

Comparison of average power dissipation and delay time

during write and read operation with the different

combination of threshold voltage of NMOS and PMOS

at 180 nm

Av. write Write Av. read Read

Cell Mode power delay power delay

[µW] [ps] [µW] [ps]

6T Single-Vt 78.74 18.73 45.69 18.46

SRAM Dual-Vt 73.4 18.68 39.42 18.48

5T Single-Vt 25.33 18.92 34.52 14.17

SRAM Dual-Vt 21.54 18.72 33.62 14.18

7T Single-Vt 41.93 18.94 38.6 12.95

SRAM Dual-Vt 27.14 18.82 35.47 12.95

3.1. Average Read/Write Power Consumption

Write power consumption of single ended structure [28]–

[37] is less because the bit line capacitance is reduced as

compared to 6T double bit line switching.

Ps = αClV
2
ddFcl ,

where Ps is switching power dissipation, α is activity factor,

Cl is load capacitance and Vdd is power supply, Fcl is input

clock frequency.

As shown in Fig. 6, the write power is significantly reduced

with the proposed 5T and 7T SRAM cell as compared to

the 6T SRAM cells. This reduction in the write power is

due to the utilization of a single bit line for writing into

the 5T and 7T SRAM cells in a memory column. For the

6T SRAM cell both bit lines in each memory column are

periodically precharged to Vdd . After the bit line precharge

is completed and once a write decision is made, one of the

precharged bit lines is selectively discharged to Vss (0 V)

to perform a write operation. In a memory array with

6T SRAM cell, therefore, one of the bit lines needs to be

fully charged and discharged during each write cycle, re-

gardless of whether a 0 or a 1 is transferred to the cell.

Alternatively, in case of writing a 1 to a memory column

with the 5T SRAM, 7T SRAM cells, the write bit line

(WBL) does not need to be discharged (maintained at the

precharge voltage Vdd). The bit line dynamic switching
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Fig. 6. Write power consumption.

power consumption is thereby significantly reduced with

the 5T SRAM and 7T SRAM cells. Hence write power

in 5T SRAM cell is reduced by 67% and in 7T SRAM

cell it is reduced by 45% as compared to conventional

6T SRAM cell. As shown in Fig. 1, the write power of

5T SRAM cell is reduced by up to 40% as compared to

7T SRAM cell because RBL remains at Vdd (leakage power

dissipation during write operation) in 7T SRAM cell.

During read operation, 5T SRAM precharges the single bit

line to Vpc = 650 mV, which causes lower Vds (drain to

source voltage) over the word line pass transistor (N3 in

Fig. 4). Thus read power of 5T SRAM cell is reduced by

10% and 24% as compared to 7T SRAM, 6T SRAM cell

respectively (see in Fig. 7).

Fig. 7. Read power consumption.

The comparison results for power consumed during read

and write operation is shown in Fig. 8. The power is higher

for 7T SRAM cell due to higher parasitic capacitance.

Fig. 8. Comparison between dual-Vt 5T SRAM cell and

dual-Vt 7T SRAM cell on the basis of power consumption during

read/write operations.

Due to the higher number of transistor used in 7T SRAM

cell its leakage energy consumption increases. To reduce

the leakage current in 7T SRAM dual-threshold voltage

technology [20]–[27] has been used. High-threshold volt-

age transistors are not used for the access transistor as it

increases the write delay. The threshold voltage for high-Vt

and low-Vt NMOS/PMOS is shown in Table 5.

Table 5

Threshold voltage for low-Vt and high-Vt

NMOS/PMOS transistors

Transistor Low-Vt [V] High-Vt [V]

PMOS –0.2 –0.11

NMOS 0.47 0.76

As CMOS devices will continue to downscale into the deep

nanometer range with improved device performance and

lower power, it will be running into fundamental barriers

of physics. Scaling below 45 nm channel length faces sev-

eral fundamental limiting factors stemming from electron

thermal energy and quantum mechanical tunneling. Hence

in this paper we have designed SRAM at 180 nm and scaled

it down to a limit of 65 nm, to study the variations occurred

in power and delay factors of the memory. We can observe

the effect of technology scaling on power consumption fac-

tor of SRAM memory cell in Figs. 9 and 10.

Thus technology scaling is an interesting way to lower

the power consumption. Indeed, the overall parasitic ca-

pacitances (i.e., gates and interconnects) are decreased,

the available active current per device is higher, and con-

sequently, the same performance can be achieved with

a lower supply voltage. It is evident from Figs. 9 and 10

that with technology scaling, power consumption decreases
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by 80 to 90%, with some increase in write time (see in

Fig. 11) because of the utilization of high-Vt transistors in

write critical path.

Fig. 9. Power reduction with the technology scaling in 5T SRAM

cell.

Fig. 10. Power reduction with the technology scaling in 7T

SRAM cell.

Fig. 11. Increase in write 1 delay as technology is scaled down.

3.2. Read/Write Delay Time

As shown in Fig. 12, 7T SRAM cell is not only robust

but also is faster as compared to the 5T and 6T SRAM

cells during a read operation. The read critical path is

composed of two series transistors (N4 and N5) each sized

twice a minimum sized transistor in 7T SRAM cell (see

in Fig. 5).

Fig. 12. Read and write delay comparison.

Alternatively, with the 5T SRAM cells, the read criti-

cal path are composed of series transistors (N3 and N1)

with the access transistors (N3) sized stronger than driver

transistor (N1) to maintain cell’s read speed as shown

in Fig. 4. The driving capability of the high-Vt transistor

(N1) is lesser than any low-Vt transistor hence read delay

of 5T SRAM increases. The read speed of 7T SRAM cell

is 9% higher than 5T SRAM cell and 29% higher than 6T

SRAM cell due to the lower resistance of the read access

delay path.

The write speed, however, is degraded by 1 to 3% with the

7T and 5T SRAM cells as compared to the 6T SRAM cells

due to the utilization of only a single bit line for writing

into the cells with the proposed technique. This result is

proving the fact that the write operation of single ended

bit line SRAM cell is difficult because of strongly coupled

inverters. Write 1 speed is slow because of NMOS pass

transistor (N3 in Figs. 4 and 5) as it will pass weak 1 to

the storage node (node1 in Figs. 4 and 5), so switching

time of the memory cell get increased, as a result of this

effect write 1 delay of 5T SRAM cell and 7T SRAM cell

increased in comparison to 6T SRAM cell.

4. Conclusions

The 5T SRAM and 7T SRAM have been compared with

respect to 6T SRAM. Read delay of 7T SRAM cell is

9% lesser than 5T SRAM cell because of the lower re-

sistance of the read access delay path. Write delay of 5T

SRAM and 7T SRAM is 1 to 2% higher than conven-
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tional 6T SRAM cell due to single ended bit line archi-

tecture. Read power consumption of 5T SRAM is 10%

lesser than 7T SRAM cell due to advantage of low volt-

age of bit line during read operation. 7T SRAM has 65%

higher write power consumption as compared to 5T SRAM

cell because RBL is at supply voltage during write oper-

ation which causes leakage power consumption. In this

way we observe that 7T SRAM cell has high read speed

with the loss of power. On the other hand 5T SRAM

cell has benefit of low power consumption with the loss of

read speed.
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