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Preface
We present to the readers of the Journal of Telecommunications and Information Technol-
ogy a special issue that mostly contains the papers from last year conference on Decision
Support for Telecommunications and Information Society, which concerned diverse math-
ematical and computational techniques for supporting solutions of numerous problems in
telecommunication networks, related markets and technology.
Włodzimierz Ogryczak and Paweł Olender in the paper On MILP Models for the OWA Opti-
mization consider the ordered weighted averaging (OWA) aggregation that uses the weights
assigned to the ordered values (i.e., to the largest value, the second largest and so on) rather
than to the specific coordinates. It allows to evaluate solutions impartially when distribution
of outcomes is more important than assignments of these outcomes to the specific crite-
ria. This applies, for example, to systems with multiple independent users or agents whose
objectives correspond to the criteria. The authors concentrate on the most efficient compu-
tationally approaches to solving mixed integer linear programming OWA problems and they
present several computational experiments on such problems.
Marco Caserta, Silvia Schwarze, and Stefan Voß in the paper Developing a Ring-Based
Optical Network Structure with Glass-Through Nodes consider a security in optical transport
networks (OTN), in particular the concept of 1+1 protection that requires a connection of
each origin-destination(OD)-pair by at least two node-disjoint paths. On a ring topology
of a network, 1+1 protection is given naturally. Moreover, the routing effort is typically
decreasing on rings. These observations motivate the investigation of ring structures for OTN.
While developing a ring structure for telecommunication networks, several subtasks can be
identified. Rings have to be designed, OD-pairs have to be assigned to rings, communication
among rings has to be defined, a proper flow routing has to be chosen, and rings have to be
dimensioned regarding the flow capacity. The authors address the first two issues, namely
generation of rings and assignment of OD-pairs to rings. The authors proposed an algorithm
for random generation of candidate rings and a mathematical model for assigning OD-pairs
to rings in such a manner that active nodes are chosen accordingly. Examples of applications
and problems for future research are also discussed.
Matthias Fricke, Andrea Heckwolf, Ralf Herber, Ralf Nitsch, Silvia Schwarze, Stefan Voß,
and Stefan Wevering in the paper Requirements of 4G-Based Mobile Broadband on Future
Transport Networks consider new standards in mobile communications regarding available
bandwidth resulting from future long term evolution (LTE) technologies. It is expected
that users of one radio cell will share more than 100 Mbit/s in future. To take advantage
of the full feature set of next generation mobile networks, transport network design has to face



new requirements, caused by the architectural changes of LTE technologies. The newly de-
fined X2 interface especially has an impact on the transport network requirements. X2 en-
ables direct communication between evolved base stations (eNBs) and thus, enforces local
solutions. At the same time, there is a tendency to locate network elements at fewer, central
sites in order to reduce operational expenditure, in particular concerning the transport layer.
This leads to the question of how the direct X2 connection of eNBs on the logical layer can
be accommodated with a general centralization of transport networks. The authors show that
a centralized transport network is able to realize the local meshing between eNBs for LTE.
However, for LTE advanced, the standards currently discussed by the 3GPP initiative could
lead to enhanced the requirements on the X2 interface latency.
Rita Girão-Silva, José Craveirinha, and João Clı́maco in the paper Hierarchical Multiobjective
Routing Model in MPLS Networks with Two Service Classes – A Comparison Case Study
consider a two-level hierarchical multicriteria routing model for multiprotocol label switching
networks with two service classes (QoS, i.e., with quality of service requirements, and best
effort services) and alternative routing. A heuristic resolution approach where non-dominated
solutions are obtained throughout the heuristic run and kept in an archive for further analysis
is also reviewed. An extensive analysis of the application of this procedure to two reference
test networks for various traffic matrices is presented. A comparison of the results of the
proposed method with a lexicographic optimization approach based on a multicommodity
flow formulation using virtual networks is carried out. Finally, the results of a stochastic
discrete event simulation model developed for these networks are presented in order to
illustrate the effectiveness of the resolution approach and to assess the inaccuracies of the
analytic results.
Piotr Rzepakowski and Szymon Jaroszewicz in the paper Uplift Modeling in Direct Marketing
consider a precise targeting of marketing actions that can potentially result in a greater
return on investment. Usually, response models are used to select good targets. They aim
at achieving high prediction accuracy for the probability of purchase, based on a sample of
customers, to whom a pilot campaign has been sent. However, to separate the impact of
the action from other stimuli and spontaneous purchases, we should model not the response
probabilities themselves, but instead, the change in those probabilities caused by the action.
The problem of predicting this change is known as uplift modeling, differential response
analysis, or true lift modeling. In the paper, tree-based classifiers designed for uplift modeling
are applied to real marketing data and compared with traditional response models, and other
uplift modeling techniques described in literature. Computational experiments show that
the proposed approaches outperform existing uplift modeling algorithms and demonstrate
significant advantages of uplift modeling over traditional response based targeting.
Andrzej Karbowski in the paper Integrated Routing and Network Flow Control Embracing
Two Layers of TCP/IP Networks – Methodological Issues considers a cross-layer network
optimization problem that involves network and transport layers, treating both routing and
flows as decision variables. Due to the non-convexity of the capacity constraints when using
Lagrangian relaxation method, a duality gap causes numerical instability. It is shown that
the rescue preserving separability of the problem may be the application of the augmented
Lagrangian method, together with Cohen’s Auxiliary Problem Principle.
Kamil Kołtyś, Krzysztof Pieńkosz, and Eugeniusz Toczyłowski in the paper Auction Models
Supporting End-to-End Connection Trading consider bandwidth allocation problem on the
telecommunication market where there are many sellers and buyers. Sellers offer the band-
width of telecommunication links. Buyers are interested in the purchase of the bandwidth
of several links that makes up an end-to-end connection between two nodes of telecommu-
nication network. The paper analyzes three auction models supporting such a bandwidth
exchange: NSP (network second price), BCBT (model for balancing communication band-
width trading) and BCBT-CG which is a modification of BCBT that applies column gener-
ation technique. All of these models concern divisible network resources, treat bandwidth
of telecommunication links as an elementary commodity offered for sale, and allow for pur-
chasing bandwidth along multiple paths joining two telecommunication nodes. All of them
also aim at maximizing the social welfare. Considered auction models have been compared
in the respect of economic and computational efficiency. Experimental studies have been
performed on several test instances based on the SNDlib library data sets.
Piotr Arabas, Przemysław Jaskóła, Mariusz Kamola, and Michał Karpowicz in the paper
Analysis and Modeling of Domain Registration Process consider the domain name reservation
process for the polish .pl domain. Two models of various time scale are constructed and
finally combined to build a long range high resolution model. The results of the prediction
are verified by using real data.



Anna Felkner and Adam Kozakiewicz in the paper RT T
+ – Time Validity Constraints in RTT

Language maintain that most of the traditional access control models, such as mandatory, dis-
cretionary, and role based access control make authorization decisions based on the identity,
or the role of the requester who must be known to the resource owner. Thus, they may be
suitable for centralized systems but not for decentralized environments where the requester
and service provider or resource owner are often unknown to each other. To overcome the
shortcomings of traditional access control models, trust management models might use three
different semantics (set-theoretic, operational, and logic programming) of RT T a language
from the family of role-based trust management languages (RT). RT T is used for represent-
ing security policies and credentials in decentralized distributed access to control systems.
A credential provides information about the privileges of users and the security policies is-
sued by one or more trusted authorities. The core part of the paper is the introduction of time
validity constraints to show how to make RT T language more realistic. The new language,
named RT T

+ , takes time validity constraints into account. The semantics for RT T
+ language

is also shown. Inference system is introduced not just for specific moment, but also for time
intervals. It evaluates maximal time validity when it is possible to derive the credential from
the set of available credentials. The soundness and completeness of the inference systems
with time validity constraints with respect to the set-theoretic semantics of RT T

+ language is
proven.
Marcin Mincer and Ewa Niewiadomska-Szynkiewicz in the paper Application of Social
Network Analysis to the Investigation of Interpersonal Connections present an application
of social network analysis (SNA) to the investigation and analysis of social relationships of
people. This application concerns data mining in the case of two social networks: Facebook
and Twitter. The presented simulations illustrate how social analysis can be used to determine
the interpersonal connections, importance of actors in a given social network and detect
communities of people. The strengths and weaknesses of SNA techniques are discussed.
Jarosław Hurkała and Adam Hurkała in the paper Effective Design of the Simulated Annealing
Algorithm for the Flowshop Problem with Minimum Makespan Criterion address the n-job,
m-machine flowshop scheduling problem with minimum completion time (makespan) as the
performance criterion. They describe an efficient design of the Simulated Annealing algo-
rithm for solving approximately this NP-hard problem. The main difficulty in implementing
the algorithm is no apparent analogy for the temperature as a parameter in the flowshop
combinatorial problem. Moreover, the quality of solutions is dependent on the choice of
cooling scheme, initial temperature, number of iterations, and the temperature decrease rate
at each step as the annealing proceeds. The authors propose how to choose the values of all
the aforementioned parameters, as well as the Boltzmann factor for the Metropolis scheme.
Three perturbation techniques are tested and their impact on the solutions quality is analyzed.
A heuristic and randomly generated solutions as initial seeds to the annealing optimization
process are compared. Computational experiments indicate that the proposed design pro-
vides very good results – the quality of solutions of the Simulated Annealing algorithm is
favorably compared with two different heuristics.
Rafał Kasprzyk in the paper Diffusion in Networks considers a concept of a method and
its application to examine the dynamics of diffusion processes in networks. The proposed
method was used as a core framework for the CARE (Creative Application to Remedy
Epidemics) system.
Kamil Staszek, Jacek Kołodziej, Krzysztof Wincza, and Sławomir Gruszczyński in the paper
Compact Broadband Rat-Race Coupler in Multilayer Technology Designed with the Use of
Artificial Right- and Left-Handed Transmission Lines consider a compact broadband rat-race
coupler for the first time designed and realized in a multilayer microstrip technology. To
achieve both broad operational bandwidth and a compact size the 270

◦ transmission line of
a conventional rat-race, coupler has been replaced by a –90

◦ left-handed transmission line
realized with the use of a quasi-lumped element technique. Moreover, to achieve better com-
pactness of the resulting coupler, all 90◦ right-handed transmission lines have been realized
with the use of the same technique. It has been also proved that simple LC approximation
of a left-handed transmission line can be successfully used for the design. Moreover, it
has been shown that when appropriately chosen, the multilayer dielectric structure allows
for realization of structures designed with the use of this simple approximation, for both
right-handed and left-handed transmission lines, without losing too much of performance.

Andrzej P. Wierzbicki
Guest Editor
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Abstract—The problem of aggregating multiple outcomes to

form overall objective functions is of considerable importance

in many applications. The ordered weighted averaging (OWA)

aggregation uses the weights assigned to the ordered values

(i.e., to the largest value, the second largest and so on) rather

than to the specific coordinates. It allows to evaluate solu-

tions impartially, when distribution of outcomes is more im-

portant than assignments these outcomes to the specific crite-

ria. This applies to systems with multiple independent users

or agents, whose objectives correspond to the criteria. The

ordering operator causes that the OWA optimization problem

is nonlinear. Several MILP models have been developed for

the OWA optimization. They are built with different numbers

of binary variables and auxiliary constraints. In this paper

we analyze and compare computational performances of the

different MILP model formulations.

Keywords—location problem, mixed integer (linear) program-

ming, multiple criteria, ordered weighted averaging (OWA).

1. Introduction

Yager [1] introduced the so-called ordered weighted aver-
aging (OWA) operator providing a parameterized family of
aggregations that include the maximum, the minimum and
the average criteria as special cases. Since its introduction,
the OWA aggregation has been applied to many fields [2],
including telecommunications [3], [4] and location analy-
sis [5] among others.
In the OWA aggregation the weights are assigned to the
ordered values (i.e., to the largest value, the second largest
and so on) rather than to the specific coordinates. For
a given weights vector w = (w1,w2, . . . ,wm), wi ≥ 0 for
i = 1,2, . . . ,m, the OWA aggregation of an m-dimensional
vector x = (x1,x2, . . . ,xm) can be mathematically defined
as follows. We introduce the ordering map Θ : Rm

→ Rm

such that Θ(x) = (θ1(x),θ2(x), . . . ,θm(x)), where θ1(x) ≥
θ2(x)≥ . . .≥ θm(x) and there exists a permutation τ of set
I = {1,2, . . . ,m} such that θi(x) = xτ(i) for i = 1,2, . . . ,m.
Further, we apply the weighted sum aggregation to ordered
vectors Θ(x), i.e., the OWA aggregation function has the
form:

aw(x) =
m

∑
i=1

wiθi(x). (1)

Note that formula (1) differs from that originally introduced
by Yager [1], due to not necessarily normalized weights
(∑m

i=1
wi = 1 in [1]).

When applying the OWA aggregation as an optimization
criterion we get

min

{
m

∑
i=1

wiθi(x) : x ∈ Q

}

. (2)

In this paper we analyze mathematical programming mod-
els for problem (2) with nonnegative weights (wi ≥ 0).
The ordering operator Θ causes that the OWA optimization
problem (2) is nonlinear even for the case of linear pro-
gramming (LP) form of the original constraints. Yager [6]
has shown that the nature of the nonlinearity introduced
by the ordering operations allows us to convert the opti-
mization (2) into a mixed integer programming problem.
Ogryczak and Śliwiński [7] have shown that the OWA op-
timization with the monotonic weights can be formed as
a standard linear program of higher dimension. Several
models have been proposed for locations problems with
the OWA criterion (the so-called ordered median prob-
lems) [8], [9], but their computational performance have
never been compared. We have carried out such compar-
ison and additionally compared it with linear formulation
for specific cases.
The paper is organized as follows. In the next section var-
ious models with the OWA criterion are presented. Within
these models different formulations are considered regard-
ing the number of constraints. In Section 3 the experiment
procedure is presented and obtained results with computa-
tional models efficiency are discussed.

2. Model Formulations

As usually the whole model can be divided into two parts:
physical and preference model. The physical model is based
on the discrete facility location problem. This problem can
be formulated as mixed integer linear programming. The
OWA operator constitutes the preference model. In general,
it can also be formulated as mixed integer linear program-
ming. However, as mentioned earlier, in specific cases it
is possible to form it as linear programming. Certainly,
the whole model will remain mixed integer due to underly-
ing location problem. In the article we are focusing on the
OWA optimization so we are referring to mixed integer and
linear programming meaning the preference model only.

2.1. Location Problem

A standard formulation of facility location problem with-
out the capacity limits was used. There is given a set
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of m sites (e.g., clients). We have to place n facilities to
satisfy demands from the clients. Without loss of generality
it can be assumed that the number of candidate sites is iden-
tical to the number of clients and additionally that n ≤ m.
Then each client is assigned to the facility that meets its
demand. The assignment is done in such a way to optimize
a given objective function. The objective function is usu-
ally based on distances (costs) between the clients and the
facilities. Because we consider unlimited capacities each
client is assigned the closest facility. Formally the model
can be expressed in the following form:

m

∑
j=1

u j = n, (3)

m

∑
j=1

vi j = 1 for i = 1, . . . ,m, (4)

vi j ≤ u j for i, j = 1, . . . ,m, (5)

xi =
m

∑
j=1

ci jvi j for i = 1, . . . ,m, (6)

u j ∈ {0,1} for j = 1, . . . ,m, (7)

vi j ≥ 0 for i, j = 1, . . . ,m, (8)

where ci j denotes the cost of satisfying the total demand of
client i by facility j. There are used two groups of binary
variables representing, respectively, the location and the
allocation decisions:

– u j – equal 1 if a facility is built at site j and 0
otherwise,

– vi j – equal 1 if the demand of client i is satisfied by
facility j and 0 otherwise.

The auxiliary variable xi (6) expresses the cost of satisfy-
ing the demand of client i. The constraint (3) enforces that
exactly n facilities are placed. The fact that each client is
assigned to only one facility is modeled with constraint (4).
Constraint (5) ensures that the clients are assigned to the
existing facilities. Thus, above formulation defines a set of
attainable values Q and the corresponding cost (outcome)
vectors x. On this basis preference models with OWA cri-
terion can be defined.

2.2. The First MILP Model (M1)

The ordering operator Θ causes that the OWA optimization
problem (2) is nonlinear, however, the nonlinearity can be
transformed into discrete problem. Note that the quantity
θ1(x) representing the worst outcome can be easily com-
puted directly by the LP minimization:

θ1(x) = miny1 (9)

subject to
y1 ≥ xi for i = 1, . . . ,m. (10)

Following Yager [6], similar formula can be given for
any θk(x), although requiring the use of integer variables.

Namely, for any k = 1,2, . . . ,m the following formula is
valid [7]:

θk(x) = minyk (11)

s.t. yk + Mzki ≥ xi for i = 1, . . . ,m, (12)
m

∑
i=1

zki ≤ k−1, (13)

zki ∈ {0,1} for i = 1, . . . ,m, (14)

where M is a sufficiently large constant (larger than any
possible difference between various individual outcomes
yi). Note that for k = 1 all the binary variables z1i are
enforced to 0 thus reducing the optimization to the stan-
dard LP model for that case.
The entire OWA optimization model (2) can be formulated
as the following mixed integer linear programming prob-
lem (MILP) [7]:

min

m

∑
k=1

wkyk , (15)

yk + Mzki ≥ xi for i,k = 1, . . . ,m, (16)
m

∑
i=1

zki ≤ k−1 for k = 1, . . . ,m, (17)

zki ∈ {0,1} for i,k = 1, . . . ,m, (18)

x ∈ Q. (19)

This MILP model introduces O(m2) binary variables zki

organized in m multiple choice constraints (special ordered
sets) and m continuous variables yk defined by the cor-
responding m inequalities. Actually, the original model
introduced in [6] contains additional constraints

yk ≥ yk+1 for k = 1, . . . ,m−1, (20)

representing ordering inequalities on variables yk. Due to
minimization with nonnegative weights wk, these inequali-
ties are redundant in the sense that they do not affect the op-
timal solution. However, we will examine if they influence
the computational performance of the model. Additionally,
we will also consider another redundant constraint,

m

∑
k=1

yk =
m

∑
i=1

xi, (21)

which balances the total sum of coordinates of basic cost
vector x against sorted vector y.
Eventually, we take into consideration three different for-
mulations of model M1:

– M1 1 – formulation (15)–(19) without the redundant
constraints,

– M1 2 – formulation (15)–(19) with one redundant
constraint (20),

– M1 3 – formulation (15)–(19) with two redundant
constraints (20) and (21).
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2.3. The Second MILP Model (M2)

Several MILP models have been developed for the OWA op-
timization within the ordered median location problems [5].
Starting from quadratic MIP, through MILP models with
O(m3) binary variables and finally setting the MILP model
with O(m2) binary variables and constraints [8]. Adapting
the model to our notation, it can be equivalently written as
follows:

min

m

∑
k=1

wkyk , (22)

yk ≥ yk+1 for k = 1, . . . ,m−1, (23)

yk + M (1− ski) ≥ xi for i,k = 1, . . . ,m, (24)
m

∑
i=1

ski = 1 for k = 1, . . . ,m, (25)

m

∑
k=1

ski = 1 for i = 1, . . . ,m, (26)

ski ∈ {0,1} for i,k = 1, . . . ,m, (27)
m

∑
k=1

yk =
m

∑
i=1

xi, (28)

x ∈ Q, (29)

where m2 binary variables ski represent assignment of ac-
tual values xi to the ordered ones yk. That means, ski = 1

if the value of xi is the k-th largest and zero otherwise.
This model is based on a combination of assignment and
sorting problems. The sorting part is realized by con-
straints (23), (25) and (26). For such a modeling approach
the m− 1 inequalities ordering variables yk are necessary.
On the other hand, due to minimization with the nonneg-
ative weights wk, the equation balancing vector x and y is
redundant. Thus the model can be then considered with-
out this (single) equation (28). Although, the full model
containing the balance equation is applicable both for min-
imization and maximization cases. For these reasons we
have analyzed two formulations of this model:

– M2 1 – formulation (22)–(29) with the redundant
constraint (28),

– M2 2 – formulation (22)–(27), (29) without the re-
dundant constraint.

2.4. LP Model

The ordering operator Θ used in the OWA aggregation is
nonlinear and, in general, it is hard to implement. However,
with decreasing weights the OWA aggregation is a piece-
wise linear convex function and its minimization can be ex-
pressed in the linear programming form [7]. This so-called
deviational model is based on the linear programming rep-
resentation of the cumulated ordered outcomes:

θ k(x) =
k

∑
i=1

θi(x) for k = 1, . . . ,m. (30)

The quantities θ k(x) for k = 1, . . . ,m express, respectively:
the worst (largest) outcome, the total of the two worst out-

comes, the total of the three worst outcomes, etc. As it
was shown in [7] each of these values can be found as the
optimal value of the following LP problem:

θ k(x) = min

(

ktk +
m

∑
i=1

dik

)

(31)

subject to

dik ≥ xi − tk,dik ≥ 0 for i = 1, . . . ,m. (32)

The ordered outcomes can be expressed as differences
θk(x)= θ k(x)−θ k−1(x) for k = 2, . . . ,m and θ1(x)= θ 1(x).
Hence, the OWA problem with weights wk can be expressed
in the form:

min

m

∑
k=1

(wk −wk+1)

(

ktk +
m

∑
i=1

dik

)

(33)

dik ≥ xi − tk for i,k = 1, . . . ,m, (34)

dik ≥ 0 for i,k = 1, . . . ,m, (35)

x ∈ Q. (36)

For this model we also consider some redundant con-
straints. One of them represents ordering inequalities on
variables tk, thus taking the form:

tk ≥ tk+1 for k = 1, . . . ,m−1. (37)

The second constraint concerns ordering of deviations dik

but in reverse order:

dik ≤ dik+1 for i = 1, . . . ,m, k = 1, . . . ,m−1. (38)

The last redundant constraint is a relaxed form of the pre-
vious one:

m

∑
i=1

dik ≤

m

∑
i=1

dik+1 for k = 1, . . . ,m−1. (39)

We carry out computational analyzes of four following for-
mulations:

– MLP1 – formulation (33)–(36) without the redundant
constraints,

– MLP2 – formulation (33)–(36) with the redundant
constraint (37),

– MLP3 – formulation (33)–(36) with the redundant
constraint (38),

– MLP4 – formulation (33)–(36) with the redundant
constraint (39).

3. Computational Tests

In order to analyze the computational efficiency of the pre-
sented models and their different formulations, we have
applied them to various location problems and compared
time needed to solve these tasks for specific formulations.
The experiment procedure, including problem generation,
is explained below. Next, results are presented and models
comparison are discussed.

7



Włodzimierz Ogryczak and Paweł Olender

3.1. Experiments Design

The general scheme of experiments is analogous to that pre-
sented in [10]. To evaluate the models on different cases,
basic parameters characterizing the location problem have
been chosen and their sets of considered value were deter-
mined. Then, based on combinations of these parameters
various instances of problem location have been defined.
The parameters that have been considered are: the num-
ber of sites (locations), the number of service points to be
placed and type of problem defined by the vector of weights
in the OWA aggregation.
The number of sites is very important parameter because,
in fact, it determines the size of the problem. We have
considered smaller sizes for the mixed integer formulations,
and bigger for the linear model:

– for the MILP models – SC1: m = 8, SC2: m = 10,
SC3∗: m = 12, SC4∗: m = 15,

– additionally for the LP model – SC5: m = 20, SC6:
m = 25, SC7: m = 30.

In cases SC3 and SC4 (marked by an asterisk) only one
MILP formulation has been tested (for problems with
monotonic weights) in order to compare it with the linear
formulation.
The second parameter, the number of facilities, has been de-
fined as proportional to the problem size (m value). Follow-
ing cases have been assumed: n =

⌈
m
4

⌉
, n =

⌈
m
3

⌉
, n =

⌈
m
2

⌉
,

n =
⌈

m
2

+ 1
⌉
, where ⌈a⌉ is the smallest integer value not

smaller than a.
Type of problem defined by the vector of weights w plays
an important role. It allows to represent a wide range of
problems (strictly speaking the preferences), which is di-
rectly connected with a problem structure and thus with
problem complexity. We have examined 12 problem types:

– TC1: N-median, i.e. w = (1, . . . ,1
︸ ︷︷ ︸

m

),

– TC2: N-center problem, i.e. w = (1,0, . . . ,0
︸ ︷︷ ︸

m−1

),

– TC3: k-centra problem, i.e. w = (1, . . . ,1
︸ ︷︷ ︸

k

,0, . . . ,0),

where k =
⌊

m
3

⌋
,

– TC4: k1 + k2-trimmed mean problem, i.e.,
w = (0, . . . ,0

︸ ︷︷ ︸

k1

,1, . . . ,1,0, . . . ,0
︸ ︷︷ ︸

k2

),

where k1 =
⌈

m
10

⌉
, and k2 =

⌈
n + m

10

⌉
,

– TC5: w with binary entries alternating 0 and 1, and
beginning with 1, i.e. w = (1,0,1,0,1,0, . . .),

– TC6: Such as TC5, but beginning with 0, i.e. w =
(0,1,0,1,0,1, . . .),

– TC7: The repetition of the sequence (1,1,0), i.e.
w = (1,1,0,1,1,0, . . .),

– TC8: The repetition of the sequence (1,0,0), i.e.
w = (1,0,0,1,0,0, . . .),

– TC9: Beginning with m (size of the problem) and
decreasing by 1, i.e., w = (m,m−1, . . . ,2,1),

– TC10: Such as TC9, but in reverse order (increasing),
i.e., w = (1,2, . . . ,m−1,m),

– TC11: Beginning with 3m and decreasing in a piece-
wise linear manner, k weights by 3, next k weights
by 2 and rest by 1, i.e.,

w = (3m,3(m−1), . . . ,3(m− k)
︸ ︷︷ ︸

k

,

3(m− k)−2, . . . ,3(m− k)−2k
︸ ︷︷ ︸

k

,

3m−5k−1,3m−5k−2, . . .),

where k =
⌊

m
3

⌋
,

– TC12: Such as TC11, but in reverse order (increas-
ing), i.e.,

w = ( . . . ,3m−5k−2,3m−5k−1,

3(m− k)−2k, . . . ,3(m− k)−2
︸ ︷︷ ︸

k

,

3(m− k), . . . ,3(m−1)
︸ ︷︷ ︸

k

,3m),

where k =
⌊

m
3

⌋
.

The first two of the eight problems (TC1–TC8) are basic
problems in the location theory [10]. The next two are not
so popular but also used in this field. Problems TC5–TC8
are in some sense artificial and have been used particularly
to test the computational efficiency. The last four prob-
lems have monotonic weights. Depending on the type of
monotonicity, they are simpler (TC9, TC11 with decreasing
weights) or harder (TC10, TC12 with increasing weights)
problems. These types of the problems can be treated as
extended versions of maxmin (TC9, TC11) and maxmax

(TC10, TC12) objective functions, respectively.
For each size case we have generated 15 cost matrices,
which have zero on the main diagonal and the remaining
entries randomly generated from a discrete uniform distri-
bution in the interval [1,100]. These matrices have been
assigned to each combination of the parameters with cor-
responding problem size. Thus, we have received a set of
test problem instances.

3.2. Results

The efficiency comparison has been carried out based on
the average computational time needed to solve a problem.
We have compared computational time for specific sizes
and problem types averaging over instances of cost matrices
and cases of facilities number to be placed. The complete
results for each model are presented in Tables 1–3.
First, we have examined the influence of redundant con-
straint on the computational efficiency of MILP models. In
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order to check the change of the performance we have com-
pared different formulations within the individual models,
which were presented in Subsections 2.2 and 2.3.

Table 1
Average solution time for MILP model M1

Formulation M1 1 M1 2 M1 3
SC1 TC1 0.291 0.222 0.025

TC2 0.011 0.014 0.034
TC3 0.033 0.055 0.055
TC4 0.115 0.152 0.186
TC5 0.081 0.107 0.051
TC6 0.094 0.126 0.163
TC7 0.129 0.148 0.055
TC8 0.049 0.073 0.056
TC9 0.216 0.204 0.068
TC10 0.500 0.411 0.145
TC11 0.241 0.221 0.053
TC12 0.302 0.241 0.052

SC2 TC1 1.728 1.378 0.047
TC2 0.020 0.022 0.045
TC3 0.126 0.225 0.141
TC4 1.311 1.315 1.537
TC5 0.289 0.456 0.173
TC6 0.483 0.665 0.923
TC7 0.512 0.699 0.135
TC8 0.150 0.258 0.140
TC9 1.143 0.969 0.185
TC10 12.721 2.820 1.379
TC11 1.217 1.002 0.153
TC12 2.909 1.784 0.149

SC3 TC9 – – 0.708
TC11 – – 0.543

SC4 TC9 – – 2.515
TC11 – – 1.760

The results for the first model are given in Table 1. For
better illustration of the differences we present it graphi-
cally for SC1: m = 8 in Fig. 1 (for SC2 the results are
similar). One may notice that adding the redundant con-

Fig. 1. Model M1 formulations comparison (m = 8).

straints leads to significant time reduction for the problems
with all non-zero weights (TC1, TC9–TC12). The situa-
tion is different in the case of problems that are focused
on minimizing larger values of the outcome vector compo-
nents (TC2–TC4), where the time slightly increases. For
the other problems (TC5–TC8) it is hard to define a clear
trend of change. In particular, comparing the results for
TC5 and TC6, for which weight vectors are alternating se-
quences of 0 and 1 (where in TC5 sequence begins with 1,
and in TC6 with 0), one may notice a significant difference
in the time change due to adding the redundant constraints.
The same situation is for the second model, which can be

Table 2
Average solution time for MILP model M2

Formulation M2 1 M2 2
SC1 TC1 0.120 6.553

TC2 1.697 0.089
TC3 2.317 0.176
TC4 4.848 0.697
TC5 0.742 1.806
TC6 5.207 2.025
TC7 0.561 3.478
TC8 0.978 0.808
TC9 1.045 4.988
TC10 1.843 6.820
TC11 0.574 5.481
TC12 0.279 7.038

SC2 TC1 0.478 177.263
TC2 14.421 0.426
TC3 89.987 2.397
TC4 225.014 6.421
TC5 8.289 17.388
TC6 192.945 31.407
TC7 5.987 37.549
TC8 16.010 6.949
TC9 13.095 117.014
TC10 63.474 197.318
TC11 6.506 133.892
TC12 1.993 222.029

Fig. 2. Model M2 formulations comparison (m = 8).
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seen in Table 2 and Fig. 2. The relationships discussed
above are even more apparent here. In particular, there
is a greater time increase after adding the redundant con-
straints in the case of problems TC2–TC4.
Next we have juxtaposed the results of model M1 with the
results of model M2. For this purpose the corresponding
formulations of these models have been confronted, namely
the formulation with and without redundant constraints. In
the former case the formulation M1 3 is compared with
the formulation M2 1 (Fig. 3). As seen for all types of

Fig. 3. The comparison of formulations with the redundant con-
straints (m = 8).

problems, the first model shows much better performance
than the second one. There is a similar situation for the
formulations without the redundant constraints, where the
formulation M1 1 has been compared with the formula-
tion M2 2 (Fig. 4). Here, also the solution time for the
first model turns out to be much shorter than that for its
counterpart for all types of problems. The scale of the dif-
ferences are especially noteworthy and reaches one or even
two (three for SC2) orders of magnitude. On this basis,
model M1 seems to be more efficient than model M2.

Fig. 4. The comparison of formulations without the redundant
constraints (m = 8).

As mentioned earlier, the specific problems with appropri-
ately monotonic (decreasing in the case of minimization)
OWA weights can be formulated as the standard linear pro-

gramming models. We have examined whether MILP mod-
els could also take advantage of this special structure. For
this purpose we have compared their computational time for
the problems with decreasing weights (easier problems –
TC9, TC11) and increasing weights (harder problems –
TC10, TC12).

Fig. 5. Model M1 comparison with monotonic weights (m = 8).

The analysis shows that model M1 (Fig. 5), in the case
of problems TC9 and TC10, demonstrates actually much
better solution time for decreasing weights (TC9). In the
case of problems TC11 and TC12, the differences are not
so significant, and for the formulation M1 3 the solution
times can be considered equal.

Fig. 6. Model M2 comparison with monotonic weights (m = 8).

Considering model M2 (Fig. 6) it can be seen that the for-
mulation without the redundant constraints (M2 2) has also
slightly shorter computational time for decreasing weights.
The same is true for the formulation M2 1, when compar-
ing TC9 with TC10 problem. However, the situation looks
differently for the formulation M2 1 for TC11 and TC12
problem. Here, the problem with increasing weights has
a shorter solution time. This suggests that the MILP mod-
els do not guarantee better performance for the problems
with decreasing weights.
Because of the above results obtained for MILP models
for monotonic weights we have carried out the direct com-
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parison between the mixed integer and the linear (Subsec-
tion 2.4) OWA formulations. The results for the linear
OWA formulations are given in Table 3. We have compared

Table 3
Average solution time for LP model

Formulation MLP1 MLP2 MLP3 MLP4
SC3 TC1 0.008 0.007 0.008 0.008

TC2 0.033 0.032 0.033 0.031
TC3 0.042 0.041 0.042 0.042
TC9 0.047 0.048 0.054 0.054
TC11 0.036 0.036 0.042 0.041

SC4 TC1 0.012 0.012 0.013 0.012
TC2 0.058 0.056 0.057 0.057
TC3 0.067 0.064 0.065 0.067
TC9 0.076 0.075 0.090 0.089
TC11 0.059 0.057 0.071 0.071

SC5 TC1 0.018 0.019 0.019 0.018
TC2 0.179 0.181 0.182 0.185
TC3 0.199 0.199 0.203 0.205
TC9 0.207 0.210 0.261 0.270
TC11 0.139 0.138 0.182 0.183

SC6 TC1 0.024 0.024 0.029 0.024
TC2 0.400 0.396 0.405 0.403
TC3 0.528 0.529 0.531 0.534
TC9 0.485 0.482 0.613 0.648
TC11 0.305 0.285 0.390 0.395

SC7 TC1 0.032 0.030 0.035 0.032
TC2 1.383 1.376 1.383 1.399
TC3 1.163 1.157 1.170 1.164
TC9 1.271 1.302 1.709 1.733
TC11 0.750 0.727 0.979 1.017

the most efficient (in the sense of considered problem
types) MILP formulation (M1 3) and basic formulation
of linear model (MLP1) for the problems with decreas-
ing weights (TC9, TC11). As shown in the graphical com-
parison (Figs. 7 and 8), even the best considered mixed
integer programming model has much worse performance
than the linear formulation of OWA. The differences reach

Fig. 7. MILP and LP models comparison with decreasing weights
(m = 12).

Fig. 8. MILP and LP models comparison with decreasing weights
(m = 15).

two orders of magnitude. Therefore, even if sometimes
MILP models solve the OWA optimization with appropri-
ate monotonic weights (simpler problems) more effectively
than the general case OWA, they are still much less efficient
than the linear OWA formulation for these specific cases.

Knowing that the linear programming formulation of the
OWA has better computational performances than the
mixed integer linear programming formulation and that the
redundant constraints can significantly improve efficiency
of the latter one, we have tested the influence of the re-
dundant constraints on the linear programming model. We
have considered four formulations from Subsection 2.4 for
the problems with decreasing weights (TC9, TC11) and
additionally TC1–TC3 as non-increasing. The results are
presented in Table 3. In Fig. 9 the case for m = 30 is

Fig. 9. Model LP formulations comparison (m = 30).

shown. One may notice no difference in the case of prob-
lems TC1–TC3. For formulation MLP1 and MLP2 there
is also no difference in case of the other problems. How-
ever, for MLP3 and MLP4 formulations there is about 30%
performance deterioration in the case of problems TC9
and TC11. Similar situation occurs for other size cases.
Thus, it seems that the redundant constraints do not im-
prove the performance of the linear programming model of
the OWA optimization.
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4. Conclusions

The paper analyzes two models of mixed integer program-
ming and one linear programming model for optimization
of the OWA criterion. Experiments were conducted to
compare the computational efficiency of different formu-
lations of these models. Based on the obtained results it
can be concluded that the redundant constraints added to
MILP models of OWA can significantly shorten the compu-
tational time for certain types of localization problems (cer-
tain classes of OWA weights vectors). Secondly, the model
M1 appears to be much more efficient than the model M2.
Besides, if the problem has special structure, which allows
one to formulate OWA criterion as standard linear formu-
lation, this should be exploited, as it greatly increases its
computational efficiency. However, adding the redundant
constraints to the linear programming OWA formulation
does not help and may increase the computational time.
Because the results presented here are based on an average
solution time, it seems desirable to conduct a more de-
tailed statistical analysis (e.g., minimum, maximum, vari-
ance) of the results. Perhaps it will allow to find new depen-
dencies and determine more detailed model characteristics.
Better efficiency of the model M1 suggests also an oppor-
tunity to apply it to quadratic assignment problem (QAP),
from which some transformations for the model M2 have
been exploited [8].
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Abstract—An important issue in designing optical transport

networks (OTN) is security. The concept of 1+1 protection re-

quires to connect each origin-destination(OD)-pair by at least

two node-disjoint paths. In the case of a single edge or node

failure, the connection of all OD-pairs is maintained under

1+1 protection. On a ring, 1+1 protection is given naturally.

Moreover, on rings, the routing effort is typically decreasing.

These observations motivate the investigation of ring struc-

tures for OTN. When developing a ring structure for telecom-

munication networks, several subtasks can be identified. Rings

have to be designed, OD-pairs have to be assigned to rings,

communication among rings has to be defined, a proper flow

routing has to be chosen, and rings have to be dimensioned

regarding flow capacity. In this paper, we address the first

two issues, namely generation of rings and assignment of OD-

pairs to rings. Our approach allows to distinguish active and

non-active (glass-through) nodes in OTN. Active nodes are

equipped with active routing hardware that weakens the opti-

cal signal and has impact on feasible ring lengths. Non-active

nodes do not influence the optical signal. Although a consid-

eration of active/non-active nodes is important in ring design,

only a few references address this issue. We propose an algo-

rithm for generating random ring candidates. Moreover, we

present a mathematical model for the assignment of OD-pairs

to rings subject to a feasible choice of active nodes. We test

our methods using a case of Deutsche Telekom.

Keywords—active nodes, interring traffic, optical transport net-

work, ring network design.

1. Introduction

We consider the development of optical transport net-
works (OTN) based on ring structures. This research has
been motivated by a case of Deutsche Telekom and it has
been carried out in cooperation with Deutsche Telekom
and T-Systems, Darmstadt, Germany. The ring-based ap-
proach is motivated mainly by two facts. In telecommu-
nication networks, the rings provide a stable environment.
On a ring, each origin-destination(OD)-pair is connected
by two node-disjoint paths. We say, 1+1 protection is en-
sured. In the case of a single node failure all connections
are maintained, i.e., network stability is enhanced by 1+1
protection. Secondly, routing efforts are usually decreas-
ing in rings due to the generally given node degree of two.

Physically, this node degree is realized by optical add drop

multiplexer (OADM). These hardware devices are located
at ring nodes and have basically two tasks: the connec-
tion of two edges within a ring and the communication to
external sources, i.e., sending and receiving of data from
outside the ring. Using OADMs, a ring can be connected
to an external network, or, two rings can be linked.
Ring creation is subject to physical limitations. In general,
we assume the ring length to be non-bounded. However,
the number of nodes on a ring is limited and depends on the
ring length. The longer a ring, the less nodes are feasible,
as each node and its established hardware does weaken the
optical signal. However, we do not have a signal weakening
in the case of glass-through nodes, i.e., nodes where the
fiber is directly linked without interconnection by active
hardware. Thus, in order to compute feasible ring lengths,
we have to distinguish active and non-active (glass-trough)
nodes.
A node has to be active if the node creates demand itself,
i.e., if it is part of an OD-pair. Active hardware is required
to send information from that node to the ring. Moreover,
there is a second reason for a node to be active. Due to
the physical limitations regarding ring size, typically a set
of rings will have to be established to cover all demands in
telecommunication networks of realistic size. In the case
of multiple rings, communication among rings might be
requested. This leads to the discussion of interring traffic.
Two rings can be connected via joint active nodes using
the installed OADMs. Thus, even if a node does not create
demand, it might be active to act as interface between two
rings, i.e., interring traffic is routed via this node. Note
that two rings have to be connected by at least two active
nodes as otherwise 1+1 protection would be violated by the
single transit node.
We consider cost only regarding purchase and installation
of equipment. Maintenance is not considered in our ap-
proach. The hardware cost arising for equipment of an
OTN network is twofold. First, the cost appears for the op-
tical fiber to be installed and it depends on the ring length.
Second, active hardware has to be established dependent
on the number of active nodes in the network. Moreover,
nodes that act as interface for interring traffic require addi-
tional hardware that enables the connection of two OADMs
on different rings.
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Summarizing, we address the following optimization
problem. Given the physical layer of an optical fiber net-
work consisting of nodes and edges, as well as traffic
demand for certain OD-pairs, generate a cost-minimizing
ring-based network structure containing active and non-
active nodes, such that all demand is satisfied.

The list of publications concerning ring network design for
OTN is very extensive. See [1] for an overview on optical
network design in general and [2] for a mesh-based ap-
proach. Closely related to our approach is the cycle cover
problem (CCP) [3], or, ring cover problem (RCP) [4]. The
CCP aims to find a least cost selection of simple rings such
that for a given network all edges are covered. Variations of
the CCP are the bounded cycle cover problem (BCCP) [5],
the constrained cycle cover problem (CCCP) [6], and the
lane covering problem [7]. The BCCP treats problems
where the number of edges in a ring is bounded, whereas
in the CCCP the number of edges as well as the flow ca-
pacity in rings is limited. For the lane covering problem,
only a subset of edges in the graph has to be covered. The
main difference to our model is that in the CCP and its
variants, a cover of edges is required. This is due to the
fact that for the CCP, network flows have been already fixed
in a preprocessing step. Thus, demand is given on the net-
work edges and has to be met by the ring selection. In
our setting, however, flows are not fixed in advance. Thus,
our demands are still given with respect to OD-pairs. Con-
sequently, we require to cover and connect demand nodes
only. In fact, we do not even need to cover all network
nodes, but only active ones.

There are a lot more approaches on ring network design,
see, e.g., [8]–[13] as a selection. However, in most refer-
ences a discussion of active and non-active nodes is not
considered. This includes the literature on the CCP men-
tioned above. The number of publications dealing with
active nodes in combination with ring network design is
scarce. References [14], [15] consider the location of active
nodes, when rings are already given. Moreover, [16], [17]
present foundation design, a model which allows non-active
nodes on rings. In this approach, locations of active nodes,
as well as the demand loaded onto the ring are already
fixed for the candidate ring structures. Then, a cost min-
imizing set of rings is chosen by an integer programming
formulation. However, there is no consideration of detailed
interring flows. A survey on ring-based networks is given
by [18].

In our research, we focus on a more general approach to
include active/non-active nodes in OTN design. We do not
predefine demand nor active nodes in a preprocessing step.
Rather we combine the selection of rings with the selection
of active nodes in an enhanced ring cover approach.

The paper is structured as follows. We present preliminar-
ies on technical notations, input data and solution struc-
ture in Section 2. In Section 3 we discuss a separation
of the problem into subtasks. We address the first sub-
task, namely random ring generation in Section 4 and pro-
ceed with the second subtask, the coverage of OD-pairs by

rings, in Section 5. We finish by presenting a computational
study in Section 6 and by giving concluding remarks in
Section 7.

2. Problem Settings

In this section, we describe the problem settings in more
details. It seems to be worthwhile to start with a short
introduction to technical aspects of optical networks. An
optical transmission system connects transmitters and re-
ceivers to an optical transmission medium. In particular,
an electrical signal arriving at a transmitter is transformed
to a light signal, then it is transmitted over an optical fiber
edge and afterwards converted back to an electrical sig-
nal at the receiver station. To increase capacity utiliza-
tion of the optical fiber, wavelength division multiplexing
(WDM) is introduced. WDM is a technique that allows
to send multiple signals simultaneously over one optical
fiber by transferring them to light signals of different wave-
length. The necessary hardware components are optical

multiplexer and demultiplexer (short: mux and demux),
which allow electrical-optical (E-O) and optical-electrical
(O-E) conversion. Whenever an optical signal is routed
over a lightpath, i.e., a sequence of optical edges, signal
routing on the traversed nodes has to be organized. Wave-
length cross-connects (WXC) handle the routing at nodes.
Typically, these hardware components allow to connect two,
three or four edges at one node. If a higher node degree
is necessary, cross-connects can be joined to systems of-
fering a node degree greater than four. As a particular
cross-connect allowing node degree two, we have OADMs.
Dependent on length and type of the optical fiber, the opti-
cal signal looses power during the transmission. Whenever
a certain distance between two cross-connects is reached,
amplifiers can be used to reshape the signal. However, in
this study, we exclude the consideration of this technique
and focus on pure OADM installation. In terms of secu-
rity, for each OD-pair, 1+1 protection has to be ensured.
Origin and destination are connected by at least two node-
disjoint paths. This ensures maintenance of the connection
even in the case of one edge (or even one node) failure. If
an OD-pair is covered by a single ring, 1+1 protection is
given naturally. However, if traffic is routed over more than
one ring it is necessary to ensure that the rings are disjoint.
Moreover, rings have to be connected via two transit nodes,
at least.
Next, we provide a formal presentation of the given input
data. First, we are given a directed network G = (N,E).
G is defined by the nodes n ∈ N and the edges e ∈ E .
Moreover, for all edges we define the edge weight ℓ(e) ≥
0 as the physically given length of the optical fiber edge
e ∈ E . Network G presents a macroscopic view on the
real telecommunication network: Nodes are estates where
hardware is physically installed and a single node might
represent more than one hardware unit. Edges correspond
to tunnels and each tunnel connects two estates. Thus,
a single edge might represent more than one fiber.
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Second, point-to-point demands are given for OD-pairs.
We define Q to be the set of OD-pairs generating traffic.
OD-pairs are symmetric, demand of equal size occurs in
both directions. Moreover, demand arises as 1 Gbit and
10 Gbit traffic. Thus, for all q ∈ Q we introduce d1

q and
d10

q to denote 1 Gbit and 10 Gbit demand, respectively.

Finally, costs are specified in terms of node cost (depen-
dent on installed active hardware) and edge cost (dependent
on edge length). More precisely, we have costs of ce per
kilometer of optical fiber and costs of cn for each installed
OADM unit. Moreover, at transit nodes, additional costs
arise for each installed mux-demux, namely ctn1 for han-
dling 1 Gbit flow and ctn10 for handling 10 Gbit flow. Note
that only in this case we have to distinguish between 1 Gbit
and 10 Gbit flow with respect to cost. In terms of expenses
for installing OADMs or optical fiber, the hardware costs
are not influenced by bandwidth.
We proceed by defining required properties of network and
solution structures. A ring r is defined as a node-disjoint
(and consequently, edge-disjoint) closed path. Different
rings may share nodes and we denote a set of candidate

rings by R. Formally, a ring r is given as sequence of its
edges: r = {er1

,er2
, . . . ,erm} where m denotes the number

of edges in r. The length of a ring is given by

ℓ(r) = ∑
e∈r

ℓ(e) . (1)

The length of a ring (in kilometers) is in principle non-
bounded, but, dependent on the number of active nodes on
the ring. The more nodes are active on a ring, the smaller
this ring has to be due to a weakening of the optical sig-
nal. Or, the longer a ring, the less active nodes are allowed
for this ring. Given a certain ring r with length ℓ(r), the
number of active nodes in this ring is limited and we de-
note the upper bound on the number of active nodes in r

as ā(r).
We distinguish active and non-active nodes in the network.
A node n is active on a ring r if n contains routing hard-
ware. The only active routing hardware to be considered
are OADMs as we generally assume to have node degree of
two for establishing rings. A single OADM is able to con-
nect a node only to a single ring. Thus, if a node is active
in different rings, one OADM for each of these rings has
to be established at the node. On each ring, only a subset
of its nodes need to be active. On the other hand, a single
node which is part of several rings might be active on some
rings and non-active on others.
Interring traffic becomes possible via transit nodes. At
these nodes, installation of multiplexer and demultiplexer
allow traffic to leave one ring and enter the other ring. To
ensure the 1+1 property, each pair of connected rings has to
have at least two transit nodes in common. Traffic demand
of a certain OD-pair might be routed via several rings, us-
ing established transit points. Due to connection of rings
via transit points, it appears that flow is using only some
parts of a ring. Thus, the edges of a single ring may carry
different loads. This has to be respected when dimension-
ing the rings.

3. Solution Approaches

Solving the described problem includes a number of dif-
ferent subproblems. Rings have to be designed, active and
transit nodes have to be chosen and a proper flow routing
has to be established. These decisions have to be taken
under the light of maintaining feasibility with respect to
ring lengths, bandwidth and 1+1 protection. Clearly, these
issues do influence each other. For instance, the ring de-
sign has impact on a feasible choice of active nodes, or, the
choice of transit nodes influences the flow routing. How-
ever, to handle this complex problem it will be inevitable
to divide the task into smaller portions. We propose the
following partitioning into subtasks.

1. Generation of a candidate ring set R based on the
physically given optical fiber network layer. Each ring
is given as a sequence of its edges. Additional ring
information like ring length ℓ(r) and upper bound on
active nodes ā(r) can be derived throughout the ring
generation process.

2. An extended ring cover problem under consideration

of active nodes has to be addressed. Given the ring
candidates, choose a cost-minimizing subset of rings
together with active nodes such that all OD-pairs are
covered by rings. Interring traffic is not yet consid-
ered. That is, OD-pairs have to share a common ring.
The limitation of the ring length might lead to feasi-
bility problems if long distances have to be covered
for some OD-pairs. Thus, for the extended ring cover,
OD-pairs where no common ring is existing in the
candidate set are excluded from consideration. These
cases are postponed and addressed through a repair
approach, see item 5.

3. Redefine the ring structure by allowing interring traf-

fic to obtain cost savings. Interring traffic becomes
possible for all adjacent rings, i.e., rings that share
at least two nodes. Interring traffic allows to cover
a single OD-pair by a set of connected rings instead
of covering it by a single ring.

4. Given the ring structure, choose a proper ring dimen-

sioning such that traffic demand is covered by the
provided ring capacities. This includes to determine
a proper flow routing.

5. Repair and improvement. Check for non-covered OD-
pairs. Utilize repair methods such as generation and
adding of new, suitable rings. Interring traffic can
be introduced for this purpose. Moreover, establish
improvement techniques, e.g., by shifting nodes be-
tween neighbored rings or by generating new rings
based on experience on what a “good” ring is.

This comprehensive list of subproblems illustrates the com-
plex nature of the problem. Addressing the complete prob-
lem within a single one-step solution procedure looks not
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very promising for this setting. Rather we focus on a multi-
step method that handles separately the subtasks described
above. In the remainder of this paper, we investigate the
first two issues, namely items 1 and 2. The remaining is-
sues are left for future and ongoing work.

4. Ring Generation

The ring generation process is a preprocessing step that
provides a set of candidate rings as input data for the subse-
quent optimization procedures. These rings are only given
by their edges and do not carry any information on active
nodes nor demand.
We follow the approach presented by [4]. In this reference,
there is a suggestion for a ring generator based on the fun-
damental set of rings, resulting from a spanning tree in
the network. By joining rings taken from the fundamental
set, this method allows to generate all rings in a network.
However, the number of rings in a network is growing expo-
nentially and, for realistic settings, a complete enumeration
would exceed the computational limits of subsequent opti-
mization processes. Thus, we focus on a random approach
that generates a selection of rings.

Next, we present the approach of [4] in more details. Given
a network, generate an arbitrary spanning tree T (not nec-
essarily minimal). Such a spanning tree consists of |N|−1

edges. Thus, we have p = |E| − |N|+ 1 remaining edges
in E \T . Moreover, whenever an edge e ∈ E \T is added
to the spanning tree T , the resulting 1-tree does contain a
unique ring. It is easy to see that for each of the p edges
in E \T we obtain a new ring. Thus, p different rings can
be obtained from one spanning tree T . The resulting set of
rings is called a fundamental set of rings. Two rings r1 and
r2 can be combined into a new subgraph r̄ by the following
procedure. Include all edges into r̄ that are contained in
exactly one of the two rings, either r1 or r2. Leave away
all other edges of r1 and r2, i.e., all edges that appear in

Algorithm 1 : Ring generator

Require: Fiber network G = (N,E), number of iterations
k

Ensure: Set of rings R

1: Set R := /0

2: Set number of rings per iteration: p := |E|− |N|+ 1

3: for i = 1, . . . ,k do

4: Generate a random spanning tree T in G

5: for j = 1, . . . , p do

6: Set e := jth edge in E \T .
7: Set r := unique ring in T ∪{e}, see Algorithm 2
8: if r /∈ R then

9: R := R∪{r}

10: end if

11: end for

12: end for

13: Output: R

both rings. The resulting subgraph r̄ might be not a ring.
However, it can be shown that all rings of the network
can be generated using one fundamental set of cycles and
generating all combinations.
As we are not interested in obtaining the complete set of
rings in G, we propose the following approach. Generate
an arbitrary number of random spanning trees. For each of
these trees, build the fundamental set of rings as described
above. Add these rings to the candidate ring set R unless
they are not already stored in R.

Algorithm 2 : Detect unique ring in subnetwork

Require: T ∪{e} containing one unique ring
Ensure: Unique ring r

1: Set T̄ := T ∪{e}

2: Set N̄ := set of nodes adjacent to T̄

3: Set Ḡ = (N̄, T̄ )
4: Set N1

:= {n ∈ N̄ : node degree of n w.r.t. Ḡ

5: equals one }

6: Set E1
:= {e ∈ T̄ : edge e adjacent to a node n ∈ N1

}

7: while N1
6= /0 do

8: T̄ := T̄ \E1

9: N̄ := N̄ \N1

10: Update N1 and E1

11: end while

12: Output: r := T̄

A formal description of the ring generator is presented
in Algorithm 1. In this procedure, step 7 needs further
specification. How to detect a unique ring in a network
T ∪{e}? We propose the following simple approach, see
Algorithm 2. Check the node degree of each node in
T̄ := T ∪{e}. As long as there are nodes with node degree
one, remove from T̄ each of these nodes together with the
single adjacent edge. The procedure terminates with the
unique ring.
Note that for each ring r obtained through Algorithm 1
we do already have the information on ring length ℓ(r) by
Eq. (1) and on the maximal number of active nodes ā(r).

5. Ring Cover Problem

In a second stage, based on the set of candidate rings R,
an extended ring cover problem under consideration of ac-

tive nodes (RCP-A) is addressed. RCP-A is the following.
Given a set of OD-pairs as well as a set of candidate rings,
choose a cost-minimizing set of rings together with active
nodes such that each OD-pair q ∈ Q shares (at least) one
ring, where origin and destination of q are active.
Note that the RCP-A is related to the general CCP and
its variants BCCP, CCCP, and lane covering. However,
there are two main differences between these models. First,
it is possible in RCP-A, to distinguish active from non-
active nodes, which is not the case for the CCP and its
variants. Second, in the CCP demand is already given for
the edges, i.e., the flow routing has been already carried out
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in advance. In RCP-A, demand is still given for OD-pairs,
routing of flow is not fixed.
The RCP-A requires that each OD-pair is covered by (at
least) one ring. So far, we do not give the possibility for
joining rings and for interchanging traffic between them.
The advantage of this approach is obvious: 1+1 protection
is ensured naturally. Nonetheless, we might run into trou-
bles if there are OD-pairs that can not be covered by one
single ring due to limitations in ring length. Moreover, this
approach might be costly as it is likely that we end up with
a large number of rings. To deal with the first issue, we
recommend a repair algorithm that generates suitable rings,
see item 5 in Section 3. Finding such rings is possible for
each OD-pair q, unless there is just a single path connecting
the origin and destination of q. In this case, 1+1 protec-
tion cannot be established and the considered OD-pair has
to be treated separately. Addressing the second issue, we
refer to item 3 in Section 3. Interring traffic will allow to
serve a single OD-pair using a set of adjacent rings. Algo-
rithmic approaches following item 3 will potentially reduce
the number or rings and generate a leaner ring network
structure.
For each OD-pair q, let nodes o(q) and d(q) denote the
origin and destination of q, respectively. Recall that ā(r) is
the upper bound on active nodes on a ring r. Furthermore,
let nQ = |Q|, nR = |R|, and nN = |N| be the number of
OD-pairs, rings and nodes, respectively. We denote by the
nQ

×nR-matrix B the relation between OD-pairs and rings.
More precisely, let bqr = 1 if ring r is able to cover OD-pair
q, i.e., if nodes o(q) and d(q) are adjacent to edges e ∈ r.
Finally, let nQ(r) be the number of OD-pairs that ring r is

potentially able to cover, i.e., nQ(r) = ∑
nQ

q=1
bqr.

The following logical tests will serve as a preprocessing
step to clean up the input data for the mathematical model.

• For all r ∈ R, check whether r covers at least one
OD-pair, i.e, if nQ(r) ≥ 1. If not, ring r can be
diminished.

• For all q∈ Q, check whether an OD-pair q is covered
by at least one ring, i.e., if ∑

nR

r=1
bqr ≥ 1. If not, shift

the OD-pair q into a pool of uncovered OD-pairs (to
be treated later).

The mathematical description of RCP-A is the following.
There are three classes of variables. Variables xqr indicate
that an OD-pair q is covered by a ring r, ynr indicate that
a node is set active on a ring (i.e., hardware that connects
n to r is established at n), and zr indicate that a ring r is
used, i.e., if some OD-pair is assigned to r. More precisely
we have

xqr =

{

1, if OD-pair q is assigned to ring r,

0, otherwise;

ynr =

{

1, if node n is active on ring r,

0, otherwise;

zr =

{

1 if ring r is chosen,

0 otherwise.

We establish a set of constraints that ensure a proper inter-
action of the variables and ensure feasibility.

1. Each OD-pair has to be assigned to exactly one ring:

nR

∑
r=1

bqrxqr = 1 , ∀ q = 1, . . . ,nQ
. (2)

2. If any OD-pair is assigned to a ring r, r has to be
chosen.

zrn
Q(r) ≥

nQ

∑
q=1

xqr , ∀ r = 1, . . . ,nR
. (3)

3. If an OD-pair is assigned to a ring r then the ori-
gin and destination of that OD-pair have to be active
on r.

xqr ≤ yo(q)r , ∀ q = 1, . . . ,nQ
, r = 1, . . . ,nR

, (4)

xqr ≤ yd(q)r , ∀ q = 1, . . . ,nQ
, r = 1, . . . ,nR

. (5)

4. Do not violate the maximal number of active nodes
per ring.

nN

∑
n=1

ynr ≤ ā(r) , ∀ r = 1, . . . ,nR
. (6)

Regarding the objective function, we address a minimiza-
tion of total cost given by the sum of cost for optical fiber
(dependent on ring length) and cost for the installation of
OADMs (dependent on the number of active nodes).

mince

nR

∑
r=1

ℓ(r)zr + cn

nN

∑
n=1

nR

∑
r=1

ynr . (7)

Alternative objectives might be discussed. For instance,
more detailed cost values cnr could be introduced to model
costs for OADMs in dependency of the ring. Another ap-
proach could be to remove the hard constraint of covering
all OD-pairs, see Eq. (2), and punish violation of (2) by
introducing a corresponding term to the objective function.
Thus, the selection of expensive rings could be avoided by
accepting uncovered OD-pairs.

6. Computational Results

We tested our approach on a real world instance provided
by Deutsche Telekom. The input fiber graph G = (N,E)
consisted of |N|= 8,349 nodes and |E|= 12,397 edges. In
addition, a total number of nQ = 5,132 OD-pairs has been
given; 2761 nodes have a positive demand.
The numerical test included three phases. First, a ring
generation has been carried out, see Algorithm 1. After-
wards the resulting data has been cleaned up by the logical
tests described in Section 5. Finally, the adjusted candi-
date ring set has been fed into the mathematical model to
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solve RCP-A. The ring generator has been coded in C++
and compiled with the GNU compiler selection gcc 4.3
on a Pentium 4 1.3 MHz Linux workstation with 1 GB of
RAM. The mathematical model has been implemented and
solved using ILOG OPL 4.2.

Table 1
Results of the ring generator phase

Spanning tree
Newly generated Total number of

unique rings unique rings
1 4049 4049
2 2754 6803
3 2303 9106
4 1990 11096
5 1876 12972

The generation of rings by Algorithm 1 provided a set R

of candidate rings with a total of 12,972 unique rings out
of k = 5 different spanning trees. Computational time was
less than five minutes (wall-clock time). The detailed de-
scription of the five iterations produced by the ring gener-
ator is summarized in Table 1. With increasing number of
spanning trees, the probability to produce duplicate rings
is increasing and consequently, the number of new unique
rings is decreasing.

Table 2
Rings chosen for the candidate ring set

Min Max Av. Stdev
Number of nodes 3 80 10.49 10.33
Ring length [km] 3 2182 186.54 277.79

Table 2 provides statistical information about ring length
and number of nodes of rings created throughout the ring
generation phase. Moreover, Fig. 1 illustrates the frequency
of rings with a given number of nodes per ring.

Fig. 1. Ring generation solution: frequency of rings by number
of nodes.

In a second step, we clean up the candidate ring set R

and the set of OD-pairs Q by logical tests. An OD-pair

q ∈ Q can be covered, i.e., assigned to a ring, only if there
exists at least one ring r ∈ R such that both origin and
destination o(q) and d(q) are located on ring r. Moreover,
we consider only rings that are able to cover at least one
OD-pair.
In our experiments, 2002 rings had to be removed from R

by logical preprocessing. We obtained a reduced candidate
ring set R′

⊆ R with |R′

| = 10,970. In addition, the set
of OD-pairs needed to be adjusted. We ended up with
a reduced set of OD-pairs Q′

⊆ Q of size |Q′

| = 4,420.
We defined the level of coverage of a candidate ring set R

with respect to a set of OD-pairs Q as cov(R,Q) = |Q′

|/|Q|.
For our test instance, we achieved cov(R,Q) = 0.86.
Finally, the implementation of RCP-A, see Eqs. (2)–(7), is
the last phase of our computational test. RCP-A aims to
detect a feasible and cost minimizing ring cover. The input
data is given by the candidate ring set R and the set of OD-
pairs Q′. We stopped the solver after a computational time
of around one week and took the best feasible solution
found so far. Note that optimality of this solution is not
proved. The feasible solution contained 784 rings and 1048
active nodes. An active node was active on 2.3 rings at an
average.

Table 3
Rings chosen by RCP-A

Min Max Av. Stdev
Number of nodes 3 80 16.50 14.50
Number of active nodes 2 7 3.07 1.39
Share of active nodes 0.03 1.00 0.30 0.20
Ring length [km] 5 2128 305.90 369.99

Fig. 2. RCP-A solution: frequency of rings by number of nodes.

See Table 3 for statistical information on the extended ring
cover solution regarding the chosen rings. For an illustra-
tion of frequencies of rings with given number of nodes
and given number of active nodes, see Figs. 2 and 3, re-
spectively.
On average, longer rings with more nodes have been se-
lected by RCP-A than given by the random candidate
ring generator. Regarding active nodes, the solution de-
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Fig. 3. RCP-A solution: frequency of rings by number of active
nodes.

Fig. 4. RCP-A solution: frequency of nodes by number of as-
signed rings.

livered 2,409 out of 126,888 potential active-node/ring as-
signments. These assignments refer to unique 1048 active
nodes. The majority of these nodes are assigned only to
one ring, see Fig. 4. At maximum, one node has been
assigned to 39 rings.

7. Conclusion

We investigated two stages of OTN ring network design,
namely the generation of rings and the assignment of OD-
pairs to rings. The consideration of active and non-active
nodes has been included into our approaches. We pro-
posed an algorithm for random generation of candidate
rings. Moreover, we presented a mathematical model for
assigning OD-pairs to rings such that active nodes are cho-
sen accordingly. While recent discussion on protection also
considers issues beyond 1+1 (like 1:n, m:n, see, e.g., [19])
our research addresses important issues with real-world rel-
evance. We tested our approaches using data of Deutsche
Telekom, yielding a 86% coverage of OD-pairs by pure
rings without interring traffic.
A next step would be to redefine the network structure ob-
tained by RCP-A by enabling interring traffic. The aim is to
reduce the number of rings and to obtain a leaner network

structure. Moreover, OD-pairs that have been sorted out
before RCP-A, as coverage by a single ring was not possi-
ble, could now be covered by a set of joined rings. For this
matter, satisfaction of 1+1 protection has to be carefully
checked. In particular, it has to be ensured that the flow
is routed via node-disjoint rings to maintain node-disjoint
paths. Putting the ideas forward to more general protection
mechanisms could be another step.
Moreover, there is a need to develop the repair and im-
provement techniques. For instance rings of the candidate
set could be merged to create new rings to include uncov-
ered OD-pairs. In addition, the shifting of nodes between
existing rings could lead to improvement methods. Finally,
a proper ring dimensioning is dependent on a flow routing.
A distinction of 1 GBit and 10 GBit demands should be ad-
dressed there. This line of research could also re-consider
older work making the case for partitioning the overall net-
work design problem into subproblems (see, e.g., [20]).
This may also support the idea of solving one model for
OD pairs that can be on a common ring and another for
pairs that must route traffic over multiple rings.
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Abstract—Long term evolution technologies provide new stan-

dards in mobile communications regarding available band-

width. It is expected that users of one radio cell will share

more than 100 Mbit/s in future. To take advantage of the full

feature set of next generation mobile networks, transport net-

work design has to face new requirements, caused by the archi-

tectural changes of LTE technologies. Especially the newly de-

fined X2 interface impacts on the transport network require-

ments. X2 enables direct communication between evolved base

stations (eNBs) and thus, enforces local solutions. At the same

time a tendency of locating network elements at fewer, cen-

tral sites to reduce operational expenditure can be observed,

in particular concerning the transport layer. This leads to

the question of how the direct X2 connection of eNBs on the

logical layer can be accommodated with a general centraliza-

tion of transport networks. Our considerations show that for

LTE, a centralized transport network is able to realize the lo-

cal meshing between eNBs. However, for LTE Advanced, the

standards currently discussed by the 3GPP initiative could

lead to enhanced requirements on the X2 interface latency.

Consequently, the implications for the network architecture

have to be analyzed in more detail.

Keywords—backhauling, LTE Advanced, mobile network de-

sign, X2 interface.

1. Introduction

In recent years the evolution of mobile communication
proceeded mainly under the influence of the 3GPP initiative
(3rd Generation Partnership Project [1]). 3GPP is a consor-
tium, or collaboration, of standardization bodies in mobile
communications. An important movement is the standard-
ization of advanced mobile communication systems, in par-
ticular of the new technologies long term evolution (LTE)
and LTE advanced (LTE-A) [2]. LTE technologies set
new standards in mobile communication concerning band-
width. In future, users of one radio cell will share more
than 100 Mbit/s of bandwidth. Moreover, on the country-
side, where neither appropriate DSL-based technology nor
fiber-to-the-home technology is available, LTE offers new
possibilities to provide flexible broadband solutions. For

instance, in August 2010, Deutsche Telekom turned on the
first LTE node in Kyritz, which is located in a rural area
approximately 100 km north east of Berlin. To take advan-
tage of next generation mobile networks, an adjustment and
optimization of basic transport layers is inevitable. It will
be necessary to analyze, which influence LTE and LTE-A
take on traffic in access networks and on aggregation is-
sues. The recent developments in telecommunication net-
works show the growing tendency that important network
elements are concentrated at few locations. The number of
sites with active hardware in access networks is reduced
from tens of thousands to a few hundreds, by utilizing the
optical transmission technology in combination with the
increasing growth of the optical fiber network.
Concerning the current universal mobile telecommunica-
tions system (UMTS) environment, there is a star-shaped
network connecting tens of thousands of antenna loca-
tions with some tens of radio network controllers (RNCs).
A local meshing between base stations beyond the RNC-
locations is not given in this setting. Thus, the current
UMTS architecture supports the objective of reducing the
number of sites and to hold complex technologies at a few
locations. To design efficient fixed-mobile convergent net-
works, we have to answer the question which impact LTE
and, in particular, the future standards of LTE-A have on
network design. Will it be possible to realize the require-
ments of the X2 interface in terms of bandwidth and latency
by using today’s technology concepts? Will LTE-A lead to
a trend reversal in network design? Do the antenna sites
have to be connected via a local mesh? Is there active trans-
mission hardware needed at the base stations? Are there
applications for passive wavelength division multiplexing
(WDM) technology?
In this paper, we present existing results found in literature
and summarize these findings in order to highlight research
challenges given by LTE-A. Based on this investigation, we
analyze whether it is possible to meet the requirements of
LTE and LTE-A, and, at the same time, reduce the num-
ber of sites in telecommunication networks. In particular,
we give a brief introduction into the basics of LTE and
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LTE-A in Section 2. In Section 3, we describe the de-
velopment of mobile communication networks throughout
the last decade. Afterwards, we analyze the requirements
of LTE and LTE-A in Section 4. The results indicate that
the current network structure suffices to enable the perfor-
mance necessary for LTE. However, regarding LTE-A, the
network architecture might have to be revisited to enable all
required features. We close with a brief summary in Sec-
tion 5. See [3]–[7] for recent surveys on LTE-A. Moreover,
see [8] for an earlier version of this paper.

2. Basics of LTE and LTE-A

LTE has been developed as a successor of the UMTS radio
network. The main features of LTE are increased band-
width, support of multiple antennas at single base stations
and the focus on packet switching (IP) protocol. In LTE,
the local base stations are equipped with advanced func-
tionality that enables them to take over tasks that have been
carried out by central entities in a UMTS. The renaming of
Node B (NB) to evolved Node B (eNB) illustrates the ad-
vanced abilities of the base stations. For instance, in the
case of a moving user terminal, an eNB carries out indepen-
dently the handover of the radio connection to a neighbored
base station. In UMTS, an RNC has been responsible for
this task. This modification of the network structure trig-
gers the discussion of centralized vs. decentralized network
design. In LTE, the network structure is flattened by the
removal of the RNCs. However, the decentralization of
important features, like handovers, implies the need for de-
centralizing related functionalities, like security operations.
In turn, this decentralization contradicts the recent devel-
opment in telecommunication networks to reduce the num-
ber of sites.
Physically, an eNB is equipped with two new interfaces.
The X2 interface connects neighbored eNBs directly to
support mobility [2]. For instance, handovers are enabled
via X2. The S1 interface establishes a backhaul connection
from an eNB to the core network. Via this connection, in-
formation is send on the user plane, as well as on the control
plane.
While the standardization of LTE is finished and the first
LTE sites are already established within Germany, the
specification of LTE-A is still under discussion. LTE-A is
designed to meet the requirements of the ITU (Interna-
tional Telecommunication Union) declared within the Inter-
national Mobile Telecommunication (IMT)-Advanced spec-
ifications. The main design criteria for LTE-A are cost
per delivered bit and system scalability. Moreover, reduc-
tion of latency, consistent area performance, and energy
efficiency are addressed [9]. LTE-A shall provide a set
of features to meet these requirements. These features
are carrier aggregation, advanced multiple input multi-
ple output (MIMO), coordinated multipoint (CoMP), relay-
ing, and support of heterogeneous networks, see Section 3
for details.
The traffic growth in mobile communication is pushed by
an increasing number of broadband subscribers, in particu-

lar due to a rising number of new devices, like smartphones
and tablets. In addition, the number of devices is supposed
to increase by newly developed machine-to-machine appli-
cations that are expected to establish machine devices in
large numbers. In addition, new applications, like 3D ser-
vices, establish demand for low latencies and high data
rates. Consequently, those trends require the evolution
of the current mobile communication network towards the
standards of LTE-A.

3. The Evolution of Mobile Networks

By establishing the standardization of UMTS within the
Rel-99 specification, the 3GPP initiative created a basis
for increased data rates and an optimal implementation of
packet based transmission. Table 1 gives details on the
3GPP standardization process and lists the 3GPP releases,
the time of functional freeze, and the main radio features.

Table 1
Evolution of 3GPP specifications according to [10]

Release Functional
freeze Main radio features of the release

Rel-99 March 2000 UMTS 3.84 Mcps (W-CDMA FDD &
TDD)

Rel-4 March 2001 1.28 Mcps TDD (aka TD-SCDMA)

Rel-5 June 2002 HSDPA

Rel-6 March 2005 HSUPA (E-DCH)

Rel-7 Dec 2007 HSPA+ (64QAM DL, MIMO, 16QAM
UL), LTE & SAE feasibility study,
EDGE evolution

Rel-8 Dec 2008 LTE work item – OFDMA air interface,
SAE work item, new IP core network,
3G femtocells, dual carrier HSPA

Rel-9 Dec 2009 Multi-standard radio (MSR), dual cell
HSUPA, LTE-A feasibility study, SON,
LTE femtocells

Rel-10 March 2011 LTE-A (4G) work item, CoMP study,
four carrier HSDPA

Rel-11 Dec 2012 CoMP, inter-band carrier aggregation,
enhanced ICIC, eight carrier HSDPA

There is a long history of standardization of advanced mo-
bile communication systems. GSM, the first global sys-
tem for digital mobile communication was specified in the
late eighties to early nineties. From Rel-99 up to Rel-7,
3GPP has specified the UMTS network architecture with its
packet-switched domain. On the radio side, the main focus
was on increasing the data rates for the end users by means
of high speed packet access (HSPA) technologies, both on
the down- and uplink. Rel-7 included the HSPA+ technol-
ogy and an LTE and system architecture evolution (SAE)
feasibility study was started. Releases Rel-8 and 9 referred
to LTE and included the orthogonal frequency-division
multiple access (OFDMA) air interface specification, as
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well as the new SAE-based network architecture. SAE tries
to simplify the architecture with an all-IP approach and
it supports the requirements, like higher throughput and
lower latency. Furthermore, Rel-9 also included an LTE-A
feasibility study. LTE-A in its first release was frozen in
spring 2011 within 3GPP Rel-10. Thus, the main build-
ing blocks of LTE-A technology are fixed. Rel-11 is tar-
geted for December 2012 and shall include enhancements
with respect to CoMP transmission, inter-band carrier ag-
gregation and enhanced inter-cell interference coordina-
tion (ICIC) mechanisms. In this context, new requirements
on backhauling networks are expected.
We proceed by discussing the fundamental change related
to the SAE for LTE and LTE-A. Figure 1 illustrates the 3G

Fig. 1. 3G mobile service architecture for packet switched do-
main since 3GPP Rel-99 (GPRS/UMTS).

network architecture for the packet switched domain as it
has been specified by 3GPP. The NBs are connected to an
RNC via an Iub interface. The RNC, e.g., takes care of
the management of the NBs, the supervision of radio re-
sources, and the handover control. The RNC is connected
to the serving GPRS support node (SGSN) via an Iu packet
switched (IuPS) interface. The SGSN manages subscriber
access to the radio access network and it is controlling han-
dover processes that cannot be handled by the RNC itself.
Via the core network the SGSN connects to the gateway
GPRS support node (GGSN). The GGSN is the mobility
anchor point for the end user IP connections and imple-
ments the gateway functions towards internal service plat-
forms and external data platforms. Therefore, it performs
AAA functions, authentication, authorization and account-
ing, and enforces subscriber policy. The realization of a 3G
network architecture is typically centralized. For instance,
in the German 3G network we have tens of thousands NB
sites, some tens of RNC sites, and only a fistful of GGSN
sites.
The network architecture given in Fig. 1 has remained
unchanged until 3GPP Rel-7. Only after specifying LTE,
the basic architecture has been modified, on the one hand to
increase the efficiency in mobile networks and on the other
hand to meet the demand for bandwidth. Figure 2 presents
the newly defined SAE architecture used for LTE. One of
the major goals of the 3GPP specification of the SAE was
to completely shift towards IP technology on the one hand
and to flatten the network architecture on the other hand.
The latter has been achieved by removing the RNC network
element and distributing its functionality to the eNB, and
to the mobility management entity (MME) located in the
core network. As a consequence, some of the handover

Fig. 2. 4G mobile service architecture since 3GPP Rel-8 (LTE).

functionality is implemented on the eNBs, which requires
in turn an exchange of information between eNBs. This is-
sue has been addressed by defining the X2 interface, which
allows direct communication between eNBs. The former
SGSN and GGSN packet core nodes are architecturally re-
placed by the MME and the SAE-gateway (SAE-GW). In
this respect, it is important to note that the MME only
handles the control plane, while the user plane is directly
connected from the eNB to the SAE-GW.
We summarize the most relevant architecture differences
between 4G and 3G with respect to the transport network:

– the 4G all-IP network architecture requires a packet-
centric transport,

– more traffic has to be carried, since LTE and LTE-A
will support up to 1 Gbit/s of traffic for a single user,

– the mobile network architecture between the eNBs
and the core network sites is flat, which can also be
reflected by the underlying transport network,

– X2 interfaces have been newly defined between
eNBs, which needs to be covered by the transport
network infrastructure.

This summary is true both for LTE and LTE-A.
The development of LTE-A focuses on providing higher
bandwidths and improved performance for the users [11].
Next we consider technologies that enable LTE-A. The ITU
provides clear requirements given by its IMT-Advanced
(IMT-A) specifications, see Fig. 3. These requirements in-

Fig. 3. LTE-A fulfills or exceeds the requirements of IMT-A
defined by the ITU [2].
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clude high mobility data rates of 100 Mbit/s, e.g., in trains
and cars, and 1 Gbit/s for low mobility communications.
The ITU requirements were taken up by 3GPP, as the basis
for defining the LTE-A technology. In the mean time, the
ITU has officially accepted LTE-A and IEEE 802.16m as
IMT-A standards, because it was proven that these tech-
nologies can meet ITU’s requirements. Figure 4 presents
five approaches that enable LTE-A to achieve those high
data rates.

Fig. 4. Enabling technologies of LTE-A [2].

– LTE-A includes carrier aggregation of up to
100 MHz bandwidth, which is the basis in terms of
frequency resources to enable very high data rates in
a cell, see, [12], [13].

– Advanced MIMO antenna schemes are necessary to
implement high data rates. Simulations indicate that
up to eight eNB and eight user equipment antennas
can be utilized efficiently [14] by MIMO.

– With CoMP it becomes possible to not only achieve
better performance at the cell edges, it enables also
enhanced interference cancellation mechanisms to
improve the overall network performance, see, [15].

– Relaying through the radio access network avoids un-
necessary investments in fiber infrastructure, espe-
cially for smaller cell diameters. This is because the
available LTE spectrum can be used to transmit traffic
directly between eNBs via the air interface. See [16],
[17], [18] for studies on coverage extension through
relaying technique.

– Heterogeneous networks will become an important
matter and have to be better supported in future. Ra-
dio network deployments will include macro cells,
but also micro, femto and pico cells [4], [19]. In this
case overlapping of different signals at the user equip-
ment can become a serious performance limitation.
Therefore, LTE-A addresses the question how inter-
ferences can be avoided. One possibility is the coor-
dinated elimination of interferences between eNBs,
the ICIC.

4. Optimizing Transport Networks
for 4G

One major aspect of transport network design for LTE is
to deal with the increased bandwidth due to an increase
of peak and average data rate. However, another impor-
tant issue is to reduce latency. The users’ quality of ex-
perience is affected not only by the data rate but also by
latency. In addition, low latency is an important precondi-
tion to achieve high data rates due to throttling mechanisms
of TCP/IP.
The roundtrip time can be crucial for network performance
and thus affects the customers’ quality of service. Not only
for voice, but also for data communication a low latency,
or, low roundtrip time is desirable. Figure 5 shows typical
round trip times of different mobile access technologies,
and, as reference, of DSL access. Note that the provided
values are achievable in networks in low load condition
and for a server that is located near to the radio access
network. It can be observed that already with HSPA and
HSPA+ technology the roundtrip time is strongly improved.
However, these values are again clearly outperformed by
LTE technologies. Even DSL technology can no longer
compete with LTE in terms of latency, at least as long as
interleaving is enabled for the sake of correcting errors.
Therefore, there should be no doubt that LTE technology,
providing a value of 20 ms roundtrip time is suitable for
providing all kinds of real-time applications to end users.

[ms]

Fig. 5. Typical roundtrip times for different access technologies,
server near RAN (data based on measures from Siemens, Nokia
as well as [14], [20]).

We already pointed out earlier that the X2 interface, rep-
resenting the logical interface between two eNBs is a very
important conceptual building block of LTE, because the
handover process is now controlled by the eNBs themselves.
The question remains how to implement the X2 interface
by means of the transport network. Before we analyze this
in more details, we next provide a description of the main
task of the X2 interface, namely the handover process in
LTE networks. Figure 6 provides a schematic view on the
handover process in LTE networks. The graphic depicts
a user terminal, two eNBs and a gateway. The data streams
are given as S1-u or X2-u where ‘u’ stands for the user
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Fig. 6. Handover process in LTE networks.

plane. On the left, a situation is given where a terminal is
connected to the source eNB, but is moving into the direc-
tion of another eNB. This is the starting point and denoted
as the situation before the handover starts. As the terminal
moves closer to the target eNB, the handover starts. For
a duration of between 30 and 50 ms the radio link is inter-
rupted as the user data is transferred via the X2 interface
from the source to the target eNB. During the handover, the
terminal is already connected to the target eNB via the air
interface, but the target eNB still receives the user traffic via
the X2 interface connected to the source eNB. Only when
the handover is completed also on the MME, the SAE-GW
redirects the traffic directly to the target eNB. From these
observations we can conclude that it will be sufficient to
have a latency of less than 30 to 50 ms on the X2 interface
to maintain the service quality. This fact will be important
when defining the requirements for an optimized transport
network architecture for LTE.

Fig. 7. Direct X2 connectivity between eNBs.

We proceed by considering backhauling in mobile net-
works. In general, there are two potential backhauling alter-
natives from a high-level point of view. These alternatives
are given in Figs. 7 and 8. The notations ‘u’ and ‘c’ should
indicate that we consider traffic from the user plane, as well
as from the control plane. As illustrated in Fig. 7, X2 traf-
fic can be routed directly between the eNBs. This might
include packet functions in the transport network. As a con-
sequence, we have a local meshing between the eNBs for
realizing the X2 interface. As distances are short for direct
X2 connectivity, we have an improved transport latency.
However, to some extent, this is contradicting today’s 3G
security architecture, as indicated by the firewall symbol.
Typically, all traffic from and to the eNB is encrypted by
means of Internet protocol security (IPSec). Today, the
IPSec gateways are located centrally in the network, in or-
der to ease operations. Thus, in the case of direct X2 con-
nectivity, the traffic no longer passes through the central

IPSec gateways. As a consequence, the security architec-
ture would need to be adapted, too. This could be done
either by decentralizing the IPSec gateways, or, by imple-
menting a fully decentralized security architecture, where
the target eNBs can decrypt traffic themselves.

Fig. 8. Indirect X2 Connectivity Via Core Network.

Figure 8 depicts an alternative where the X2 traffic is routed
via the core network and still passing through the central-
ized IPSec gateways. This scenario increases transport la-
tency, but it allows to keep the current centralized security
architecture. To realize this alternative, it is important to
analyze whether the additional transport latency is jeopar-
dizing the users’ quality of experience. Remember that for
LTE, a roundtrip time of about 20 ms is given, see Fig. 5.
On the other hand, due to the handover process, we have
to deal with interruptions of the connection up to 50 ms
anyway. Thus, it is fair to say that indirect X2 connectivity
will not harm the quality of experience. In consequence,
we can state that there is no reason and no need to imple-
ment direct X2 connectivity in case of LTE. The question
remains whether this important result still holds true for
LTE-A?
The specification of LTE-A is currently in an important
stage [21]. New approaches have to be developed to en-
able 1 Gbit/s bandwidth, and at the same time, a decreased
latency. Under this light, an extended usage of the X2 in-
terface is under discussion. It is planned to design the ex-
tended X2 interface not only for the handover process, but
also for information exchange in order to improve network
performance. The most prominent example is the CoMP
transmission where an end user terminal can receive traffic
from multiple eNBs simultaneously. This approach aims
to increase service quality at cell edges and to increase
bandwidth.
Three CoMP-methods are under discussion:

– Coordinated scheduling / Coordinated beamforming
(CS/CB),

– Joint processing / Dynamic cell selection (JP/DCS),

– Joint processing / Joint transmission (JP/JT).

Figure 9 shows, exemplary for CoMP JP/JT, how data trans-
mission is carried out simultaneously from different eNBs.
Important for the realization of CoMP is the ICIC. Some
ICIC methods use the X2 interface for the exchange of in-
formation concerning interferences among the eNBs. Other
methods base on a strict synchronization of eNBs, in par-
ticular if there are no X2 interfaces available in heteroge-
neous networks. For carrying out CoMP and ICIC, we have
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restrictive requirements on the transport network infrastruc-
ture, i.e., on the X2 interface bandwidth and on latencies.
Simulations show very well that the lower the delay on
the X2 interface, the more efficient the mechanisms work.
Currently, there are latency values of about 1 ms under
discussion [22].

Fig. 9. Simultaneous data transmission from different eNBs to
user equipment for CoMP JP/JT.

As stated before, the realization of X2 connectivity via core
networks is realizable for LTE. In fact, for LTE, there is
no benefit regarding latency when choosing the direct X2
connectivity. On top of that, a modified security archi-
tecture would be necessary when choosing direct X2 con-
nections.
However, if latencies of 1 ms become standard for LTE-A,
those issues will have to be reconsidered. The speed of
light in the fiber provides a transport latency of 0.5 ms per
100 km. On top, processing latency has to be added for
the central network element providing X2 connectivity. As
a result, by rule of thumb one derives a maximum distance
of 50 km between an eNB and a central network element.
Thus, for implementing LTE-A, a direct X2 connectivity
would become necessary, see Fig. 10. Summarizing, we

Fig. 10. CoMP may require direct X2 connectivity between eNBs
due to stringent latency requirements.

could still support even very stringent latency requirements
on the X2 interface by means of a direct transport con-
nection between the eNBs. However, in this case the se-
curity architecture need to be implemented differently, as
discussed previously.

Next we present an alternative approach. In today’s typi-
cal deployments the NBs are located at the antenna sites.
However, there are approaches of separating the more com-
plex NB functions from their radio functions. The different
functions of a base station are defined by OBSAI [23], the
Open Base Station Architecture Initiative. Figure 11 shows
this kind of separation of NB functions and radio functions
in more details. Only the radio frequency (RF) modules
of the base station are located on the antenna sites, the
system modules or baseband modules are physically sepa-
rated and deployed in centralized locations. Optical fiber
and passive WDM technology can be deployed to transmit
the OBSAI signals between RF and system modules. Such
kind of separation is not only attractive from an operational
perspective. This is due to the fact that more complex and
error prone components of the base station can be placed
centrally. Also the logical X2 interface can be implemented
locally in the central locations between the system modules.
It is even possible that one system module can serve mul-
tiple RF modules, so that synchronization information for
CoMP is available naturally in one device.

Fig. 11. Separation of RF and baseband modules.

However, this future option still requires further analysis
and development. Another aspect makes the concept of
functional separation interesting: if one moves towards
smaller and smaller cells one might end up with femto-
cells, which might reside in a traffic light or a street cab-
inet. The reduction of size and power consumption at the
antenna site will provide new flexibility in mobile network
design.

5. Conclusion

LTE and LTE-A are exciting and important technologies
for the future of communications. This is true not only
in the case of mobility applications, but for special fixed
broadband applications in the countryside, too. LTE is in-
stalled today in first locations and LTE-A is on its way re-
garding standardization. Technology for the user terminal,
e.g., modems for the laptop or smartphones with LTE func-
tionality is already available today. It is important to ana-
lyze the requirements of future access technologies already
at an early stage, in order to optimize the underlying trans-
port network architectures. Currently, not all requirements
of LTE-A are specified, especially with respect to CoMP
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and the impact of the X2 interface. Our first analysis shows
that the current transport network evolution strategies do
not compromise any future roll-out of new broadband wire-
less access technologies.
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Abstract—A two-level hierarchical multicriteria routing

model for multiprotocol label switching networks with two

service classes (QoS, i.e., with quality of service requirements,

and best effort services) and alternative routing is reviewed

in this paper. A heuristic resolution approach, where non-

dominated solutions are obtained throughout the heuristic run

and kept in an archive for further analysis is also reviewed.

In this paper, an extensive analysis of the application of this

procedure to two reference test networks for various traffic

matrices is presented. Also a comparison of the results of our

method with a lexicographic optimization approach based on

a multicommodity flow formulation using virtual networks is

carried out. Finally, results of a stochastic discrete event sim-

ulation model developed for these networks will be shown to

illustrate the effectiveness of the resolution approach and to

assess the inaccuracies of the analytic results.
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1. Introduction and Motivation

The routing calculation and optimization problems in mod-
ern multiservice networks are quite challenging, as the
performance requirements in these networks are multi-
dimensional, complex and sometimes contradictory. Rout-
ing problems in communication networks consist of the
selection of a sequence of network resources (i.e., paths
or routes) that will seek the optimization of some objec-
tive functions (o.f.), while satisfying a set of constraints.
According to the route related metrics that are chosen, the
performance of different routing decisions may be measured
and quantified.
There are different classes of traffic with different service
requirements in multiservice networks. With multiple and
heterogeneous QoS (quality of service) routing require-
ments being taken into account, the routing models are
designed to calculate and select one (or more) sequence of
network resources (routes), with the aim of seeking the op-
timization of route related objectives and satisfying certain
QoS constraints. There are potential advantages in formu-
lating routing problems in these types of networks as mul-

tiple objective optimization problems, because the trade-
offs among distinct performance metrics and other network
cost function(s) (potentially conflicting) can be achieved in
a consistent manner.
An in-depth methodological discussion of applications of
multicriteria analysis in telecommunications seen from
a knowledge theory broad perspective, is in [1], while [2]
proposes a systematized conceptual framework for multi-
ple criteria routing in QoS/IP networks, using a reference
point-based approach.
The authors have presented a meta-model for hierarchical
multiobjective network-wide routing optimization in MPLS
networks in [3], along with a discussion on some key
methodological and modeling issues associated with route
calculation, and selection in MPLS networks. The applica-
tion of this routing model framework is adequate to core or
metro-core networks with a limited number of nodes. Two
different classes of traffic flows are considered in this op-
timization approach, QoS (regarded as first priority flows)
and BE – best effort (regarded as second priority flows).
While the QoS flows have a guaranteed QoS level, related
to the required bandwidth, the BE flows are routed with the
best possible quality of service but without deteriorating the
QoS of the QoS traffic flows. With this approach, the dif-
ferent traffic flows are treated according to their specific
features. The routing model considered here is hierarchi-
cal, with two different priority levels. In the first priority
level, the o.f. are concerned with network level objectives
of QoS flows; in the second priority level, the o.f. are re-
lated to performance metrics for the different types of QoS
services and to a network level objective for the BE traffic
flows.
A heuristic approach (HMOR-S2PAS – hierarchical mul-
tiobjective routing considering 2 classes of service with
a Pareto archive strategy) devised to find “good” solutions
(in the sense of multiobjective optimization1) to this hier-
archical multiobjective routing optimization problem was

1In multiobjective optimization problems, see [4], one seeks to find non-
dominated solutions since optimal (ideal) solutions are usually unfeasible.
A non-dominated solution can be defined as a feasible solution such that
(in minimization problems) it is not possible to decrease the value of an
o.f. without increasing the value of at least one of the other o.f.
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proposed in [5]. Its application to two reference test net-
works, M and E , used in a benchmarking case study for
various traffic matrices was also described. The evaluation
of the performance of the proposed heuristic, by using an
analytical model and stochastic discrete-event simulation
was presented.

In this work, the heuristic approach HMOR-S2PAS is ap-
plied to two new networks, denoted by G and H , obtained
by a transformation of an original network in [6], by a red-
imensioning of the links. An extensive analysis of the ap-
plication of this procedure to these networks for various
traffic matrices is presented. A major objective of this ex-
perimental study is to test the developed routing method in
new networks with different structure and increased con-
nectivity, as compared with the ones in [5]. Furthermore,
the results were obtained in these networks, using analytic
and stochastic discrete-event simulation models in order to
confirm the effectiveness of this heuristic approach to route
calculation and selection in multiservice networks, and to
assess the inaccuracies of the analytic results.

Furthermore, for comparison purposes we also imple-
mented a network-wide optimization routing method based
on a MCF (multicommodity flow) programming approach
with two-path traffic splitting, using lexicographic opti-
mization for dealing with the two main o.f. associated with
QoS and BE traffic. This routing method (designated here-
after as MCF-lex-W ) is a particular variant of the one
proposed in [7] and from our point of view, this type of
approach (among the ones previously developed) can be
broadly comparable in terms of underlying objectives to
our approach. This type of alternative method uses the
concept of virtual residual networks whereby, in a first
step, the routing calculation is performed for the QoS traf-
fic (seeking to optimize a relevant o.f.) and in a second
step the routing calculation for the BE traffic is performed
considering only the remaining capacity in the links (result-
ing from the occupation of the QoS flows). This results in
a virtual residual network and it is a classical form of deal-
ing with routing problems in networks with two classes
of services of different priority, as in [8], [9]. Since this
type of models using MCFs assume deterministic flows
(this is an intrinsic limitation of this type of approaches),
the comparison with the results of our multiobjective model
requires an adaptation to a stochastic environment of the
type proposed in [7] and adapted to the developed models
as described in Subsection 3.3.

The paper is organized as follows: the two-level hierar-
chical multiobjective alternative routing model with two
service classes is reviewed in Section 2. The main features
of the heuristic resolution approach are also reviewed. In
the following section, after an explanation on the applica-
tion of the model to a network case study and the descrip-
tion of the test networks considered in the experimental
study, the MCF-lex-W method used for comparison pur-
poses is described. Still in Section 3 the results obtained
with this procedure by using analytic results and discrete-
event stochastic simulations, for the two new test networks,

considering three load scenarios are presented. The pa-
per ends with a section on conclusions and an outline of
future work.

2. Review of the Multiobjective Routing
Model and the Heuristic Resolution

Approach

In this section we will make a review of the essential aspects
of the multiobjective routing model and of the heuristic
resolution approach. Due to the complex nature of the
model and of the resolution approach, we refer the readers
to further details in [3].

2.1. The Multiobjective Routing Model

The model described here is an application of the multiob-
jective modeling framework (or “meta-model”) for MPLS
networks proposed in [3]. In this model, two classes of ser-
vices are considered: QoS and BE. The sets SQ and SB

include the different service types of each class, that may
differ in important attributes, namely the required band-
width.
The network is represented in this model through a ca-
pacitated directed graph, with an assigned capacity of Ck

to every arc (or ‘link’) k ∈ A . The traffic flows are repre-
sented in a stochastic form, based on the use of the concept
of effective bandwidth2 for macro-flows and on a general-
ized Erlang model for estimating the blocking probabilities
in the arcs, as in the model used in [12].
A traffic flow is specified by fs = (i, j,γ s,η s) for s ∈ S =
SQ ∪SB and a stochastic process (usually, a marked point
process) is assigned to it. This process describes the ar-
rivals and basic requirements of micro-flows3, originated
at the MPLS ingress node i and destined for the MPLS
egress node j, using some LSP (label switched path). The
characteristics of the traffic flows are expressed by γs, the
vectors of traffic engineering attributes of flows of service
type s, and by ηs, the vectors containing the description of
mechanisms of admission control to all arcs k in the net-
work by calls of flow fs. The traffic engineering attributes
associated with fs calls and all the links, which may be
used by fs, including priority features, include information
on the required effective bandwidth ds and the mean dura-
tion h( fs) of each micro-flow in fs.

2The effective bandwidth can be defined (see [10]) as the minimum
amount of bandwidth that can be assigned to a flow or traffic aggregate in
order to deliver ‘acceptable service quality’ to the flow or traffic aggregate.
This concept may be used to approximate nodal behavior at the packet level
and simplify the analysis at the connection level. Kelly [11] developed
a formal mathematical definition of effective bandwidth in a network with
stochastic traffic sources and statistical multiplexing. According to this
definition, the effective bandwidth can be viewed as a specific stochastic
measure of the utilization of transmission network resources by certain
packet flow(s). With this concept, the traffic behavior at packet level may
be “encapsulated” in a simplified manner.

3A micro-flow corresponds in this model to a ‘call’, that is, a node to
node connection request with certain traffic engineering features.
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The hierarchical multiobjective routing optimization model
considered here has two levels with several o.f. in each
level. At the first level, the first priority o.f. include WQ, the
total expected network revenue associated with QoS traffic
flows, and BMm|Q, the worst average performance among
QoS services, represented by the maximal average block-
ing probability among all QoS service types. These o.f.
are formulated at the network level for the QoS traffic. At
the second level, the second priority o.f. include Bms|Q,
the mean blocking probabilities for flows of type s ∈ SQ,
and BMs|Q, the maximal blocking probability defined over
all flows of type s ∈ SQ, as well as the total expected net-
work revenue associated with BE traffic flows, WB. The
o.f. related to blocking probabilities in this second level
are average performance metrics of the QoS traffic flows
associated with the different types of QoS services. At
both levels of optimization, ‘fairness’ objectives are ex-
plicitly considered in the form of min-max objectives:
minR{BMm|Q} at the first level, and minR{BMs|Q},∀s ∈ SQ

at the second level.
Hence the considered two-level hierarchical optimization
problem for two service classes P-M2-S2 (‘problem – mul-
tiobjective with 2 optimization hierarchical levels – with
2 service classes’) is:

Problem P-M2-S2

• 1
st level

{
QoS: Network obj. maxR{WQ},

minR{BMm|Q};

• 2
nd level







QoS: Service obj. minR{Bms|Q},

minR{BMs|Q},

∀s ∈ SQ,

BE: Network obj. maxR{WB};

subject to equations of the underlying traffic model, with

WQ(B) = ∑
s∈SQ(B)

Ac
sws , (1)

BMm|Q = max
s∈SQ

{Bms} , (2)

Bms|Q =
1

Ao
s

∑
fs∈Fs

A( fs)B( fs) , (3)

BMs|Q = max
fs∈Fs

{B( fs)} , (4)

where Ao
s is the total traffic offered by flows of type s, Ac

s

is the carried traffic for service type s, A( fs) is the mean
traffic offered associated with fs (in Erlang), B( fs) is the
node to node blocking probability for all flows fs, and ws is
the expected revenue per call of service type s. For further
details on the calculation of these o.f. see [3].
There are possible conflicts between the o.f. in P-M2-S2.
In fact, in many routing situations, the maximization of WQ

may cause a deterioration on some B( fs),s ∈ SQ, for cer-
tain traffic flows A( fs) with low intensity, which tends to
increase BMs|Q and Bms|Q, and consequently BMm|Q. This
justifies the interest and potential advantage in using mul-
tiobjective formulations in this context.

It is important to remark that in the formulation of P-M2-
S2, WQ is a first priority o.f. (together with BMm|Q), while
WB is a second level o.f. This formulation assures that the
routing of BE traffic, in a quasi-stationary situation, will not
be made at the expense of a decrease in QoS traffic revenue
or of an increase in the maximal blocking probability of
QoS traffic flows.
The traffic modeling approach used in the routing model
is fully described in [3]. In the framework of the basic
teletraffic model considered here, the blocking probabili-
ties Bks, for micro-flows of service type s in link k, are
calculated by

Bks = Bs

(
dk,ρk,Ck

)
, (5)

with Bs representing the basic function (implicit in the tele-
traffic analytical model) that expresses the marginal block-
ing probabilities, Bks, in terms of dk = (dk1, . . . , dk|S |

)
(vector of equivalent effective bandwidths dks for all ser-
vice types), ρk =

(
ρk1, . . . ,ρk|S |

)
(vector of reduced traffic

loads ρks offered by flows of type s to k) and the link
capacity Ck. For simplifying purposes, the links are mod-
eled through a multidimensional Erlang system with mul-
tirate Poisson traffic inputs. With this type of approxima-
tion, the calculation of {Bks} can be performed through
efficient and robust numerical algorithms, which are es-
sential in a network-wide routing optimization model of
this type, for tractability reasons. The classical Kaufman
(or Roberts) algorithm [13], [14] was used to calculate
the functions Bs for small values of Ck; for larger values
of Ck, approximations based on the uniform asymptotic ap-
proximation (UAA) [15] were used, having in mind its ef-
ficiency.

The decision variables R =∪

|S |

s=1
R(s) represent the network

routing plans, that is, the set of all the feasible routes
(i.e., node to node loopless paths) for all traffic flows, with
R(s) =∪ fs∈Fs

R( fs),s ∈SQ∪SB and R( fs) = (rp( fs)), p =
1, . . . ,M with M = 2 in this model. An alternative routing
principle is used: for each flow fs the first choice route
r1( fs) is attempted and if it is blocked the call will try the
second choice route r2( fs). A request will be blocked only
if r2( fs) is also blocked.
This routing optimization approach is of network-wide type,
which means that the main o.f. of a given service class de-
pend explicitly on all traffic flows in the network. There-
fore, a full representation of the relations between the o.f.
is achieved, taking into account the interactions between
the multiple traffic flows associated with different services.
This is accomplished by the features of the traffic model
used to obtain the blocking probabilities B( fs), as the con-
tributions of all traffic flows, which may use every link
of the network are considered according to the approach
in [3]. The focus is on the routing optimization from
a global perspective (i.e., considering an explicit repre-
sentation of all the traffic flows in the network and their
interactions), which is the closest to reality. This is a ma-
jor difference in comparison with other routing models that
have been proposed for networks with two service classes,
based on some form of decomposition of the network
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representation, leading to the consideration of ‘virtual net-
works’, one for each service class (e.g. in [7]).
The routing problem P-M2-S2 is highly complex, mainly
because of two factors: all o.f. are strongly interdepen-
dent (via the {B( fs)}), and all the o.f. parameters and
(discrete) decision variables R (network route plans) are
also interdependent. All these interdependencies are de-
fined explicitly or implicitly through the underlying traffic
model. Even in a simplest degenerated case, considering
single service with single-criterion optimization and no al-
ternative routing, the problem is NP-complete in the strong
sense (see [16]). Considering the form of P-M2-S2, one
may conclude on the great intractability of this problem.

2.2. The Heuristic Resolution Approach

The heuristic procedure HMOR-S2PAS (fully described
in [5] and references therein) used to solve (in a multi-
criteria analysis sense) the routing problem P-M2-S2 is re-
viewed here. Using the theoretical foundations described
in [17], this heuristic is based on the recurrent calculation
of solutions to an auxiliary constrained bi-objective short-

est path problem P
(2)
s2

, formulated for every end-to-end
flow fs,

min
r( fs)∈D( fs)

{

mn(r( fs)) = ∑
k∈r( fs)

mn
ks

}

n=1;2

.

The path metrics mn to be minimized are the marginal im-

plied costs4 m1

ks = c
Q(B)
ks and the marginal blocking prob-

abilities m2

ks = − log(1−Bks); D( fs) is the set of all fea-
sible loopless paths for flow fs, satisfying specific traffic
engineering constraints for flows of type s. The efficiency
of different candidate routes can be compared, considering
both path metrics: the loss probabilities experienced along
the candidate routes and the knock-on effects upon the other
routes in the network (effects related to the acceptance of
a call on that given route). It is important to remark that
these network metrics are associated with the first level o.f.
of P-M2-S2: the minimization of the metric blocking prob-
ability tends, at a network level, to minimize the maximal
node-to-node blocking probabilities B( fs), while the mini-
mization of the metric implied cost tends to maximize the
total average revenue WT .
In the heuristic, the auxiliary constrained shortest path

problem P
(2)
s2

is solved by the algorithm MMRA-S2
(modified multiobjective routing algorithm for multiser-
vice networks, considering 2 classes of service) described
in [18]. Generally, there is no feasible solution minimiz-
ing the two o.f. simultaneously. Therefore, the aim of the
resolution of this problem is finding a ‘best’ compromise
path from the set of non-dominated solutions, according to

4The marginal implied cost for QoS(BE) traffic, c
Q(B)
ku , associated with

the acceptance of a connection (or “call”) of traffic fu of any service type
u ∈S on a link k represents the expected value of the traffic loss induced
on all QoS(BE) traffic flows resulting from the capacity decrease in link
k (see [17]).

a system of preferences embedded in the working of the
algorithm MMRA-S2. The implementation of this system
of preferences relies on the definition of preference regions
in the o.f. space obtained from aspiration and reservation
levels (preference thresholds), defined for the two o.f.

The generation and selection of candidate solutions (r1( fs),
r2( fs)) by MMRA-S2 for each fs is based on rules that
consider the network topology and the need to make a dis-
tinction between real time and non-real time QoS services,
and BE services. An instability phenomenon may arise
in the path selection procedure, as shown by a theoretical
analysis of the model and confirmed by extensive experi-
mentation: the route sets R (obtained by successive applica-
tion of MMRA-S2 to every flow fs) often tend to oscillate
between certain solutions, some of which may lead to poor
global network performance under the prescribed metrics.
To avoid this instability, not all the paths of all the flows are
liable to change on each iteration. A set of candidate paths
for possible routing improvement are chosen by increas-
ing order of a function ξ ( fs) of the current (r1( fs),r

2( fs)),
as proposed in [18]. With this function ξ ( fs) preference
(concerning the calculation of new routes) is given to the
flows, for which the route r1( fs) has a low implied cost,
and the route r2( fs) has a high implied cost or to the flows,
which currently have worse end-to-end blocking probabil-
ity. A variation on the selected paths is performed, leaving
the others unaltered.

In the dedicated heuristic HMOR-S2, each new solution is
obtained by ‘processing’ the current best solution: routing
solutions R(s) for each service s ∈ S are sought which
dominate the current one in terms of the so-called o.f. of
interest for the service (the first level o.f. and the second
level o.f. Bms|Q and BMs|Q if s ∈ SQ, or WB if s ∈ SB).
This strategy leads to strict limitations being imposed on
the acceptance of a new solution, and consequently some
interesting solutions to the routing problem may not be fur-
ther pursued. Therefore, instead of simply discarding every
solution that does not dominate the current one, we have
devised the PAS variant where some possibly interesting
solutions are stored throughout the execution of the heuris-
tic, and later checked in order to try and find the “best”
possible solution to the problem in hand. The management
rules of the archive (that is, addition and removal of solu-
tions from the archive) and the evaluation of the solutions
stored in the archive after the end of the outer cycle of
the algorithm (in order to choose the “best” possible so-
lution to the problem under analysis) are fully described
in [5].

The analysis of the solutions stored in the archive relies
on a system of priority regions in the bidimensional o.f.
space, defined by preference thresholds (requested (or as-
pirational) and acceptable (or reservation) thresholds for
each network function WQ and BMm|Q). As an example of
the definition of priority regions in the bidimensional o.f.
space of the solutions in the archive, see Fig. 1.

The ideal optimum is represented by O∗ and is obtained
when both first level o.f. WQ and BMm|Q are optimized.
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Fig. 1. QoS requirements used to define priority regions in the
bidimensional o.f. space.

The region, for which the requested levels are satisfied for
both o.f. is the first priority region A; the regions, for
which only one of the requested values is satisfied and an
acceptable value is guaranteed for the other metric are the
second priority regions B1 and B2 (note that B2 will be
considered preferable to B1 because, for solutions in any
second priority region, preference is given to the one with
greater WQ even if with greater BMm|Q); the region where
only acceptable values are guaranteed for both metrics is the
third priority region C. Beyond the acceptable values, there
lies the least priority region D. The preference thresholds
used to define the priority regions are calculated in a fully
automated manner (see [5]).

The approach chosen to select the “best” solution in the
best possible priority region relies on the minimization of
a weighted Chebyshev distance to a reference point. In
this approach, reference (aspiration and reservation) lev-
els are specified for each criterion. Let Wav = Wmin+Wmax

2
,

where Wmin(Wmax) is the minimal(maximal) value of WQ

in all the solutions in the archive, and Bav = Bmin+Bmax

2
,

where Bmin(Bmax) is the minimal(maximal) value of BMm|Q

in all the solutions in the archive. The reference levels
are defined by Wreq = Wav+Wmax

2
and Wac = Wmin+Wav

2
for

the QoS traffic revenue and B
log
req = − log

(

1−
Bmin+Bav

2

)

and B
log
ac = − log

(
1−

Bav+Bmax

2

)
for the blocking probabil-

ity BMm|Q. The weighted Chebyshev distance of a non-
dominated solution in a given preference region to the as-
sociated aspiration point is calculated, and the “best” solu-
tion will be the one in the best possible priority region that
minimizes that distance.

Defining R as the best possible priority region in the o.f.
space where at least one solution ρ can be found, a spe-

cific reference point
(

C ∗

1|R
;C ∗

2|R

)

can be chosen in R as

the ideal point in that region. The ideal point in each rect-

angular region is the top left corner of that region. As an
example, see the reference point for region A (Re fA) in
Fig. 1. For a non-rectangular region such as D, the refer-
ence point is the ideal point of the whole o.f. space O∗.
Other parameters that must be defined are the minimum
mi|R and maximum Mi|R values of each metric i for re-
gion R. As an example, see the minimum and maximum
values for both metrics in region A in Fig. 1.
The problem of selection of the final solution considers
a weighted Chebyshev norm:

min
ρ∈R

max
i=1,2

{

wi|R

∣
∣
∣Ci(ρ)−C

∗

i|R

∣
∣
∣

}

,

where C1(ρ) = B
log

Mm|Q
(ρ) and C2(ρ) = WQ(ρ) are the met-

rics for solution ρ . The weights in the weighted Chebyshev
distance, wi|R = 1

Mi|R−mi|R
, allow the Chebyshev metrics

{

wi|R

∣
∣
∣Ci(ρ)−C ∗

i|R

∣
∣
∣

}

to be dimension free and propor-

tional to the size of the rectangular region. This weighted
Chebyshev norm is more adequate to the adopted technique
of search and selection of non-dominated solutions in rect-
angular preference regions. In fact, the use of the weights
(as defined in the method) makes the contour of the rect-
angle a isocost Chebyshev line for each particular region.

3. Experimental Results

3.1. Application of the Model to a Network Case Study

The network case study considered here is obtained from
changes on the network models in [7] and [6]. An overview
of the relevant features of the model proposed in this ref-
erence is provided here for a better understanding of the
case study.
In [7], a model is proposed for traffic routing and admission
control in multiservice, multipriority networks supporting
traffic with different QoS requirements. Deterministic mod-
els are used in the calculation of paths, in particular math-
ematical programming models based on MCFs, rather than
stochastic traffic models. The MCF models are only a rough
approximation in this context and, in fact, they tend to
under-evaluate the blocking probabilities. Therefore, the
authors of [7] propose an adaptation of the original model,
so as to obtain ‘corrected’ models, which provide a better
approximation in a stochastic traffic environment. A simple
technique to adapt the MCF model to a stochastic environ-
ment is the compensation of the requested values of the
flows bandwidths in the MCF model with a factor α ≥ 0.0.
With this compensation technique, the effect of the ran-
dom fluctuations of the traffic that are typical of stochas-
tic traffic models can be modeled. The higher the vari-
ability of the point processes of the stochastic model, the
higher is the need for compensation and therefore the higher
should α be. In the application example in [7], three val-
ues of α are proposed: α = 0.0 corresponds to the deter-
ministic approach; α = 0.5 is the compensation parameter
when calls arrive according to a Poisson process, service
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times follow an exponential distribution and the network is
critically loaded; and α = 1.0 for traffic flows with higher
‘variability’.
The o.f. of the routing problems in [7] are the revenues
WQ and WB, associated with QoS and BE flows, which
should be maximized. A bi-criteria lexicographic optimiza-
tion formulation is considered, so that the improvements
in WB are to be found under the constraint that the optimal
value of WQ is maintained.
In the deterministic flow-based model [7], a base matrix
T = [Ti j] with offered bandwidth values from node i to
node j [Mbit/s] is given. A multiplier ms ∈ [0.0;1.0] with
∑s∈S ms = 1.0 is applied to these matrix values to obtain
the offered bandwidth of each flow fs of service type s to
the network. In our stochastic traffic model, a matrix of
offered traffic A( fs) is obtained by transforming the base
matrix T :

A( fs) ≈
msTi j

dsu0

−α

√
msTi j

dsu0

[Erl] , (6)

if
msTi j

dsu0
> α2 and both T ( fs) = msTi j and A( fs) are high.

Otherwise,

A( fs) ≈
msTi j

dsu0

[Erl] , (7)

where u0 is a basic unit of transmission [bit/s].

In the original traffic routing model in [7], traffic split-
ting is used. This technique is not used in the model con-
sidered here.

3.2. Application of the Model to Two Different Test

Networks

The routing model was applied to the test networks G

and H , for which the topology is depicted in Fig. 2. It
has |N |= 10 nodes, with 16 pairs of nodes linked by a di-
rect arc and a total of |A | = 32 unidirectional arcs, which
means their average node degree is δ = 3.2. As their av-
erage node degree is higher, these two networks G and H

have more connectivity than networks M and E (δM = 2.5

Fig. 2. Network topology for test networks G and H [6].

and δE = 2.4), studied in [5]. Each bandwidth C′

k [Mbit/s]
of each arc k for each of the networks is shown in Tables 1
and 2, and it was obtained by employing a very simple
network dimensioning algorithm, explained below.
The test networks G and H were obtained after a redi-
mensioning of the original network O given in [6]. This
network O has a topology similar to the one in Fig. 2,
with a capacity of C′

k = 50 Mbit/s for each arc, which is

an equivalent to a capacity of Ck =
C′

k
u0

= 3125 channels, as
u0 = 16 kbit/s. The offered traffic matrix is also provided
in [6]. A routing solution using only shortest path direct
routing, typical of Internet conventional routing algorithms
is taken into account. In this routing solution, only one path
for each flow (i.e., without an alternative path) is consid-
ered. The initial solution is the same for all services s ∈S

and the unidirectional paths for any given pair of nodes are
symmetrical. The path for every flow fs is the shortest one
(that is, the one with minimum number of arcs); if there
is more than one shortest path, the one with maximal bot-
tleneck bandwidth (i.e., the minimal capacity of its arcs) is
chosen; if there is more than one shortest path with equal
bottleneck bandwidth, the choice is arbitrary.
The dimensioning of link capacities was made as follows.
A value βs for the mean blocking probabilities for flows
of type s, Bms, is defined with a possible variation of ∆B.
The matrix of offered traffic A( fs) is obtained from the
traffic matrix T in [6] with α = 0.0 (the value of α for
which the load is higher). Considering the routing solu-
tion for network O , the mean blocking probabilities Bms

are calculated and compared with the prescribed values at
the beginning of the algorithm. If Bms > βs for service s,
then the links in paths for flows of service s will have their
capacity increased; if Bms < ∆Bβs for service s, then the
links in paths for flows of service s will have their capac-
ity decreased. The algorithm proceeds iteratively until it
converges (i.e., ∆Bβs < Bms < βs,∀s ∈ S ). In some of the
performed experiments, the algorithm oscillated between
two different solutions, which prevented it from converg-
ing. Therefore, a maximum number of runs was also es-
tablished, so as to avoid this situation.
The test networks G and H were dimensioned using this
very simple network dimensioning algorithm, for βs = 0.1

and βs = 0.12 respectively, with ∆B = 0.9. This means that
a situation of very high blocking, associated with traffic
overload for all services, was considered (for α = 0.0) in
the dimensioning operation. The aim was a comparison
of the performance of the considered static routing meth-
ods in overload conditions (α = 0.0) and in low, and very
low blocking conditions for the QoS traffic for α = 0.5

and α = 1.0. The original network O was not used in
this study because it was dimensioned for extremely low
blocking probabilities.
The traffic matrix T = [Ti j] with offered total bandwidth
values from node i to node j [Mbit/s] provided in [6] is
used as an input to the routing model considered here. The
routing model and other features proposed by [6] were not
taken into account.
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Table 1
Bandwidth of each arc C′

k, in Mbit/s, for the test network G

� 0 1 2 3 4 5 6 7 8 9
0 40.64 44.384 40.64
1 40.64 35.024
2 35.024 35.024 36.896 38.768
3 44.384 35.024 42.512 38.768
4 40.64 42.512 44.384 40.64
5 38.768 44.384 38.768
6 38.768 46.256 40.64
7 40.64 46.256 38.768
8 36.896 40.64 38.768 44.384
9 38.768 44.384

Table 2
Bandwidth of each arc C′

k, in Mbit/s, for the test network H

� 0 1 2 3 4 5 6 7 8 9
0 39.6 43.76 39.6
1 39.6 33.36
2 33.36 33.36 35.44 37.52
3 43.76 33.36 41.68 37.52
4 39.6 41.68 43.76 39.6
5 37.52 43.76 37.52
6 37.52 45.84 39.6
7 39.6 45.84 37.52
8 35.44 39.6 37.52 43.76
9 37.52 43.76

For both networks, the number of channels Ck is Ck =
⌈

C′

k
u0

⌉

,

with basic unit capacity u0 = 16 kbit/s. There are |S | = 4

service types with the features displayed in Table 3.

Table 3
Service features on the test networks G and H

Service Class
d′

s ds
ws

hs Ds
ms[kbit/s] [channels] [s] [arcs]

1 – video QoS 640 40 40 600 3 0.1
2 – Premium data QoS 384 24 24 300 4 0.25

3 – voice QoS 16 1 1 60 3 0.4
4 – data BE 384 24 24 300 9 0.25

The values of the required bandwidth d′

s in kbit/s are also
in the table. The expected revenues for calls of type s, ws,

are equal to the required effective bandwidths ds =
d′s
u0

[channels]: ws = ds, ∀s ∈ S . The average duration of
a type s call is hs and the maximum number of arcs for
a type s call is Ds.

3.3. Routing Method Used for Comparison Purposes

Next we describe the MCF-lex-W routing model, based
on MCFs with lexicographic optimization and considering

two-path traffic splitting. This model is based on the one
in [7] and it is used as an alternative benchmarking method
for comparison with our multiobjective model. From
a theoretical point of view, and considering the concep-
tual framework developed in [3], this type of model is also
a network-wide optimization approach with features that
make it an adequate alternative method for a ‘fair’ compar-
ison with our model. The results with the method HMOR-
S2PAS considered in this paper are compared with results
from this routing procedure MCF-lex-W .

In this routing procedure, we first seek to route the QoS
traffic flows in the given network. Next, we seek to route
the BE traffic flows in a virtual network, where the arcs of
the original network have a reduced capacity given by the
original arc capacity minus the capacity used in the rout-
ing of the QoS flows. In the process of routing calculation,
the aim is the maximization of the revenue of QoS and
BE carried traffic (represented by the node-to-node offered
bandwidth), using a lexicographic optimization approach.
Traffic splitting is allowed, in situations where it is advan-
tageous. There is the possibility of dividing the required
bandwidth of each flow by multiple paths from source to
destination, allowing for a better load distribution in the
network. If the network is unable to accommodate all the
traffic that is offered, a technique of admission control based
on traffic thinning can be used, as proposed in [7].
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Considering a traffic flow of the service s represented by fs,
originated at the MPLS ingress node i and destined for the
MPLS egress node j, the bandwidth offered by that flow
to the network is T ( fs) = msTi j, as mentioned in Subsec-
tion 3.1. For each flow, a set of L( fs) feasible paths may
be obtained, L ( fs) = {p0( fs), p1( fs), · · · , pL( fs)−1( fs)}. Of
all the possible paths between i and j, the ones with a
number of arcs inferior to Ds (maximal number of arcs
established for service s calls) are feasible. In the imple-
mented model, the total bandwidth offered by flow fs may
be divided by NL = 2 of these feasible paths, allowing for
the possibility of traffic splitting. Let us define xl( fs) as
the amount of bandwidth of fs that will be offered to the
l-th path pl( fs), and yl( fs) as a binary variable, which is
equal to 1 if the l-th path is actually used and 0 other-
wise. Therefore, the following conditions have to be met,
∀ fs ∈ Fs,s ∈ S :

L( fs)−1

∑
l=0

xl( fs) ≤ T ( fs) , (8)

0 ≤ xl( fs) ≤ T ( fs), ∀l = 0, · · · ,L( fs)−1 , (9)

xl( fs) ≤ T ( fs)y
l( fs), ∀l = 0, · · · ,L( fs)−1 , (10)

L( fs)−1

∑
l=0

yl( fs) ≤ NL = 2 . (11)

The o.f. used in this routing method is the maximization

of the network revenue WT = ∑s∈S ∑ fs∈Fs ∑
L( fs)−1

l=0
wsx

l( fs)
that results from carrying the bandwidth offered by all the
traffic flows to all the feasible paths, which are actually
used. The possibility of traffic splitting should provide
a flexible distribution of the load in the network, so as to
maximize the carried traffic. This is particularly relevant in
the context of this routing model since, after establishing
the optimal routes of the QoS traffic (for which the whole
average bandwidth demand is satisfied), it is necessary to
calculate the routes for the BE traffic in the virtual residual
network, so as to maximize the BE carried traffic.
The type of problem to be solved in this routing proce-
dure is

Problem P-MCF-lex-WSSS

max

{

∑
s∈S

∑
fs∈Fs

L( fs)−1

∑
l=0

wsx
l( fs)

}

subject to conditions (8)–(11) and

vk ≤C′

k,∀k ∈ A ,

vk = ∑
s∈S

∑
fs∈Fs

L( fs)−1

∑
l=0

al
k( fs)x

l( fs),∀k ∈ A ,

where al
k( fs) is a binary variable equal to 1 if the link k

belongs to pl( fs), the l-th path for flow fs, and 0 otherwise.
The parameter vk is the total load carried in each arc k ∈A .

The routing calculation approach in the case where QoS
and BE traffic classes coexist uses a lexicographic formu-
lation as the one in [7].
Firstly, the problem P-MCF-lex-WSQ

is solved, and only
the QoS traffic is considered. As a result, the values
xl( fs),∀l = 0, · · · ,L( fs)− 1, fs ∈ Fs,s ∈ SQ are obtained,
which give the amount of bandwidth that is routed in each
of the feasible paths for each of the QoS flows. Also, as
a result of this problem, an information on vk is obtained.
Let this load be represented by vk(Q).
Secondly, the problem P-MCF-lex-WSB

is solved, that is,
only the BE traffic is considered. In this second problem,
a virtual network consisting of the same links but with
residual capacities C′

k − vk(Q),∀k ∈ A is considered. The
possibility of BE traffic thinning was considered, as the net-
work has a reduced arc capacity and there is the possibility
that not all the BE traffic flows may be carried.
After the resolution of the second problem, the values
xl( fs),∀l = 0, · · · ,L( fs)− 1, fs ∈ Fs,s ∈ SB are obtained,
which gives us the amount of bandwidth that is routed in
each of the feasible paths for each of the BE flows.
The resolution of both problems was performed by CPLEX
12.3.
Once both problems have been solved, the traffic represen-
tation model is transformed in order to obtain an approxi-
mation suitable to a stochastic traffic environment, hence
enabling a comparison with the o.f. values obtained by
HMOR-S2. This adaptation is performed as in [7] and
considers three different values for the compensation pa-
rameter α (see explanation in Subsection 3.1). A matrix
of offered traffic in Erlang is obtained by a transformation
similar to Eqs. (6)–(7), that is

Al( fs) ≈
xl( fs)
dsu0

−α

√
xl( fs)
dsu0

[Erl] if xl( fs)
dsu0

> α2
,

Al( fs) ≈
xl( fs)
dsu0

[Erl], otherwise .

The arc capacity C′

k in Mbit/s (see Tables 1 and 2) is con-

verted to a capacity of Ck =
⌈

C′

k
u0

⌉

channels. Once the of-

fered traffic in Erlang and the arc capacities in circuits are
known, the blocking probability for each offered flow in
this stochastic environment may be calculated.
The blocking probabilities Bks, for micro-flows of service
type s in link k, are calculated as in Eq. (5). Afterwards,
the blocking of each flow along its path is obtained, Bl( fs).
As the offered traffic is also known, the calculation of
the o.f. may be performed as in Eqs. (1)–(4). For further
details, see Subsection 2.1.

3.4. Analytical Results

An analytical study was performed, where results using just
a basic version of the heuristic without storage of current
non-dominated solutions, HMOR-S2, were obtained. In
these runs of the basic heuristic, the initial solution con-
sists of the shortest path direct routing, typical of Internet
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Table 4
Average o.f. values with 95% confidence intervals, for simulations with the routing plan obtained

with the different heuristic strategies in network G

MCF-lex-W Routing method proposed by the authors
Obj. method Initial HMOR-S2 (Basis) HMOR-S2PAS(i) HMOR-S2PAS(f)
func. solution solution Analytical Static routing model Analytical Static routing model Analytical Static routing model

α = 0.0

WQ 20907.71⊳ 20859.85 21686.92* 21686.05±37.51 21688.63⋄ 21688.42±36.97 21690.16⋆ 21690.52±37.22
BMm|Q 0.110 0.110 0.00661 0.00756±0.000848 0.00595 0.00679±0.00105 0.00545 0.00619±0.00119
Bm1|Q 0.110 0.110 0.00661 0.00756±0.000848 0.00595 0.00679±0.00105 0.00545 0.00619±0.00119
Bm2|Q 0.0636 0.0689 0.000453 0.000892±0.000159 0.000480 0.000881±0.000152 0.000465 0.000828±0.000124
Bm3|Q 0.00236 0.00308 0.000274 0.000293±2.30·10

−5 0.000273 0.000288±1.86·10
−5 0.000275 0.000288±2.64·10

−5

BM1|Q 0.242 0.555 0.0684 0.0677±0.00869 0.0532 0.0653±0.0140 0.0613 0.0771±0.0117
BM2|Q 0.147 0.378 0.00302 0.00700±0.00134 0.00756 0.00869±0.00131 0.00699 0.00794±0.00174
BM3|Q 0.00622 0.0190 0.00312 0.00316±0.000298 0.00311 0.00317±0.000333 0.00287 0.00288±0.000312
WB 6918.87 6738.68 7167.15 7168.36±12.05 7163.81 7166.23±10.85 7158.14 7161.10±11.67

α = 0.5

WQ 17678.97⊲ 17611.81 17685.88† 17683.53±15.54 17685.89• 17683.53±15.54 17685.89⊙ 17683.53±15.54
BMm|Q 0.00158 0.0160 1.13·10

−5 9.90·10
−7

±7.83·10
−7 1.13·10

−5 9.47·10
−7

±7.67·10
−7 1.04·10

−5 8.59·10
−7

±8.23·10
−7

Bm1|Q 0.00158 0.0160 1.13·10
−5 0 1.13·10

−5 0 1.04·10
−5 0

Bm2|Q 0.000864 0.00926 3.3·10
−9 0 3.3·10

−9 0 7.2·10
−9 0

Bm3|Q 2.68·10
−5 0.000371 8.93·10

−7 9.90·10
−7

±7.83·10
−7 8.14·10

−7 9.47·10
−7

±7.67·10
−7 6.25·10

−7 8.59·10
−7

±8.23·10
−7

BM1|Q 0.00485 0.147 0.000143 0 0.000143 0 0.000128 0
BM2|Q 0.00273 0.0866 1.03·10

−7 0 1.03·10
−7 0 4.45·10

−7 0
BM3|Q 9.52·10

−5 0.00353 4.52·10
−6 2.24·10

−5
±1.72·10

−5 4.46·10
−6 2.24·10

−5
±1.72·10

−5 4.46·10
−6 2.24·10

−5
±1.72·10

−5

WB 5275.03 5247.65 5296.56 5297.19±12.83 5296.56 5297.19±12.83 5296.57 5297.18±12.84

α = 1.0

WQ 16028.11× 16025.69 16028.14‡ 16077.61±15.03 16028.14� 16077.61±15.03 16028.14⊗ 16077.61±15.03
BMm|Q 6.45·10

−6 0.000577 5·10
−10 0 5·10

−10 0 5·10
−10 0

Bm1|Q 6.45·10
−6 0.000577 5·10

−10 0 5·10
−10 0 5·10

−10 0
Bm2|Q 3.79·10

−6 0.000334 <1·10
−10 0 <1·10

−10 0 <1·10
−10 0

Bm3|Q 1.00·10
−7 1.16·10

−5
<1·10

−10 0 <1·10
−10 0 <1·10

−10 0
BM1|Q 4.81·10

−5 0.00650 1.27·10
−8 0 1.27·10

−8 0 1.27·10
−8 0

BM2|Q 2.38·10
−5 0.00347 <1·10

−10 0 <1·10
−10 0 <1·10

−10 0
BM3|Q 7.62·10

−7 0.000123 2·10
−10 0 2·10

−10 0 2·10
−10 0

WB 3340.47 3354.76 3355.88 3350.97±24.92 3355.88 3350.97±24.92 3355.88 3350.97±24.92

MCF-lex-W method solution: ⊳) 96.29%; ⊲) 99.96%; ×) 99.75% of W ideal
Q (the ideal revenue extracted from the data in [6]);

HMOR-S2: *) 99.88%; †) 100%; ‡) 99.75% of W ideal
Q ; HMOR-S2PAS(i): ⋄) 99.89%; •) 100%; �) 99.75% of W ideal

Q ; HMOR-S2PAS(f):
⋆) 99.90%; ⊙) 100%; ⊗) 99.75% of W ideal

Q .

conventional routing algorithms, such as the ones used in
the network dimensioning algorithm. In further analytical
studies, two different types of tests were conducted for the
heuristic HMOR-S2PAS:

• (i) tests: the initial solution is a solution typical of
Internet conventional routing algorithms, such as the
one used in the basic version runs.

• (f) tests: the initial solution of the HMOR-S2PAS

heuristic is the routing plan obtained at the end of
the basic heuristic runs for each specific α . With
this experiment, it is possible to check whether that
heuristic variant can improve the quality of the final
solutions obtained with HMOR-S2 as an alternative
to the direct use of the heuristic variant (as in the
case of the (i) tests).

The multiobjective routing model in [6] is quite different
from the one considered here, so no results concerning
any of the o.f. considered here is provided in [6]. The
only results that can be extracted from the proposed model
in [6] are approximate ideal values for the QoS flows rev-
enue, W ideal

Q . The analytical results concerning the QoS
flows revenue WQ were compared with these approximate
ideal values.

The experiments with the HMOR-S2PAS were conducted
with an archive of size 5, chosen empirically after exten-
sive experimentation. This experimentation showed that an
increase in the archive size would not necessarily lead to
better final results, because at the end of the heuristic run,
when the final solution is actually chosen from those in the
archive, the top 5 solutions tend to be the same regardless
of the archive size.
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Table 5
Average o.f. values with 95% confidence intervals, for simulations with the routing plan obtained with the different

heuristic strategies in network H

MCF-lex-W Routing method proposed by the authors
Obj. method Initial HMOR-S2 (Basis) HMOR-S2PAS(i) HMOR-S2PAS(f)
Func. solution solution Analytical Static routing model Analytical Static routing model Analytical Static routing model

α = 0.0

WQ 20602.28⊳ 20358.90 21576.67* 21559.04±31.57 21578.99⋄ 21563.15±32.06 21616.01⋆ 21597.91±30.13
BMm|Q 0.147 0.169 0.0287 0.0306±0.00147 0.0299 0.0315±0.00131 0.0224 0.0245±0.00175
Bm1|Q 0.147 0.169 0.0287 0.0306±0.00147 0.0299 0.0315±0.00131 0.0224 0.0245±0.00175
Bm2|Q 0.0891 0.111 0.00456 0.00696±0.000526 0.00410 0.00641±0.000370 0.00341 0.00580±0.000523
Bm3|Q 0.00346 0.00536 0.00171 0.00170±7.97·10

−5 0.00148 0.00147±6.86·10
−5 0.000596 0.000601±4.99·10

−5

BM1|Q 0.272 0.711 0.150 0.177±0.0194 0.330 0.312±0.0295 0.146 0.157±0.0231
BM2|Q 0.167 0.518 0.0162 0.0289±0.00289 0.0180 0.0304±0.00572 0.0145 0.0215±0.00229
BM3|Q 0.00699 0.0293 0.00828 0.00822±0.000302 0.00964 0.00959±0.000348 0.00362 0.00376±0.000476
WB 6724.15 6434.17 6877.69 6886.47±9.03 6905.99 6914.48±11.01 6927.67 6935.83±10.55

α = 0.5

WQ 17670.25⊲ 17419.40 17685.66† 17683.32±15.58 17685.66• 17683.32±15.57 17685.82⊙ 17683.45±15.55
BMm|Q 0.00297 0.0558 0.000120 9.19·10

−5
±0.000133 0.000120 9.16·10

−5
±0.000133 4.86·10

−5 4.55·10
−5

±0.000109
Bm1|Q 0.00297 0.0558 0.000120 8.52·10

−5
±0.000138 0.000120 8.52·10

−5
±0.000138 4.86·10

−5 4.28·10
−5

±0.000110
Bm2|Q 0.00178 0.0335 2.91·10

−7 0 2.91·10
−7 0 1.78·10

−7 0
Bm3|Q 5.69·10

−5 0.00143 8.46·10
−6 1.03·10

−5
±2.40·10

−6 7.99·10
−6 9.89·10

−6
±2.41·10

−6 2.27·10
−6 3.28·10

−6
±1.41·10

−6

BM1|Q 0.0139 0.327 0.00213 0.00392±0.00708 0.00213 0.00392±0.00708 0.000910 0.00273±0.00702
BM2|Q 0.00753 0.205 1.69·10

−6 0 1.69·10
−6 0 9.58·10

−7 0
BM3|Q 0.000271 0.00906 4.95·10

−5 8.06·10
−5

±8.38·10
−6 4.87·10

−5 8.04·10
−5

±8.65·10
−6 1.61·10

−5 3.56·10
−5

±9.78·10
−6

WB 5243.12 5119.13 5295.37 5295.90±13.14 5295.37 5295.90±13.14 5295.76 5296.16±13.30

α = 1.0

WQ 16024.58× 15998.35 16028.14‡ 16077.61±15.03 16028.14� 16077.61±15.03 16028.14⊗ 16077.61±15.03
BMm|Q 2.47·10

−5 0.00678 2.19·10
−8 0 2.19·10

−8 0 1.78·10
−8 0

Bm1|Q 2.47·10
−5 0.00678 2.19·10

−8 0 2.19·10
−8 0 1.78·10

−8 0
Bm2|Q 1.25·10

−5 0.00416 <1·10
−10 0 <1·10

−10 0 <1·10
−10 0

Bm3|Q 3.76·10
−7 0.000153 1.7·10

−9 0 1.6·10
−9 0 1.6·10

−9 0
BM1|Q 0.000100 0.0530 4.76·10

−7 0 4.76·10
−7 0 4.76·10

−7 0
BM2|Q 7.07·10

−5 0.0298 <1·10
−10 0 <1·10

−10 0 <1·10
−10 0

BM3|Q 2.25·10
−6 0.00113 1.10·10

−8 0 1.10·10
−8 0 1.10·10

−8 0
WB 3314.37 3341.90 3355.88 3350.97±24.92 3355.88 3350.97±24.92 3355.88 3350.97±24.92

MCF-lex-W method solution: ⊳) 94.89%; ⊲) 99.91%; ×) 99.73% of W ideal
Q (the ideal revenue extracted from the data in [6]);

HMOR-S2: *) 99.37%; †) 100%; ‡) 99.75% of W ideal
Q ; HMOR-S2PAS(i): ⋄) 99.39%; •) 100%; �) 99.75% of W ideal

Q ; HMOR-S2PAS(f):
⋆) 99.56%; ⊙) 100%; ⊗) 99.75% of W ideal

Q .

The analytical results displayed in Tables 4 and 5 were
obtained in approximately 47 s (on average) in a Linux en-
vironment on a Pentium 4 processor with 3 GHz CPU and
1 GB of RAM. In the tables, the values obtained for WQ,
BMm|Q and WB are highlighted, as they are the most inter-
esting o.f. (from a traffic engineering perspective) in the
two priority levels.

A comparison of the results obtained with the MCF-lex-W
approach (described in Subsection 3.3) and the heuristic
proposed by the authors shows that the latter approach pro-
vides consistently better values for all the o.f. in most
cases. This improvement is particularly relevant concern-
ing the ‘fairness’ QoS o.f. BMm|Q as could be expected
having in mind the nature of our model, which explicitly
considers this parameter as an o.f. These results put also in
evidence the superiority, especially concerning QoS related

performance parameters, of a model such as ours, which
has not only an imbedded stochastic representation of the
traffic flows, but also a consistent (albeit approximate) and
complete representation of the interactions among all traf-
fic flows of all types. This is naturally something that the
MCF-lex-W approach cannot provide, although leading to
very similar values for the QoS traffic revenue. Notice that
for lower traffic loads (α = 0.5 and α = 1.0), the values of
WQ and WB are very similar in both methods. This can be
explained by the fact that in these situations, correspond-
ing to low and extremely low blocking probabilities the
effects of the stochasticity of the traffic are attenuated or
even negligible, as indeed reflected by the values of the
blocking probability related parameters in Tables 4 and 5.

Regarding the analytical results with the heuristic variants
considered by the authors, Tables 4 and 5 enable two dif-
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ferent comparative analysis. Since in HMOR-S2PAS(i), the
initial solution is the same as the one used in the basic
heuristic HMOR-S2, the tables allow for a comparison of
the final analytical results obtained with HMOR-S2 and
HMOR-S2PAS. As for the PAS(f), the initial solution has
the o.f. values shown in the table under HMOR-S2 (Basis),
so that a comparison of the initial and the final analytical
results with HMOR-S2PAS can be made.
The final analytical results for the upper level o.f. are the
same or show an improvement on the ones obtained with
the basic heuristic, for all the values of α , for both versions
of the heuristic HMOR-S2PAS. For this reason, and also
taking into account that using the archive does not lead
to an increase in the execution time, the heuristic HMOR-
S2PAS can be considered as a better approach for solving
the routing problem. In particular, the (f) version (a run of
the basic heuristic HMOR-S2 followed by a run of the PAS
variant) provides improved results for WQ and BMm|Q for
the routing problem under analysis especially for α = 0.0,
which corresponds to higher overload situations.
For α = 0.0, the results for HMOR-S2PAS(f) show that
there was a minor improvement in the QoS flows revenue
obtained with HMOR-S2, of 0.02% and 0.18% in Table 4
and 5, respectively; as for the improvement in the BMm|Q

value, it was significant: 17.55% and 21.95% for networks
G and H , respectively. For α = 0.5 and α = 1.0, the re-
sults are practically the same for all the versions of the
heuristic. However, note that for α = 0.5 the HMOR-
S2PAS(f) variant allowed for an improvement on the value
of BMm|Q in both networks.
The results presented in both tables confirm the advan-
tages of using a Pareto archive strategy. In the situations
of higher blocking (α = 0.0), the use of this strategy leads
to an improvement on the values of the first level o.f. of
the routing model, especially for the blocking probability
values BMm|Q. In the situations of lower blocking proba-
bility (α = 0.5 and α = 1.0), the main advantage of using
the Pareto archive is the increased insensitivity to the initial
solution, because for both networks the final solutions ob-
tained with HMOR-S2PAS(i) and HMOR-S2PAS(f) are quite
close or even the same. It should be noted that the dif-
ference between HMOR-S2PAS(i) and HMOR-S2PAS(f) is
simply the initial solution.

3.5. Simulation Results

Simulation experiments with a static routing method us-
ing the solution provided by the heuristic were carried
out. With this simulation study, the routing model results
may be validated and the errors intrinsic to the analytical
model, which provides the estimates for the o.f. may be
evaluated.
A discrete-event stochastic simulation platform was used
with the static routing model. The routing plan is the final
solution obtained after one of the heuristic versions was run,
and it does not change throughout the simulation, regardless
of the random variations of traffic offered to the network.
An initialization phase that lasts for a time twarm−up is fol-

lowed by a phase of data collection: information on the
number of offered calls and carried calls in the network for
each flow fs,s ∈ S , is gathered, until the end of the sim-
ulation. Considering this information, B( fs),∀s ∈ S can
be estimated. Subsequently, the values of the upper and
lower level o.f. related to blocking probabilities can also be
estimated. The number of carried calls in the network is
used to estimate the expected revenues.

In Tables 4 and 5, the analytical values and the simulation
results (average value ± half length of a 95% confidence
interval, computed by the independent replications method,
see e.g. [19]) of each o.f. are displayed. The simulation
results displayed in the table were obtained with a total
simulated time ttotal = 48 h and a warm-up time twarm−up =
8 h. It took about 30 minutes of CPU time to get the results
for both networks, in the computer mentioned earlier.

The analytical results and the corresponding static routing
model simulation results have similar magnitude, with the
analytical results slightly better than expected. The an-
alytical and the simulation results for WQ are close and
the analytical result for that o.f. is inside the 95% confi-
dence interval for all the heuristic versions for α = 0.0 and
α = 0.5. For α = 1.0, the analytical value of WQ is actu-
ally worse than the corresponding simulation result. Notice
that α = 1.0 corresponds to a situation of lower traffic load,
where in many instances all the offered calls of a certain ser-
vice are actually carried. In these situations, the blocking
estimate for that service is 0 and high values of the estimate
of WQ are obtained, surpassing the analytical values. Note
that in lower traffic load situations (α = 0.5 and α = 1.0),
the occurrence of blocking is a rare event. A well known
result in statistics is that in these cases the uncertainty in the
estimates is very high, as reflected in the very high relative
half length of the calculated 95% confidence intervals of
the blocking probabilities. Also for the situations of lower
traffic load the simulation results for BMm|Q are better than
the corresponding analytical value, again because of the
many instances throughout the executed simulations where
the blocking estimate for a certain service is 0.

The simulation and analytic results are different mainly
due to the imprecisions/inaccuracies intrinsic to the an-
alytic/numerical resolution, in particular those associated
with the simplifications of the traffic model, and the asso-
ciated error propagation. In this model, the overflow traffic
is treated as Poisson traffic and as a result, the analytical
model is simplified and tends to underestimate the blocking
probabilities in the network (and to overestimate the rev-
enues). The errors resulting from this simplification propa-
gate throughout the complex and lengthy numerical calcu-
lations associated with the resolution, for a great number of
times, of the large systems of implicit non-linear equations

used to calculate Bks and c
Q(B)
ks . Another simplification as-

sumed in the stochastic model for the traffic in the links
is the superposition of independent Poisson flows and in-
dependent occupations of the links. However, we believe
that the approximations in this model can be considered
appropriate in this context for practical reasons. In fact, if
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more complex models were used to represent the traffic and
to calculate the blockings, the computational burden would
become too heavy. Plus, these errors do not compromise
the inequality relations between the o.f. values, the compar-
ison of which is at the core of the multiobjective routing
optimization method. In fact, when the results obtained
with the basic heuristic HMOR-S2 and with HMOR-S2PAS

are compared, we observe a coherence in the analytical and
simulation results, in the sense that whenever the analytical
value of an o.f. is better for the (f) version than for the (i)
version, the same tends to happen with the average values
obtained with the static routing model simulation.

4. Conclusions and Further Work

This work began with a revision of a hierarchical bi-level
multiobjective routing model in MPLS networks consid-
ering alternative routing, two classes of service (with dif-
ferent priorities in the optimization model) and different
types of traffic flows in each class. The resolution of this
very complex routing optimization model was performed by
a heuristic, HMOR-S2PAS, which was also reviewed. This
procedure maintains the resolution framework of a previous
heuristic, HMOR-S2, but introduces and treats in a spe-
cial manner an archive of possible good solutions found
throughout the execution of the heuristic.
The heuristic approaches HMOR-S2 and HMOR-S2PAS

were applied to two new test networks, G and H , ob-
tained by a transformation of an original network in [6].
Various traffic matrices were considered, so as to include
in the study different situations of higher and lower traffic
load.
The analytical results for the different o.f. obtained with
both heuristic variants (without and with the Pareto archive)
were compared. The values of WQ were also compared with
the approximate ideal values obtained with the traffic matrix
provided by [6] and offered to networks G and H .
Furthermore, a comparison of the results obtained with the
proposed heuristic HMOR-S2PAS with results from a rout-
ing method based on a MCF approach, with lexicographic
optimization and the possibility of traffic splitting, similar
to the one in [7] was carried out. The results show that the
HMOR-S2PAS method provides consistently better values
for all the o.f. in most cases. In particular, the results for
the ‘fairness’ QoS o.f. BMm|Q are significantly better with
the proposed heuristic (where this parameter is explicitly
considered as an o.f.).
Concerning QoS related performance parameters, we may
conclude that the stochastic representation of the traffic
flows and the complete representation of the interactions
among all traffic flows of all types in our model allow for
better results. Nevertheless, notice that the values of WQ

and WB are very similar in both methods for lower traffic
loads (α = 0.5 and α = 1.0), due to the attenuated ef-
fects of the stochasticity of the traffic in these situations,
corresponding to low and extremely low blocking prob-
abilities.

The results show that the heuristic with an archive of non-
dominated solutions is always advantageous, both when the
blocking is higher (in this situation HMOR-S2PAS tends to
provide improved results for the routing problem) and lower
(in this situation HMOR-S2PAS tends to give an increased
insensitivity to the initial solution).
A more exact evaluation of the results of the heuristic was
accomplished with a discrete-event simulation platform. In
most cases, the analytical results and the static routing
model simulation results have similar magnitude. The dif-
ferences between them are due to inaccuracies intrinsic to
the analytic/numerical resolution, but which have not any
influence in the final routing solutions.
We conclude that the results obtained with analytic and
stochastic discrete-event simulation models confirm the ef-
fectiveness of the HMOR-S2PAS approach to route calcula-
tion and selection in multiservice networks.
An important remark is that the PAS variant is not more
complex than the basic heuristic. Nevertheless, the compu-
tational burden of either resolution approach is still heavy.
This is the major limitation of this type of routing method
and, as so, its potential practical application is currently re-
strained to networks with a limited number of nodes, such
as the core and intermediate (metro-core) level networks of
low dimension.
Further simplifications and improvements in the heuristic
resolution approaches will be the focus of future work.
The extension of the model to broader routing principles
(such as probabilistic load sharing or traffic splitting) and
an adaptation of the model, so that it can be applied to test
networks based on actual MPLS networks are also possible
subjects of future work.
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Abstract—Marketing campaigns directed to randomly se-

lected customers often generate huge costs and a weak re-

sponse. Moreover, such campaigns tend to unnecessarily an-

noy customers and make them less likely to answer to future

communications. Precise targeting of marketing actions can

potentially results in a greater return on investment. Usually,

response models are used to select good targets. They aim

at achieving high prediction accuracy for the probability of

purchase based on a sample of customers, to whom a pilot

campaign has been sent. However, to separate the impact of

the action from other stimuli and spontaneous purchases we

should model not the response probabilities themselves, but

instead, the change in those probabilities caused by the ac-

tion. The problem of predicting this change is known as uplift

modeling, differential response analysis, or true lift modeling.

In this work, tree-based classifiers designed for uplift mod-

eling are applied to real marketing data and compared with

traditional response models, and other uplift modeling tech-

niques described in literature. The experiments show that

the proposed approaches outperform existing uplift modeling

algorithms and demonstrate significant advantages of uplift

modeling over traditional, response based targeting.

Keywords— decision trees, information theory, marketing tools,

uplift modeling.

1. Introduction

When a customer is not completely anonymous, a com-
pany can send marketing offers directly to him/her. For
example an Internet retailer’s product offer can be sent by
e-mail or by traditional post; telecommunication operators
may advertise their services by SMS, voice calls or other
communication channels.
However, to make campaigns effective they should be di-
rected selectively to those who, with high probability, will
respond positively (will, e.g., buy a product, or visit a web
site). Properly targeted campaign will give a greater return
on investment than a randomly targeted one, and, what is
even more important, it will not annoy those who are not
interested in the offer. It is well known in the direct market-
ing community that campaigns do put off some customers.
There are however few methods available to identify them.
See [1]–[4] for more detailed information.
In this paper we experimentally verify the above claims
on real direct marketing data. The data is publicly avail-
able [5] and comes from an online retailer offering women’s
and men’s merchandise; the next section gives a more de-
tailed description. We test both standard, response based

models, as well as uplift approaches described in literature
and compare them with decision trees designed especially
for uplift modeling, which we introduced in [6], [7]. The
experiments verify that the uplift approach gives much bet-
ter marketing results. Moreover, we demonstrate that our
decision trees, designed especially for uplift modeling, out-
perform other uplift approaches described in literature.

2. Problem Statement

In this section, we describe the marketing data on which
we have tested our models. The dataset [5], provided on
Kevin Hillstrom’s MineThatData blog, contains results of
an e-mail campaign for an Internet based retailer. The
dataset [5] contains information about 64,000 customers
who last purchased within at most twelve months. The
customers were subjected to a test e-mail campaign:

− 1/3 were randomly chosen to receive an e-mail cam-
paign featuring men’s merchandise,

− 1/3 were randomly chosen to receive an e-mail cam-
paign featuring women’s merchandise,

− 1/3 were randomly chosen to not receive an e-mail.

The data describes customer behavior for two weeks after
the campaign. The details of the dataset are summarized
in Tables 1 and 2.

Table 1
Hillstrom’s marketing data: customers’ attributes

Attribute Definition
Recency Months since last purchase

History Segm Categorization of dollars spent in the
past year

History Actual dollar value spent in the past year

Mens 1/0 indicator, 1 = customer purchased
mens merchandise in the past year

Womens 1/0 indicator, 1 = customer purchased
womens merchandise in the past year

Zip Code Classifies zip code as urban, suburban,
or rural

Newbie 1/0 indicator, 1 = new customer in the
past twelve months

Channel Describes the channels the customer
purchased from in the past year
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Table 2
Hillstrom’s marketing data: type of e-mail campaign sent

and activity in the two following weeks

Attribute Definition
Segment E-mail campaign the customer received

Visit 1/0 indicator, 1 = customer visited web-
site in the following two weeks

Conversion 1/0 indicator, 1 = customer purchased
merchandise in the following two weeks

Spend Actual dollars spent in the following two
weeks

The author asked several questions to be answered based
on the data. Here we address the problem of predicting
the people who visited the site within the two-week pe-
riod (attribute Visit in Table 2) because they received the
campaign. The estimate was based by comparing customer
behavior on the treatment and control groups, i.e., compar-
ing customers who did and did not receive an e-mail.
During an initial analysis we have found that about 10.62%

of the people visited the site spontaneously, but after the
campaign (combined men’s and women’s) the visits in-
creased to 16.7%. Men’s merchandise campaign outper-
formed women’s, as the increase in visits was about 7.66%

(from 10.62% to 18.28%), while the women’s merchan-
dise campaign resulted in an increase of only 4.52% (from
10.62% to 15.14%).
Afterward, we used traditional response based targeting, as
well as uplift modeling based targeting to select the cus-
tomers for the campaign. Because there is a large difference
in response between treatment groups who received ad-
vertisements for men’s and women’s merchandise, the two
campaign types were analyzed, both jointly and separately.
In the first case, the treatment group consists of all those
who received an e-mail and the control group of those who
did not. In the second case, there are two treatment groups,
one for man’s and one for women’s merchandise campaign;
both treatment groups are analyzed separately with respect
to the same control group. Since the men’s merchandise
group showed little sensitivity to attribute values, our ex-
periments focused primarily on the women’s merchandise
group.
The following two sections give the literature overview, de-
scribe the uplift modeling methodology used and compare
it to the traditional predictive modeling. Section 5 presents
experimental results.

3. Uplift Modeling

In this section we give a more detailed overview of uplift
modeling and review available literature.
Traditionally used response models are built on a sample of
data about the customers. Each record in the dataset repre-
sents a customer and the attributes describe his/her charac-
teristics. In the propensity models, historical information

about purchases (or other success measures like visits) is
used, while in the response models, all customers have
been subject to a pilot campaign. A distinguished class
attribute informs on whether a customer responded to the
offer or not. Afterward, the data is used to build a model
that predicts conditional probability of response after the
campaign. This model is then applied to the whole cus-
tomer database to select people with high probability of
purchasing the product. The process is illustrated in Fig. 1.

Fig. 1. Response model creation process.

However, in reality, we can divide the customers into four
groups, i.e., those who:

– responded because of the action,

– responded regardless of the action (unnecessary
costs),

– did not respond and the action had no impact (un-
necessary costs),

– did not respond because the action had a negative

impact (e.g. a customer got annoyed by the campaign,
might even have churned).

Propensity models, as well as traditional response models
are not capable of distinguishing those four groups, while
uplift models can do that. This is because traditional mod-
els predict the conditional class probability

P(response|treatment),

while uplift models predict the change in behavior resulting
from the action

P(response|treatment)−P(response|no treatment).

Fig. 2. Uplift model creation process.

To build an uplift model, a random sample (the treatment

dataset) of customers is selected and subjected to the mar-
keting action. Disjoint sample is also selected (the con-

trol dataset), to which the action is not applied, and which
serves as the background against which the results of the
action will be measured. The model is now built for pre-
dicting the difference between class probabilities on the two
sets of data. The process is illustrated in Fig. 2.
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3.1. Literature Overview

The problem of uplift modeling has received little attention
in literature – a surprising fact, if one considers its practical
importance.
There exist two overall approaches to uplift modeling. The
first, obvious one is to build two separate classifiers. One
on the treatment and another on the control dataset (as
shown in Fig. 3). For each classified object class proba-
bilities predicted by the control model are subtracted from
those predicted by the treatment model, giving a direct es-
timate of the difference in behavior caused by the action.

Fig. 3. Uplift model based on two separate classifiers

This approach has a major disadvantage: the behavior of the
differences between class probabilities can be very differ-
ent than the behavior of the class probabilities themselves.
Thus, it is possible that the models will focus too much
on modeling the class in both datasets, instead of focusing
on the differences between them. The problem is exacer-
bated by the fact that the variation in the difference between
class probabilities is usually much smaller than variability
in class probabilities themselves. For example, in case of
decision trees, the double model approach does not nec-
essarily favor splits, which lead to different responses in
treatment and control groups, just splits, which lead to pre-
dictable outcomes in each of the groups separately, wasting
valuable data. See [1], [4], [8], [9] for details.
Let us now look at the second type of approaches, which
attempt to model the difference between treatment and con-
trol probabilities directly.
One of the first ‘native’ uplift modeling approaches builds
a single decision tree, by trying to maximize the uplift cri-
terion at each step [1]. The splitting criterion used by the
algorithm, called ∆∆P, selects tests, which maximize the
difference between the differences between treatment and
control probabilities in the left and right subtrees. This
corresponds to maximizing the desired difference, directly
in the fashion of greedy algorithms. More formally, sup-
pose we have a test A with outcomes a0 and a1. The ∆∆P

splitting criterion is defined as

∆∆P(A) =
∣
∣
(
PT (y0|a0)−PC(y0|a0)

)

−

(
PT (y0|a1)−PC(y0|a1)

)∣
∣
,

where y0 is a selected (positive) class. The calculation of
the criterion for subtree is illustrated in Fig. 4.

While the original ∆∆P criterion works only for binary trees
and two-class problems, we have generalized it in [6], [7]
to multiway splits and multiclass problems to make com-
parisons with other methods easier.

Fig. 4. An example calculation of the ∆∆P criterion

The first paper explicitly discussing uplift modeling was [3].
It presents an extensive motivation including several used
cases. Recently, a detailed description of their decision tree
learning algorithm has been published in [4]. The decision
trees have been adapted to the uplift case by using a split-
ting criterion, based on statistical tests of the differences
between treatment and control probabilities introduced by
the split. There is also a variance based pruning technique.
See [4] for more details.
Other approaches to uplift modeling include modifications
of the naive Bayesian classifier and logistic regression [10],
or different approaches to uplift decision tree learning, see
e.g., [9].
In [6], [7] we have presented another algorithm for learning
uplift decision trees. Our approach follows the more mod-
ern tree learning algorithms which use information theory
for test selection. We describe it in the next section.

4. Information Theory Based Uplift
Decision Trees

In [6], [7] we presented an approach to uplift decision tree
learning more in the spirit of modern learning algorithms
(such as Quinlan’s C4.5 [11]) with tests selected based on
information theoretical measures, and overfitting controlled
by tree pruning. The first paper presented the case where
all customers receive and identical offer, the second ex-
tended the approach to the case when multiple treatments
are possible. In the remaining part of the paper we only
deal with the single treatment case. This section provides
a description of those algorithms, which, while being quite
thorough, leaves out several details. The reader is referred
to [6], [7] for a full description.

4.1. Notation

Let us now introduce the notation used in this section.
Recall that nonleaf nodes in a decision trees are labeled
with tests [11]. We create a single test for each categor-
ical attribute, the outcomes of this test are all attribute’s
values. For each numerical attribute X we create tests of
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the form X < v, where v is a real number. Tests will be
denoted with uppercase letter A and the class attribute with
the letter Y . Values from the domains of attributes and
test outcomes will be denoted by corresponding lowercase
letters, e.g., a will denote an outcome of a test A, and y

a specific class; ∑a denotes the sum over all outcomes of
a test A, and ∑y the sum over all classes.
We need to introduce special notation reflecting the fact,
that, contrary to the standard Machine Learning setting, we
now have two training datasets: treatment and control. The
probabilities estimated from the treatment dataset will be
denoted by PT and those estimated from the control dataset
by PC. We assume that Laplace correction is used while
estimating the probabilities PT and PC.
Additionally, let NT and NC denote the number of records
in the treatment and control samples respectively, and
NT (a) and NC(a), the number of records in which the
outcome of a test A is a. Finally let N = NT + NC and
N(a) = NT (a)+ NC(a).

4.2. Splitting Criteria

One of the most important aspects of a decision tree learn-
ing algorithm is the criterion used to select tests in the
nodes of the tree. In this section we present two uplift spe-
cific splitting criteria. Instead of using the target quantity
directly, we attempt to model the amount of information

that a test gives about the difference between treatment and
control class probabilities. In [6], [7] we stated several pos-
tulates which an uplift splitting criterion should satisfy, and
proved that our criteria do indeed satisfy them.
The splitting criteria we propose are based on distribution
divergences [12]–[15] – information theoretical measures
of differences between distributions. We use two distri-
bution divergence measures, the Kullback-Leibler diver-
gence [12], [14] and the squared Euclidean distance [13].
Those divergences, from a distribution Q = (q1, . . . ,qn) to
a distribution P = (p1, . . . , pn), are defined respectively as

KL(P : Q) = ∑
i

pi log
pi

qi

,

E(P : Q) = ∑
i

(pi −qi)
2
.

Given a divergence measure D, our splitting criterion is

Dgain(A) = D
(
PT (Y ) : PC(Y )|A

)
−D

(
PT (Y ) : PC(Y )

)
,

where A is a test and D
(
PT (Y ) : PC(Y )|A

)
, the condi-

tional divergence defined below. Substituting for D the
KL-divergence and squared Euclidean distance divergence
we obtain our two proposed splitting criteria, the KLgain

and Egain.
To justify the definition, note that we want to build the
tree, in which the distributions in the treatment and control
groups differ as much as possible. The first part of the
expression picks a test, which leads to most divergent class
distributions in each branch; from this value we subtract the
divergence between class distributions on the whole dataset

in order to measure the increase or gain of the divergence
resulting from splitting with test A. This is analogous to
entropy gain [11] and Gini gain [16] used in standard de-
cision trees. In fact, one of our postulates was that, when
the control dataset is missing the splitting criteria should
reduce to entropy and Gini gains respectively [6].
Conditional KL-divergences have been used in litera-
ture [14] but the definition is not directly applicable to our
case, since the probability distributions of the test A differ
in the treatment and control groups. We have thus defined
conditional divergence as:

D(PT (Y ) : PC(Y )|A) = ∑
a

N(a)

N
D

(

PT (Y |a) : PC(Y |a)

)

.

(1)

The relative influence of each test value is proportional to
the total number of training examples falling into its branch
in both treatment and control groups.

4.3. Correcting for Tests with Large Number of Splits

and Imbalanced Treatment and Control Splits

In order to prevent a bias towards tests with high number of
outcomes decision, tree learning algorithms normalize the
information gain dividing it by the information value of the
test itself [11]. In our case the normalization factor is more
complicated, as the information value can be different in the
control and treatment groups. Moreover, it is desirable to
punish tests, which split the control and treatment groups
in different proportions, since such splits indicate that the
test is not independent from the assignment of cases to the
treatment and control groups.
The proposed normalization value for a test A is given by

I(A) = H

(
NT

N
,

NC

N

)

KL(PT (A) : PC(A))

+
NT

N
H(PT (A))+

NC

N
H(PC(A))+

1

2
, (2)

for the KLgain criterion, and

J(A) = Gini

(
NT

N
,

NC

N

)

E(PT (A) : PC(A))

+
NT

N
Gini(PT (A))+

NC

N
Gini(PC(A))+

1

2
,

for the Egain criterion.

The first term is responsible for penalizing uneven splits.
The unevenness of splitting proportions is measured us-
ing the divergence between the distributions of the test
outcomes in the treatment and control datasets. How-
ever, penalizing uneven splits only makes sense if there
is enough data in both treatment and control groups. The

KL(PT (A) : PC(A)) term is thus multiplied by H
(

NT

N
,

NC

N

)

,

which is close to zero when there is a large imbalance be-
tween the number of data in treatment and control groups
(analogous, Gini based measures are used for Egain). The
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following two terms penalize tests with large numbers of
outcomes, just as in classification decision trees [11]. The
final 1

2
term prevents the division by very small normal-

ization factors from inflating the value of the splitting cri-
terion for tests with highly imbalanced outcome probabil-
ities. Notice that when NC = 0 the criterion reduces to
H(PT (A))+ 1

2
which is identical to normalization used in

standard decision tree learning (except for the extra 1

2
). Af-

ter taking the normalization into account, the final splitting
criteria become

KLratio(A)

I(A)
, and

Eratio(A)

J(A)
.

4.4. Application of the Tree

Once the tree has been built, its leaves correspond to sub-
groups of objects, for which the treatment and control class
distributions differ. The question now is how to apply the
tree to make decisions on whether the marketing action
should be applied to customers falling into a given leaf.
To this end, we annotate each leaf with an expected profit,
which can also be used for scoring new customers.
The assignment of profits uses an approach similar
to [1], [9]. Each class y is assigned to profit vy, that is, the
expected income if a given object (whether treated or not)
falls into this class. If each object in a leaf l is targeted, the
expected profit (per object) is equal to −c + ∑y PT (y|l)vy,
where c is the cost of performing the action. If no object
in l is targeted, the expected profit is ∑y PC(y|l)vy. Com-
bining the two, we get the following expected gain from
treating each object falling into l:

−c +∑
y

vy

(
PT (y|l)−PC(y|l)

)
. (3)

4.5. Pruning

Decision tree pruning has decisive influence on the per-
formance of the model. There are several pruning meth-
ods, based on statistical tests, Minimum Description Length
principle, and others [11], [17]–[19].
We chose the simplest, but nevertheless effective pruning
method based on using a separate validation set [17], [18].
For the classification problem, after the full tree has been
built on the training set, the method traverses the tree bot-
tom up and tests, for each node, whether replacing the sub-
tree rooted at that node with a single leaf would improve
accuracy on the validation set. If this is the case, the sub-
tree is replaced, and the process continues.
Applying this method to uplift modeling required an ana-
logue of classification accuracy. To this end we have de-
vised a measure of improvement called the maximum class

probability difference, which can be viewed as a general-
ization of classification accuracy to the uplift case. The
idea is to look at the differences between treatment and
control probabilities in the root of the subtree and in its
leaves, and prune if, overall, the differences in leaves are
not greater than the difference in the root. In each node we
only look at the class, for which the difference was largest

on the training set, and in addition remember the sign of
that difference such that only differences, which have the
same sign in the training and validation sets contribute to
the increase of our criterion.
More formally, while building the tree on the training set,
for each node t, we store the class y∗(t), for which the differ-
ence

∣
∣PT (y∗|t)−PC(y∗|t)

∣
∣ is maximal, and also remember

the sign of this difference s∗(t) = sgn(PT (y∗|t)−PC(y∗|t)).
During the pruning step, suppose we are examining a sub-
tree with root r and leaves l1, . . . , lk. We calculate the fol-
lowing quantities with the stored values of y∗ and s∗, and
all probabilities computed on the validation set:

d1(r) =
k

∑
i=1

N(li)

N(r)
s∗(li)

(
PT (y∗(li)|li)−PC(y∗(li)|li)

)
,

d2(r) = s∗(r)
(
PT (y∗(r)|r)−PC(y∗(r)|r)

)
,

where N(li) is the number of validation examples (both
treatment and control) falling into the leaf li. The first
quantity is the maximum class probability difference of the
unpruned subtree and the second is the maximum class
probability difference we would obtain on the validation
set, if the subtree was pruned and replaced with a single
leaf. The subtree is pruned if d1(r) ≤ d2(r).
The class y∗ is an analogue of the predicted class in stan-
dard classification trees. In [7] we describe the relation
of maximum class probability difference to classification
accuracy.

5. Experimental Evaluation on Direct
Marketing Data

We now present an application of uplift models, as well
as traditional response models to the problem of selection
of customers for an e-mail campaign based on the data de-
scribed in Section 2. The target is to maximize the num-

Table 3
Models used in the experiments

Response models
SingleTree.E Decision tree model based on the Eratio

criterion

SingleTree.KL Decision tree model based on the
KLratio criterion

SingleTree.J48 Decision tree model based on J48
Weka implementation

Uplift models
UpliftTree.E Uplift decision tree based on the Eratio

criterion

UpliftTree.KL Uplift decision tree based on the
KLratio criterion

DoubleTree.J48 Separate decision trees for the treat-
ment and control groups (J48 Weka im-
plementation)
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ber of visits to the web site that were driven by the cam-
paign.
We compared six different models, three response models
and three uplift models (Table 3).
The models were evaluated using 10× 10 crossvalidation,
all figures present results obtained on the test folds.
We begin by building models with both types of campaign
e-mails treated jointly. The results for traditional response
models are presented in Fig. 5. The figure shows cumula-
tive percent of total page visits for customers sorted from
the highest to the lowest score. The area under the curve
for each model is included in the legend. The given value
is the actual area under the curve, from which the area
under the diagonal line corresponding to random selection
is subtracted. The greater the area, the better. We can see
that all traditional response models perform much better at
predicting who will visit the site than random selection.

Fig. 5. Cumulative visits ( lift) predicted by classification models
built just on the treatment dataset.

Fig. 6. Cumulative incremental visits ( uplift) predicted by clas-
sification models built just on the treatment dataset.

Traditional models predict all possible visits, so they indi-
cate as positive customers visit the site spontaneously, as
well as those who visit as a result of the campaign. How-

ever, those models are not successful in predicting new
visits. To indicate this, Fig. 6 shows the cumulative percent-
age (of the total population) of the new visits. The curve is
obtained by subtracting two gain curves (such as those used
in Fig. 5): the one obtained on the control dataset from the
one obtained on the treatment dataset. Areas under those
curves are also indicated. Fig. 7 includes the same results
for dedicated uplift models.

Fig. 7. Cumulative incremental visits ( uplift) predicted by uplift
models built on treatment and control datasets.

Results presented in Fig. 6 and Fig. 7 show that tradi-
tional response models are very poor in predicting uplift,
i.e., which customers are likely to visit the site because of
the campaign (areas under their uplift curves are practically
equal to random selection), even though they are highly
effective in predicting who will visit the site, i.e., com-
bined spontaneous and campaign induced visits. This is
not what a marketer is looking for, because targeting cus-
tomers, which have high response scores does not generate
a tangible increase in the number of visits.

In contrast, uplift models perform much better at predicting
new visits. This is especially true for the model based on
the Eratio criterion, which very significantly outperformed
all response based models. The KLratio based model per-
formed much worse than the Eratio based, but still outper-
forms traditional response models. The approach based on
two separate models also performed poorly, confirming the
superiority of dedicated uplift approaches.

Below, we show two top levels of an uplift decision tree
for combined men’s and women’s merchandise campaigns
(UpliftTree.E built on one of the crossvalidation folds). The
womens attribute gives the most information about the in-
crease in visits, and is placed in the root of the tree. It splits
the data more or less in half. In a subgroup of 55.3% of
the customers (womens = 1) we reached an uplift of 7.9%

and in 45% of this subgroup (zip code = Suburban) an up-
lift of 8.4%. This is much more than the average uplift of
6.1%. In a small group (womens = 0, history ≥ 1621.49)
the uplift is negative (−17.3%); the campaign had a nega-
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tive effect on this group (note that these are highly valuable
customers who made large purchases before).

UpliftTree.E (Combined campaigns):
Total uplift = 6.1%

− [44.7%] womens = 0: upli f t = 3.8%

– [0.1%] history ≥ 1621.49: upli f t = −17.3%

– [99.9%] history < 1621.49: upli f t = 3.9%

− [55.3%] womens = 1: upli f t = 7.9%

– [14.8%] zip code = Rural: upli f t = 5.9%

– [45.0%] zip code = Suburban: upli f t = 8.4%

– [40.2%] zip code = Urban: upli f t = 8.1%

Next, new models were built on women’s and men’s mer-
chandise campaign data separately. As the results for the
men’s merchandise campaign showed little dependence on
customers’ attributes, we show only the results for the
women’s merchandise campaign. The results are presented
in Figs. 8, 9 and 10). The advantage of uplift models is
much more pronounced than in the case of both campaigns
treated jointly. The KLratio based model worked very well
in this case, its performance was practically identical to
that of the Eratio based model, and much better than the
performance of the model based on two separate decision
trees. It is enough to target just about half of the customers
to achieve results almost identical to targeting the whole
database.

Fig. 8. Cumulative visits (lift) after the women’s merchandise
campaign predicted by classification models built just on the treat-
ment dataset.

We now look at the top two levels of an uplift tree model
build on the data from women’s merchandise campaign.
We can see that also for this group the women’s attribute
is very important. In a group of 55.3% of the customers
(womens = 1) the uplift is 7.3%. It means that by di-
recting the campaign to this group we can encourage
55.3% × 7.3% = 4.04% of the total population to visit
our site.

Fig. 9. Cumulative incremental visits (uplift) after women’s cam-
paign predicted by classification models built just on the treatment
dataset.

Fig. 10. Cumulative incremental visits (uplift) after women’s
campaign predicted by uplift models built on the treatment and
control datasets.

UpliftTree.E (Women’s merchandise campaign):
Total uplift = 4.5%

− [44.9%] womens = 0: upli f t = 1.1%

– [0.2%] history ≥ 1618.85: upli f t = −26.3%

– [99.8%] history < 1618.85: upli f t = 1.1%

− [55.3%] womens = 1: upli f t = 7.3%

– [0.9%] history ≥ 1317.02: upli f t = −9.4%

– [99.1%] history < 1317.02: upli f t = 7.5%

6. Conclusions

Our experiments confirm the usefulness of uplift modeling
in campaign optimization. Using uplift models, we can
predict new buyers much more precisely than using tradi-
tional response or propensity approaches. The effectiveness
in predicting new visits by response models is low, even if
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accuracy of predicting all visits is high. The reason for
this is that the response models do not distinguish between
spontaneous and new buyers. Quite often, the spontaneous
hits are more frequent, and the models tend concentrate on
them. Only if the uplift is correlated with the class itself,
the response models are able to indicate new buyers.
Additionally, our experiments confirm that dedicated up-
lift modeling algorithms are more effective than the naive
approach based on two separate models.
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Abstract—A cross-layer network optimization problem is con-

sidered. It involves network and transport layers, treating

both routing and flows as decision variables. Due to the non-

convexity of the capacity constraints, when using Lagrangian

relaxation method a duality gap causes numerical instabil-

ity. It is shown that the rescue preserving separability of the

problem may be the application of the augmented Lagrangian

method, together with Cohen’s Auxiliary Problem Principle.

Keywords—decomposition, flow control, Lagrangian relaxation,

networks, optimization, routing, TCP/IP.

1. Introduction

In the standard approach TCP congestion control together
with active queue management (AQM) algorithms at-
tempted to maximize aggregated utility over source rates,
assuming that routing is given and fixed at the timescale of
interest. However, it seems that it would be more profitable,
when we will treat TCP and IP layers together and max-
imize cross-layer utility at the timescale of route changes.
The integrated routing and network flow control problem
was first addressed by Wang, Li, Low and Doyle [1] and
independently by Jaskóła and Malinowski [2]. Unfortu-
nately, due to the nonconvexity of the constraints’ func-
tions, the algorithm based on the price method (Lagrangian
relaxation) is numerically unstable. Duality gap is the rea-
son of problems [1]. The paper shows how this gap can be
overcome, while not losing separability of the problem.

2. Problem Formulation

Our goal is to maximize the sum of utilities of all con-
nections with respect to routing and flows over the whole
network, taking into account the capacities of links.
Formally, the optimization problem can be described as
follows:

max
x∈X ,R∈R

∑
s∈S

Us(xs) , (1)

Rx ≤ c, R = [ri j]L×S
, (2)

where:

xs – flow from the source s to a (single) destination
node;

x ∈ X ⊂ R
S – vector of all flows;

S – the set of all sources;
X – the set of admissible flows; it is a Cartesian

product of intervals Xs belonging to nonnega-
tive half lines;

Us – the sources’ (connections’) utility functions; it
is assumed, that they are strictly concave and
continuous;

L – the set of all links;
R – the matrix of binary elements with the num-

ber of rows equal the number of links L and
the number of columns equal the number of
sources (active connections at a given time);
the element rls equals 1 when the link l be-
longs to a path from the source s to a given
destination node;

Rs – s-th column of the matrix R;
Rs – the set of all possible vectors representing

paths from s to a given destination node;
R – the set of all possible matrices, that is all pos-

sible combinations of vectors from the sets Rs;

c ∈ R
L
+ – links capacity vector.

3. The Standard Price Decomposition
Method

The Lagrangian for the problem (1)–(2) is as follows:

L(x,R,λ ) = ∑
s∈S

Us(xs)−∑
l∈L

λl

(

∑
s∈S

rlsxs − cl

)

= ∑
s∈S

(

Us(xs)− xs ∑
l∈L

λlrls

)

+ ∑
l∈L

λlcl , (3)

where λl are nonnegative Lagrange multipliers. Due to the
duality theory, this Lagrangian will be further maximized

51



Andrzej Karbowski

with respect to x and R and minimized with respect to λ [3].
The iteration in the standard price method consists of two-
steps [1]:

1. Solve the primal problem

(x(t),R(t)) = arg max
x∈X ,R∈R

∑
s∈S

(

Us(xs)−xs ∑
l∈L

λl(t)rls

)

.

(4)

Let us notice that owing to the specific structure and
the nonnegativity of xs for all s the overall optimiza-
tion problem (4) can be decomposed in the following
way:

max
x∈X

max
R∈R

∑
s∈S

(

Us(xs)− xs ∑
l∈L

λl(t)rls

)

=

= ∑
s∈S

max
xs∈Xs

[

Us(xs)+ max
Rs∈Rs

(

− xs ∑
l∈L

λl(t)rls

)]

= ∑
s∈S

max
xs∈Xs

[

Us(xs)− xs min
Rs∈Rs

(

∑
l∈L

λl(t)rls

)]

. (5)

From the final form of Eq. (5) it is seen, that [1]:

– the primal problem (4) can be decomposed into
a family of problems assigned to subsequent
sources s with local variables xs,r1s,r2s, . . .

which can be solved independently,

– the inner optimization minRs∈Rs ∑l∈L λl(t)rls for
the given source index s (and its connection to
a destination node) is simply the shortest path
problem with metrics defined by Lagrange mul-
tipliers λl(t), l = 1,2, ... .

Summing up, the problem (4) may be solved by solv-
ing for every source s ∈ S:

• The shortest path problem:

Rs(t) = arg min
Rs∈Rs

∑
l∈L

λl(t)rls . (6)

Let us denote the optimal value of the perfor-
mance index in Eq. (6) as ds(t), that is:

ds(t) = ∑
l∈L

λl(t)rls(t) . (7)

• The flow optimization problem:

max
xs∈Xs

(Us(xs)− xsds(t)) . (8)

2. Modify Lagrange multipliers so as to get a better
approximation of the solution of the dual problem
minλ≥0[LD(λ ) = maxx∈X ,R∈R L(x,R,λ )]

λl(t+1)=max

(

0,λl(t)+ρ

(

∑
s∈S

rls(t)xs(t)−cl

))

, l∈L,

(9)

where ρ > 0 is a properly chosen step coefficient.

Unfortunately, this algorithm is unstable [1]. The reason
is a duality gap caused by the nonconvexity of capacity
constraint (2) and the discrete character of variables rls.

4. Augmented Lagrangian Approach
and Auxiliary Problem Principle

in Cross-Layer Optimization

In optimization problems where the duality gap is
present, we use augmented Lagrangian or, in other words,
shifted penalty function method [3], [4], [5]. For the prob-
lem (1)–(2) it will have the form:

La(x,R,λ)=∑
s∈S

Us(xs)−
1

2
∑
l∈L

ρl

{[

max

(

0,

(

∑
s∈S

rlsxs−cl

)

+

+
λl

ρl

)]2

−

(
λl

ρl

)2}

= ∑
s∈S

Us(xs)+

−

1

2
∑
l∈L

ρl

ρ2

l

{[

ρl max

(

0,

(

∑
s∈S

rlsxs − cl

)

+

+
λl

ρl

)]2

−ρ2

l

(
λl

ρl

)2}

= ∑
s∈S

Us(xs)+

−

1

2
∑
l∈L

1

ρl

{[

max

(

0,λl + ρl

(

∑
s∈S

rlsxs+

−cl

))]2

−λ 2

l

}

, (10)

where ρl, l ∈ L are penalty coefficients.

The solution of the problem (1)-(2) is sought, as before, by
solving the minimax problem:

min
λ≥0

max
x∈X ,R∈R

La(x,R,λ ) . (11)

Augmented Lagrangians have one serious drawback – due
to the quadratic terms (in our case – squares of the sums
of products of variables) they are not separable, that is the
optimization problem is not decomposable.
The easiest way to transform the augmented Lagrangian to
a separable form consists in the application of so-called
Auxiliary Problem Principle proposed by Cohen [6], [7].
This principle says, that if we want to solve the problem:

max
u∈U

J1(u)+ J2(u) , (12)

where J1 is an additive (that is separable), strictly concave
functional, while J2 is a differentiable, nonadditive, not nec-
essarily strictly concave, functional, we may instead solve
a sequence of auxiliary problems:

u(t + 1) = argmax
u∈U

[

G
u(t)
ε (u) =

εJ1(u)+ε < J′
2
(u(t)),u >−K(u)+<K′(u(t)),u>

]

. (13)

In the above expression, < ., . > denotes the scalar product,
ε > 0 – a constant parameter, t is the index of iteration and

K(u) = ||u||22 . (14)

In short, the idea of this transformation lies in the lin-
earization of the nonseparable component and addition of
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a regularizing, strictly concave, proximal component (more
precisely, the subtraction of a strictly convex proximal com-
ponent ||u−u(t)||2

2
, with accuracy to the constant ||u(t)||2

2
,

which does not influence the optimization).
In the case of our problem (1)–(2) with the augmented
Lagrangian Eq. (10):

u =

[
x

R

]

, (15)

J1(u) = ∑
s∈S

Us(xs) , (16)

J2(u)=−

1

2
∑
l∈L

1

ρl

{[

max

(

0,λl +ρl

(

∑
s∈S

rlsxs−cl

))]2

−λ 2

l

}

(17)
and

G
u(t)
ε (u) = ε ∑

s∈S

Us(xs)− ε ∑
s∈S

{

∑
l∈L

[

max

(

0,λl+

+ρl

(

∑
v

rlv(t)xv(t)− cl

))

rls(t)xs+

+max

(

0,λl + ρl

(

∑
v

rlv(t)xv(t)− cl

))

xs(t)rls

]}

+

−∑
s∈S

(

x2

s + ∑
l∈L

r2

ls

)

+ 2 ∑
s∈S

xs(t)xs + 2 ∑
s∈S

∑
l∈L

rls(t)rls . (18)

5. Decomposition Scheme
and the Algorithm

Grouping together and rearranging terms dependent on the
same variables in (18), we will get:

G
u(t)
ε (u) = ∑

s∈S

[

εUs(xs)− x2

s + 2xs(t)xs+

−ε ∑
l∈L

max

(

0,λl + ρl

(

∑
v

rlv(t)xv(t)− cl

))

rls(t)xs

]

+

−∑
s∈S

∑
l∈L

[

r2

ls −2rls(t)rls + ε max

(

0,λl+

+ρl

(

∑
v

rlv(t)xv(t)− cl

))

xs(t)rls

]

. (19)

Let us notice that for rls ∈ {0,1}, r2

ls = rls, so we will finally
get:

G
u(t)
ε (u) = ∑

s∈S

{

εUs(xs)− x2

s +

[

2xs(t)+

−ε ∑
l∈L

max

(

0,λl + ρl

(

∑
v

rlv(t)xv(t)− cl

))

rls(t)

]

xs

}

+

−∑
s∈S

∑
l∈L

{[

1−2rls(t)+ ε max

(

0,λl+

+ρl

(

∑
v

rlv(t)xv(t)− cl

))

xs(t)

]

rls

}

. (20)

Let us denote now:

V
u(t)
s (xs,λ ,ε,ρ) = εUs(xs)−x2

s +

+

[

2xs(t)−ε∑
l∈L

max

(

0,λl +ρl

(

∑
v

rlv(t)xv(t)−cl

))

rls(t)

]

xs ,

(21)

ϕ
u(t)
ls (λl,ε,ρl) = 1−2rls(t)+

+ε max

(

0,λl + ρl

(

∑
v

rlv(t)xv(t)− cl

))

xs(t) . (22)

With this notation the function G
u(t)
ε (u) can be written as:

G
u(t)
ε (u) = ∑

s∈S

V
u(t)
s (xs,λ ,ε,ρ)−∑

s∈S
∑
l∈L

ϕ
u(t)
ls (λl,ε,ρl)rls ,

(23)

and the primal optimization problem max
x∈X ,R∈R

La(x,R,λ )

with the augmented Lagrangian (10) is equivalent to the
following auxiliary problem:

max
x∈X ,R∈R

[

G
u(t)
ε (u)=∑

s∈S

V
u(t)
s (xs,λ ,ε,ρ)−∑

s∈S
∑
l∈L

ϕ
u(t)
ls (λl,ε,ρl)rls

]

=

= max
x∈X

∑
s∈S

V
u(t)
s (xs,λ ,ε,ρ)−min

R∈R
∑
s∈S

∑
l∈L

ϕ
u(t)
ls

(λl,ε,ρl)rls =

= ∑
s∈S

[

max
xs∈Xs

V
u(t)
s (xs,λ ,ε,ρ)− min

Rs∈Rs
∑
l∈L

ϕ
u(t)
ls (λl,ε,ρl)rls

]

.

(24)

Let us notice that the structure of the problem (24) is
very similar to the problem (4), but the decomposition
scheme goes further, because actually for a given λ we
got a complete separation of the shortest path problems
(variables rls), from the flow optimization problems (vari-
ables xs).
The simplest gradient steepest descent algorithm of modi-
fication of the Lagrange multipliers due to Eq. (10) will be
the following:

λl(t + 1) = λl(t)

(

1−
β

ρl

)

+

+
β

ρl

max

(

0,λl(t)+ ρl

(

∑
s∈S

rls(t)xs(t)− cl

))

. (25)

The values of parameters should be chosen from the inter-
vals [7]:

0 < β ≤ min
l∈L

ρl, 0 < ε <

b

τ2 max
l∈L

ρl

, (26)

where b,τ are, respectively, Lipschitz constants of the func-
tion K (14) and the constraint function (2).
Summing up, the iteration of the modified, based on aug-
mented Lagrangian approach, algorithm will be as follows:

1. Solve the primal problem, decomposed into the fam-
ily of independent problems for every source s ∈ S:

xs(t) = arg max
xs∈Xs

V
u(t)
s (xs,λ (t),ε,ρ) , (27)

rls(t) = arg min
Rs∈Rs

∑
l∈L

ϕ
u(t)
ls (λl(t),ε,ρl)rls . (28)
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Functions V
u(t)
s and ϕ

u(t)
ls

are defined by Eqs. (21)
and (22).

2. Modify Lagrange multipliers for all links l ∈ L

λl(t + 1) = λl(t)

(

1−
β

ρl

)

+

+
β

ρl

max

(

0,λl(t)+ ρl

(

∑
s∈S

rls(t)xs(t)− cl

))

. (29)

The presented approach was implemented and thoroughly
tested on many big networks generated by Netgen [8]. The
results proved its high effectiveness [9], [10].
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Abstract—The paper concerns bandwidth allocation problem

on the telecommunication market where there are many sell-

ers and buyers. Sellers offer the bandwidth of telecommu-

nication links. Buyers are interested in the purchase of the

bandwidth of several links that makes up an end-to-end con-

nection between two nodes of telecommunication network. We

analyze three auction models supporting such a bandwidth

exchange: NSP (network second price), BCBT (model for

balancing communication bandwidth trading) and BCBT-CG

which is a modification of BCBT that applies column genera-

tion technique. All of these models concern divisible network

resources, treat bandwidth of telecommunication links as an

elementary commodity offered for sale, and allow for purchas-

ing bandwidth along multiple paths joining two telecommuni-

cation nodes. All of them also aim at maximizing the social

welfare. Considered auction models have been compared in

the respect of economic and computational efficiency. Exper-

imental studies have been performed on several test instances

based on the SNDlib library data sets.

Keywords—bandwidth auctions, divisible commodities, end-to-

end connections, multi-commodity trade, multi-path routing.

1. Introduction

In this paper we consider a bandwidth market [1], [2] on
which many sellers and many buyers are interested in the
exchange of the links’ bandwidth. The bandwidth of link
is an elementary network resource that allows for trans-
mitting some amount of data between two telecommunica-
tion nodes over given period of time. Telecommunication
network consists of many nodes connected by numerous
links. Therefore, on the bandwidth market there are typ-
ically many different network resources that may be of-
fered for sale by different sellers, e.g., companies laying
cables, network providers and other telecommunication link
owners. Generally, the buyers, such as network providers,
service providers and geographically spread organizations
want to purchase the bandwidth of several links to realize
specific network services.
Here, we focus on the case, in which buyers are interested
in obtaining end-to-end connections. The end-to-end con-
nection is a network service that allows for transmitting
data between two arbitrary nodes in the telecommunication
network. These nodes do not have to be directly connected
by single link, but they may be joined by a path consisting
of many links. Thus, in order to provide an end-to-end
connection with predefined capacity, path(s) joining source
and destination nodes of this end-to-end connection have

to be determined and bandwidth of those path(s) has to be
allocated to this end-to-end connection.

Each buyer or seller participates in the bandwidth exchange
in order to achieve one’s individual goals. The buyer de-
rives utility from getting the end-to-end connection and he
wants to purchase this end-to-end connection for the mini-
mum price. The difference between buyer’s utility and the
end-to-end connection price defines one’s net benefit from
the trade. On the other hand the seller incurs the cost of
network resource and he wants to sell the network resource
for the maximum price. The difference between the net-
work resource price and the seller’s cost defines one’s net
benefit from the trade. Rational market participants aims
at maximization of their net benefits.

The sum of all market participants’ net benefits is called
social welfare. From the global point of view it is desir-
able to ensure economic efficiency of bandwidth market
in terms of social welfare. In other words, the problem is
to determine the allocation of network resources offered
for sale to end-to-end connections offered for purchase that
will result in the maximum social welfare. This problem
is complicated by the fact that the buyers’ utilities and
sellers’ costs are their private information and market par-
ticipants may not have interest in sincerely eliciting this
information.

Currently, the bandwidth market is organized on the basis
of bilateral agreements. This means that the trade is car-
ried out by making deals between one seller and one buyer
that have to negotiate with each other the contract terms.
Because no one is encouraged to reveal one’s private in-
formation, these negotiations are often very complex and
time consuming. Also, the details about transactions are
rather privately held than publicly announced information.
This makes the whole trading process non-transparent and it
limits access to important market related data (e.g., prices).
If there are many paths realizing specific end-to-end con-
nection, the buyer having limited information about links’
prices may have difficulties in determining the cheapest
one. Moreover, bilateral agreements do not support buyer
in obtaining end-to-end connection when this end-to-end
connection cannot be provided by a single seller. In such
a case the buyer must independently negotiate with sev-
eral owners of links to realize desired end-to-end connec-
tion. This leads to the risk of purchasing incomplete set
of links if the trade negotiations fail with one of seller,
whereas agreements with other sellers would be drawn up
and signed.
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Thus, there is a need for more sophisticated organization
of bandwidth market. Some authors [3], [4] claim that
the introduction of new forms of bandwidth trading is only
a matter of time. One of the key aspects that may facilitate
this process is a development and application of new market
mechanisms, such as bandwidth auctions [4].

2. Bandwidth Auction Models

Auction is one of the oldest way of performing the trade on
the market. It is characterized by the fact that it defines the
kind of offers the auction participants may submit to report
their willingness of selling or purchasing commodities be-
ing traded and that it defines the formal rules that allow on
the basis of submitted offers to determine what commodi-
ties are sold or bought by each auction participant. The
formal rules of the auction are typically divided into the
allocation rule that determines the amount of commodities
being exchanged between each buyer and seller, and the
pricing rule that sets revenues of sellers and payments of
buyers.

2.1. Overview of Bandwidth Auctions

In literature, there are many auction models that support
end-to-end connection trading on the bandwidth market.
These models make different assumptions about the band-
width auction.
One of the most important assumptions relates to the num-
ber of network providers that may participate in the band-
width auction as a seller. One group of the models [5]–[10]
concerns one-sided auction, in which the bandwidth of all
telecommunication links is offered for sale by one auction-
eer to many buyers. Mostly, the auctioner is, or acts on
behalf of, a provider that owns or manages the telecommu-
nication network. Although some of these models [8]–[10]
can be used to trade network resources owned by dif-
ferent providers, they require that all of them pass their
true private information to the auctioneer. Therefore, these
auction models do not take into account that the network
resource providers may act strategically competiting with
each other.
However, proceeding bandwidth market liberalization fa-
vors competition between providers and it seems that above
assumption may be too restrictive. So, there is a need of
market mechanisms that would allow to perform the band-
width exchange between many sellers and many buyers. It
is even believed that the development of double auctions
supporting bandwidth trading is one of the most promising
new research directions [11]. So far, there are a few mod-
els for double auction that supports end-to-end connection
trading [12]–[17].
The another important assumption concerns the divisibil-
ity of network resources. Some auction models allow for
trading bandwidth in modules of predefined capacity [10],
[14]–[17] while others treat network resources as fully di-
visible commodities [5]–[9], [12], [13]. Both these as-

sumptions may be resonable depending on the telecom-
munication technology. In the lower layers of telecom-
munication network, the links’ capacities have often mod-
ular character, e.g., optic fibres, SDH modules. In the
higher layers, the bandwidth of links may be divided in al-
most every real fraction of Mbit/s, e.g., ATM virtual paths,
IP flows.
The last assumption, mentioned here, relates to the way of
supporting end-to-end connection trading. Most of the pro-
posed auction models require that the buyer specifies the
single path to be used to realize desired end-to-end connec-
tion. These auction models ensure that the same amount
of bandwidth will be allocated to the buyer at each link
constituing specified path. A more flexible approach from
the buyer point of view is applied in the Network Sec-
ond Price model (NSP) [12]. The NSP model allows the
buyer to specify many paths that can be used to realize
desired end-to-end connection. The NSP model considers
all this paths when allocating bandwidth to particular end-
to-end connection, so the buyer can increase the chance of
purchasing end-to-end connection with predefined capac-
ity by specifying many paths. The Kelly’s model [5] and
the model for balancing communication bandwidth trad-
ing (BCBT) [13] are even more flexible than NSP, be-
cause they allow the buyer to submit an offer for commod-
ity representing a demand for end-to-end connection. In
these models buyer does not have to specify any paths, but
only source and destination nodes of the end-to-end connec-
tion. Therefore, these models seem to be more convenient
to the buyer as one does not have to know the network
topology.
In paper [18] double auction models concerning bandwidth
as a modular commodity have been analyzed. Here we
compare double auction models supporting end-to-end con-
nection trading that treat bandwidth as fully divisible com-
modity. To this group of auction models belong the BCBT
and NSP models that are known from the literature and
also the BCBT-CG model that is here proposed.

2.2. Comparision of the BCBT and NSP Models

The BCBT and NSP models relate to the auctions that can
be classified as sealed-bid single-round double auctions.
This means that in both auction models sellers and buy-
ers submit their offers knowing nothing about the offers
of other auction participants and the auction mechanism
determines the allocation, and pricing only on the basis of
submitted offers. In both models the bandwidth of telecom-
munication links is an elementary, fully divisible commod-
ity. Let E be a set of all telecommunication links. In NSP
model there is no information about which network nodes
are connected by particular link e ∈ E . In BCBT model
there is a set V denoting all telecommunication nodes. For
each link e ∈ E and each node v ∈V the parameter ave de-
fines if node v is a source (ave = 1) or destination (ave =−1)
node of link e or that the node v is not incident to link e

(ave = 0). Thus BCBT model has a full information about
the network topology.
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The NSP and BCBT models allow the seller to submit the
sell offer for particular link. With each link e ∈ E there can
be many sell offers involved that form the set S(e). The set
of all sell offers is denoted by S =∪e∈ES(e). In both models
each sell offer l ∈ S is characterized by two parameters:
Sl – the minimum unit price at which seller is willing to
sell the bandwidth of link, and xmax

l – the maximum amount
of bandwidth offered for sale by the seller.

Considered auction models differ substantially in the com-
modity type for which the buy offer can be submitted. Let
D denote the set of all buy offers. In the NSP model, the
buy offer is related with a set of possible paths. The buyer
that submits the buy offer d ∈ D specifies the set of pos-
sible paths Pd . For each path p ∈ Pd and each link e he
has to define a binary parameter bed p that equals 1 if link e

belongs to path p and equals 0 otherwise. This means that
the buyer must know the network topology in order to cor-
rectly specify the paths. In the case of BCBT the buy offer
is involved with a commodity that represents a demand for
end-to-end connection. In the buy offer d the buyer spec-
ifies only a source node sd and a destination node td . In
both NSP and BCBT models the buyer also has to define
in the buy offer d two parameters: Ed – the maximum unit
price at which the buyer is willing to buy the bandwidth of
end-to-end connection, and xmax

d – the maximum amount
of bandwidth offered for purchase by the buyer.

The allocation rules of NSP and BCBT models decide,
which offers are accepted aiming at social welfare maxi-
mization. In other words, both allocation rules match sell
and buy offers allocating bandwidth of links offered for sale
to end-to-end connections offered for purchase in order to
achieve the maximum sum of all market participants’ net
benefits. Both allocation rules allow for multipath routing,
i.e., each end-to-end connection may be realized by several
paths. The essential difference between NSP and BCBT
allocation rules is that the allocation rule of NSP has given
the predefined paths for each end-to-end connection while
the allocation rule of BCBT itself has to determine the
paths for each end-to-end connection. Note that the BCBT
model that has full information about network topology,
considers all paths that can be used to realize particular
end-to-end connection. In the case of NSP model the al-
location rule is restricted to paths specified by the buyers.
Therefore, for given submitted offers, the NSP model takes
into account only some subset of all allowable paths that
can be generated in the case of BCBT model. The alloca-
tion rules of NSP and BCBT models can be formulated as
linear programming problems with the same objective func-
tions. It is worth to mention that the LP problem defining
NSP allocation rule is a restriction of LP problem defining
BCBT allocation rule. Thus, assuming that for the buyers
it is indifferent what paths are used to satisfy their demands
for end-to-end connections, the allocation obtained by the
NSP model cannot be better in terms of the social welfare
than the one given by the BCBT model.

The NSP and BCBT auction models define also different
pricing rules. NSP adapts VCG-style pricing [12] while

BCBT determines the clearing prices on the basis of dual
prices of LP formulation of its allocation rule. Further we
will focus on the comparison of NSP and BCBT allocation
rules, so we do not discuss here the details of both pricing
rules.

2.3. The BCBT-CG Auction Model

In this paper we propose the BCBT-CG model. The
BCBT-CG model is a modification of BCBT model that
differs from BCBT only in the way of determining the
optimal allocation. The allocation rules of BCBT-CG and
BCBT models are equivalent in the respect of social wel-
fare.
In BCBT model the allocation is determined by solving
a LP problem, in which all possible paths for each end-to-
end connection are considered at once. As opposed to this
approach, in BCBT-CG the allocation problem is decom-
posed into the master problem and the subproblem using
column generation technique.
The master problem is a restriction of the allocation prob-
lem defined by BCBT model in which for each buy offer
a set of allowable paths is specified. Thus, in the master
problem of BCBT-CG model for each buy offer d there is
defined a set of paths Pd with each path described by bi-
nary parameters bed p like in the NSP model. The aim of the
master problem is to determine the optimal (i.e., providing
maximum social welfare) bandwidth allocation assuming
that end-to-end connection can be realized only by the pre-
defined paths.
For given buy offer d let us denote by the variable xd p the
amount of bandwidth allocated at path p ∈ Pd . Then the
variable xd = ∑p∈Pd

xd p is the total amount of bandwidth
allocated to end-to-end connection involved with buy of-
fer d. Moreover, let us define the variable xl that indicates
the amount of bandwidth sold at link involved with sell
offer l. Note that the variables xd and xl also denote the re-
alization volume of buy offer d and sell offer l, respectively.
Then, the master problem of BCBT-CG can be formulated
as following LP problem:

Q̂ = max

(

∑
d∈D

Edxd − ∑
l∈S

Slxl

)

, (1)

∑
d∈D

∑
p∈Pd

bed pxd p ≤ ∑
l∈S(e)

xl, ∀e∈E , (2)

xd = ∑
p∈Pd

xd p ∀d∈D , (3)

0 ≤ xd ≤ xmax

d , ∀d∈D , (4)

0 ≤ xl ≤ xmax

l , ∀l∈S , (5)

0 ≤ xd p, ∀d∈D,∀p∈Pd
. (6)

The objective function (1) aims at the maximization of the
difference between buyers’ payments and sellers’ revenues
according to the buy and sell prices specified in the offers.
So, assuming that the offers are sincere, i.e., they repre-
sent real private information of the auction participants,
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the objective function ensures that for given predefined set
of paths Pd the optimal solution of the master problem
gives the allocation with the maximum social welfare. Con-
straints (2) guarantee that for each link the total amount of
bandwidth of this link allocated to all paths predefined for
buy offers cannot be greater than the sum of realization
volumes of all sell offers related to this link. Next group of
constraints (3) state that each buy offer realization volume
equals to the sum of bandwidth allocated at all paths spec-
ified for this offer. Constraints (4) and (5) define allowable
realization volumes of buy and sell offers, respectively.
The column generation subproblem assumes that for each
link there is defined a unit price, i.e., the price, at which one
unit of link’s bandwidth is sold/purchased. The subproblem
relies on calculating for each end-to-end connection the
cheapest path according to given links’ prices. This can be
done by an arbitrary shortest path algorithm.
Here we formulate the subproblem as a LP problem. Let
the variable xed denote the amount of bandwidth of link e

allocated to end-to-end connection involved with buy of-
fer d. Let the parameter λ̂e indicate the unit price of link e.
Then the solution of subproblem can be obtained by solving
following LP problem:

min ∑
d∈D

∑
e∈E

λ̂exed , (7)

∑
e∈E

avexed =







1 v = sd

0 v 6= sd ,td
−1 v = td

, ∀v∈V,d∈D , (8)

0 ≤ xed , ∀d∈D,∀e∈E . (9)

The objective function (7) minimizes the total cost of
the realization of all end-to-end connections according to
link’s prices λ̂e. Equations (8) define flow conservation
constraints that must be met for each end-to-end connec-
tion. Simplex algorithm determines vertex solution x̂ed of
above LP problem giving for each buy offer d the cheap-
est path p defined by bed p = x̂ed with unit buy price equal

to ∑e∈E λ̂ex̂ed .
The complete allocation rule of the BCBT-CG is defined by
following iterative algorithm based on the column genera-
tion technique that exploits above definitions of the master
problem Eqs. (1)–(6) and the subproblem Eqs. (7)–(9):

1. For each buy offer d initialize a set of predefined
paths Pd , e.g., set Pd may include one path p being
a solution of the cheapest path subproblem with links’
prices λ̂e = minl∈S(e)Sl .

2. Solve master problem for given Pd: determine op-
timal allocation x̂l , x̂d , x̂d p and optimal values of
dual prices λ̂e i ω̂d corresponding to constraints (2)
and (3), respectively.

3. Solve the cheapest path subproblem for given links’
prices λ̂e: for each buy offer d determine the cheap-
est path realizing relevant end-to-end connection as
a path σ such that bedσ = x̂ed for each link e.

4. If for each buy offer d the cheapest path σ fulfills
following condition ∑e∈E λ̂ebedσ ≥ ω̂d , then the al-
location x̂l , x̂d , x̂d p detemined in step 2 is optimal.
Otherwise, for each buy offer d, for which the cheap-
est path σ fulfills condition ∑e∈E λ̂ebedσ < ω̂d , add
path σ to the set Pd and go to the step 2.

At first, the set of paths realizing relevant end-to-end con-
nection is initialized for each buy offer. In the second
step the master problem is solved. In this way the opti-
mal allocation is determined and the unit prices of links
and end-to-end connections are set according to the opti-
mal values of dual prices. In the third step the subproblem
is solved and the cheapest path is found for each buy offer.
In the fourth step for each buy offer it is checked if the
unit price of the cheapest path is greater or equal to unit
price of end-to-end connections. If all paths fulfil this con-
dition, the allocation determined in second step is optimal
and the algorithm stops. Otherwise, for each buy offer, for
which the condition is not met, the cheapest path is added
to the set of predefined paths and the algorithm goes to the
second step where the next iteration begins.

3. Experimental Studies

The allocation rules of NSP, BCBT and BCBT-CG models
have been compared in the respect of economic and com-
putational efficiency. The experimental studies have been
performed on several test instances concerning allocation
problems on the bandwidth market.

3.1. Test Instances

Test instances for the allocation problems on bandwidth
market have been based on the SNDlib library [19]. Al-
though this library contains data sets for survivable fixed
telecommunication network design problems, the informa-
tion derived from it was very usefull in the preparation
of test instances for allocation problems on the bandwidth
market. Some data such as network topology (nodes and
links) and demands for end-to-end connection have been di-
rectly applied in prepared test instances. Other data such as
links’ capacities, demands’ volumes and distances between
nodes have been used for the generation of the offers’ pa-
rameters. Three data sets from the SNDlib library have
been used: sun, janos-us and giul39. Figure 1 shows the
network topologies given by considered data sets. Table 1
contains information about the number of nodes, links and
end-to-end connections for these data sets.

Table 1
Number of nodes, links and end-to-end connections

for each data set

Data set Nodes Links End-to-end connections
sun 27 102 67
janos-us 26 84 650
giul39 39 172 1471
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Fig. 1. Topologies for considered data sets: (a) sun; (b) giul39; (c) janos-us.

Data sets derived from the SNDlib do not include all data
required to form full test instance of the allocation problem
on the bandwidth market. Some data involved with offers
has had to be generated. It has been assumed that:

– the unit price specified in offer concerning link/end-
to-end connection is proportional to the distance be-
tween nodes connected by this link/demand,

– the total amount of bandwidth offered for sale (pur-
chase) at particular link (end-to-end connection) is
proportional to the link capacity (demand volume).

Table 2
Number of sell and buy offers for each test instance

Test instance Sell offers Buy offers
sun-2 206 129
sun-4 407 274
sun-6 619 411
janos-us-2 165 1287
janos-us-4 340 2666
janos-us-6 500 3916
giul39-2 330 2938
giul39-4 708 5869
giul39-6 1043 8803

Moreover, in the NSP model it is required that for each
buy offer a set of paths is specified. It should be noted that
the path specification has significant influence on the eco-
nomic and computational efficiency of NSP model. Thus,
in the case of NSP model we have decided to consider
100 variants of each test instance. In k-th variant for each
buy offer the k cheapest paths (calculated according to the
minimum unit sell prices specified in sell offers) is specified
as a set of possible paths.
On the basis of each considered data set, a three test
instances have been prepared with respectively 2, 4 and
6 offers on average submitted for each link/end-to-end con-
nection. Table 2 presents the number of sell and buy offers
generated for each test instance. As mentioned above, in
the case of NSP model, for each test instance 100 vari-
ants of path specification for buy offers have been con-
sidered.

3.2. Computational Efficiency Analysis

For all test instances the allocation have been determined
using NSP, BCBT and BCBT-CG auction models. All LP
problems have been solved by means of CPLEX 12.1 on the
computer with processor Intel Core2 Duo T8100 2.1 GHz,
main memory 3 GB and 32-bit operating system MS Vista.
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Table 3
The time of determining the optimal allocation

Test instance
NSP

BCBT BCBT-CG
k = 5 k = min{k∗,100}

sun-2 0.11 0.02 (k∗=9) 0.23 3.36
sun-4 0.05 0.03 (k∗=4) 0.73 2.96
sun-6 0.09 0.41 (k∗=32) 2.42 3.31
janos-us-2 0.44 2.68 (k∗=38) 8.36 5.01
janos-us-4 0.64 8.71 (k∗=33) 38.92 11.82
janos-us-6 1.19 46.18 (k∗=84) 88.92 20.56
giul39-2 1.26 7.79 (k∗=8) 74.79 32.54
giul39-4 4.26 172.71 (k∗ >100) 34.51 18.25
giul39-6 10.87 402.83 (k∗ >100) 1162.69 176.33

Iterative algorithm constituing allocation rule of BCBT-CG
model has been implemented in AIMMS 3.10.

In the case of NSP model, 100 variants of buy offers have
been considered for all test instances. For each test instance
there has been determined the smallest variant k∗, for which
NSP gives the same value of social welfare as BCBT and
BCBT-CG models. For each variant k < k∗ the allocation
obtained by NSP is worse in terms of social welfare than
the allocation given by BCBT (BCBT-CG) model. On the
other hand, for variants k ≥ k∗ the allocation obtained by
NSP is equivalent in the respect of economic efficiency to
allocation given by the BCBT (BCBT-CG) model.

Table 3 presents the time of determining the optimal allo-
cation by each auction model. In the case of NSP model
the results for two variants are shown: k = 5 and k = k∗.
The values of k∗ vary for different test instances and are
given in the Table 3. As it can be seen, if the NSP model is
applied then obtaining as efficient allocation as in the case
of BCBT (BCBT-CG) model, it requires that the buyers
specify quite many paths in their buy offers. The min-
imum is four paths, but there are test instances that re-
quires 30 or more paths to be specified for each buy offer.
For last two test instances, namely giul39-4 and giul39-6,
even 100 paths specified for each buy offer have not been
enough to ensure that the NSP will result in the same so-
cial welfare as BCBT or BCBT-CG model. For these test
instances the time for the NSP model in Table 3 is given
for k = 100 < k∗.

From the obtained experimental results it follows that in the
most of test instances the NSP model is faster than BCBT
and BCBT-CG. If we consider only the variants of test
instances with k = 5 then it turns out that NSP model is
undoubtedly the fastest one. However, it should be noted
that for variants with k = 5 only for the test instance sun-4

the NSP model provide as efficient allocation as the BCBT
or BCBT-CG model. Also, for the NSP model, the time of
determining the k-th cheapest paths by the buyers is here
not taken into account.

Considering variants of test instances with k = k∗, we
can see that there are test instances for which BCBT or

BCBT-CG requires less time than NSP in order to com-
pute the optimal allocation. The allocation time for BCBT
is shorter than in the case of NSP model for the test in-
stance giul39-4. In turn, the BCBT-CG model is faster
than NSP for three test instances: janos-us-6, giul39-4

and giul39-6.
Comparing the allocation times for the BCBT and
BCBT-CG models, we can see that for the larger test
instances based on data sets janos-us and giul39, the
BCBT-CG model requires less time to determine the op-
timal allocation than the BCBT model, and the difference
is significant especially for the last test instance giul39-6.
Thus, the computational efficiency of determining the opti-
mal allocation can be improved by applying the BCBT-CG
model instead of BCBT.

3.3. Economic Efficiency Analysis

The BCBT and BCBT-CG models are equivalent in the
respect of economic efficiency as they give the allocations
providing the same social welfare. In the case of NSP
model, the value of resulting social welfare depends on
the path specifications made by the buyers in their buy
offers. The allocation obtained by NSP for variant k of
given test instance will be at least as efficient as the one
obtained for variant k − 1. Moreover, the social welfare
provided by the NSP model cannot be higher than the one
given by the BCBT or BCBT-CG model. Here, we analyze
how the social welfare obtained by the NSP model changes
in the relation to the opitmal allocation given by BCBT
(BCBT-CG) considering the first 10 variants of each test
instance.
Table 4 presents the ratio between the value of social wel-
fare provided by NSP and the one given by the BCBT
(BCBT-CG). Experimental results show that this ratio for
all considered test instances is at least 95% just for k greater
than 3. If k = 5, then the ratio is 99% or higher for almost
all test instances except for two (giul39-4 and giul39-6).
So, if all buyers can anticipate and specify in the buy of-
fers the five cheapest path realizing demanded end-to-end
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Table 4
The ratio between the value of social welfare provided by NSP and BCBT (BCBT-CG)

Test instance k = 1 k = 2 k = 3 k = 4 k = 5 k = 6 k = 7 k = 8 k = 9 k = 10

sun-2 0.93 0.97 0.99 0.99 0.99 0.99 0.99 0.99 1 1
sun-4 0.93 0.98 0.99 1 1 1 1 1 1 1
sun-6 0.93 0.95 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
janos-us-2 0.89 0.95 0.98 0.98 0.99 0.99 0.99 0.99 0.99 0.99
janos-us-4 0.95 0.98 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
janos-us-6 0.82 0.97 0.98 0.99 0.99 0.99 0.99 0.99 0.99 0.99
giul39-2 0.99 0.99 0.99 0.99 0.99 0.99 0.99 1 1 1
giul39-4 0.8 0.9 0.93 0.95 0.96 0.97 0.97 0.98 0.98 0.98
giul39-6 0.83 0.91 0.94 0.96 0.97 0.97 0.98 0.98 0.98 0.99

connections then it is highly possible that the NSP would
determine the allocation, which is almost as economically
efficient as the allocation given by BCBT.
However, it should be noted that the NSP model does not
guarantee as efficient allocation as BCBT or BCBT-CG
model. For some test instances, e.g., giul39-4 and giul39-6,
even if the byuers would know the sell prices of each link
and specify the 100 least expensive paths in their offers the
NSP model leads to the social welfare that is lower than the
one that can be provided by the application of the BCBT
(BCBT-CG) model (see Table 3).

4. Conclusions

In this paper we compare three auction models that treat
bandwidth as divisible commodity and support end-to-end
connection trading. One of these models, called BCBT-CG,
is proposed here as a modification of BCBT model. The
BCBT-CG allows for determining the allocation that is
equivalent to the one obtained by the BCBT model. How-
ever, it applies as an allocation rule the iterative algorithm
based on the column generation technique that has better
computational efficiency than the BCBT allocation rule.
Experimental studies verify that the BCBT-CG model can
be used instead of BCBT to reduce the time of determining
the optimal allocation.
Compared to BCBT and BCBT-CG models, the NSP model
is less convenient from the buyer point of view as it requires
from him to specify the paths realizing demanded end-to-
end connection. In the case of NSP model, the buyer has to
know the network topology and he bears the responsibility
for choosing the appropriate set of paths, which would give
him the best payoff. On the other hand, in the BCBT and
BCBT-CG models the buyer must only specify the source
and destination nodes of the desired end-to-end connection.
The allocation rules of these auction models are responsible
for determining the optimal paths.
From the experimental results it follows that the NSP model
does not guarantee as efficient allocation as the BCBT and
BCBT-CG models, even if all buyers specify the 100 least
expensive paths in their buy offers. The merit of NSP
is that it allows for the fast determination of almost op-

timal allocation requiring just a five cheapest paths to be
specified by each buyer. However, the time of determin-
ing the allocation by the NSP increases with the number
of paths specified in the buy offers and if there is many
such a paths, the NSP may be slower than the BCBT and
BCBT-CG models.
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1. Introduction

In time of rapid growth of Internet, domain names became
an important commodity [1]. In consequence, the volume
of DNS market became dependent on overall economic
conditions and expectedly follows standard laws of demand,
and supply. Furthermore, as the number of attractive do-
main names is limited, there exists possibility of investing
and earning relatively high profits. For all these reasons
domain registration statistics present interesting set of data
to be analyzed. The aim of this article is to present results
of analysis and modeling of domain registration process.
Similar analysis were presented in [2], [3], [4], while the
secondary market was studied in [5], however none of these
papers covered Poland. Much broader literature is devoted
to semantic analysis of domain names, which can be used
to assess their qualities [6], [7] or pricing [8], [9]. As far as
some of the results of these works have direct connection
with demand modeling and pricing domain names, they,
in our opinion, neglect the most basic behavior of domain
users.
In this paper, we concentrate on primary market (regis-
tration) modeling. We try to find out some specific char-
acteristics of this process using abundant data of Polish
domain registry. First, we try to identify its general proper-
ties by analyzing basic statistics in various time scales and
applying harmonic analysis to determine characteristic pe-
riods. We show that data conform to some patterns, two of
them – weekly and yearly – being most obvious. Follow-
ing this observation, we propose to construct specialized
models on both time scales and, possibly, compose more
complex models of them. It must be noted that even short
horizon modeling may provide valuable predictions, e.g.,
for planning of an advertising campaign.
The rest of the paper is organized as follows: in Section 2
we describe the problem, which is subject of this research.
Next, in the Section 3 we show related work and draw our
solution. In the Section 4 the data and basic characteristics
of the process are presented along with results of a prelim-
inary analysis. The Section 5 presents the model built to

reflect long-range behavior of registration process together
with the results of one-year ahead prediction. The short
range model and results of its verification are described in
the Section 6. Then, in Section 7 we combine both models
into a composite model allowing one year prediction with
resolution of one day. We conclude in Section 8.

2. Description of the Problem

The domain names are organized in a hierarchical man-
ner, with the last part of each name being a name of top
level domain (TLD). Important portion of TLDs are na-
tional domains with .pl being polish TLD. The registry of
each TLD is kept by some institution designated by ICAN,
being responsible for domains worldwide. In Poland, such
registry for .pl domain, together with various regional,
functional etc. sub-domains is managed by NASK (Re-
search and Academic Computer Network). The interest in
analyzing and modeling of the domain registration process
is caused by several factors. First of all, registration is
a commercial activity with fees paid for registration and
then, repetitively, each year for prolonging domain activ-
ity. NASK sells domains mostly on the wholesale market
to the number of companies offering various other network
services to end users. It must be noted that domains are
not only bought by companies or individuals who need to
establish a new internet service, e.g., webpage, but also (as
mentioned earlier) as a kind of investment, for future resale
on the secondary market.
The result of this segmentation are different behaviors of
various groups of clients – big companies are possibly less
price sensitive than individual users, however, most sensi-
tive and in the fact chimeric group may be the investors.
This group may also have different strategies of renewing
domains – some domains which are not needed (e.g., then
turned out to be unprofitable) may be dropped and some
may be re-registered after short time. Although we do not
analyze renewal of domains here and neglect influence of
its price on registration process it is important to realize that
periodic expiration of a large number of domains may result
in apparently spontaneous accumulation of re-registrations.

3. Proposed Solution

As it was mentioned in the introduction, the body of work
related to modeling of domain registration process is rela-
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tively scarce left aside papers devoted to semantic analy-
sis of domain names. What we try to do is to analyze of
the registration process as a whole – we do not distinguish
more and less valuable domains, as NASK sells them on
the wholesale basis without such differentiation. We also
decided not to model price factor to simplify the model.
In a fact, we tried modeling price–demand correlation us-
ing some basic economic models, e.g., Cobb-Douglas or
Gutenberg [10], however we found it ineffective and possi-
ble unnecessary. The reason was relatively scarce amount
of data resulting from rare and usually too small changes in
the pricing strategy. In the analyzed period, only one price
change had clearly visible effect – it was lowering the reg-
istration price in 2008 (see Fig. 1). Furthermore, our aim
was to construct models that could be used for prediction
on some clearly defined horizon, which application allows
considering external factors as constant and recalculating
models if necessary.

Fig. 1. Domain registrations before removing anomalies.

With such assumptions the process may be modeled as pure
time series, which allows the use of well known methodol-
ogy (see, e.g., [11], [12]). The approach is well grounded
for modeling economic and sociology data, and we suppose
that our case does not differ much from, e.g., air travel
frequency [13], or real estate prices [14]. The basic as-
sumption, which we adopted after, e.g., [12], [15] is that
the base process (domain registration in this case) may be
decomposed in the following way:

xt = pt + st + et, (1)

where pt is trend, st is the seasonal and et is the irregular
component. The approach is natural since trend can be
easily observed in the registration data (see Fig. 1), it will be
also shown in the next section that the seasonal component
is even stronger.
In economic modeling the seasonality is typically defined
as periodic process corresponding to yearly cycle (see,
e.g., [15], [16]), however the same technique may be used
to other, longer or shorter periods. In a fact, it is typical for
many processes to exhibit seasonality on several timescales,
the best example being presence of short and long economy

cycles (waves) [12], [17], or even infinite number of time
scales like for self-similar processes [18].
The models used to describe seasonality range from rel-
atively simple periodic (e.g., trigonometric) functions to
complex formulas involving regression and relying on ex-
pert knowledge, some of them being recognized standards,
like X-12 or STL [12], [15], [19]. Other techniques in-
corporate some approximation methods like, e.g., wavelet
analysis [20]. Although using such complex models allows
attain precision and draw from rich experience of other re-
searchers, we limited our work to application of the simplest
models based on calculation of seasonal means [12], while
we tried exploring various time-scales of analyzed process,
and finally constructing a model covering all time scales.
We did it for two reasons: first, the results of such modeling
are simpler to interpret so it is possible to assess the most
important properties of registration process clearly. Next,
as the aim of the work was prediction, it is easier to build
stable forecasts using simpler (i.e., having less parameters,
but also needing less restricting assumptions) models.

4. Data

Data were made available by Polish domain registry and
consisted of daily sums of registered domains in years
2005–2010. All kinds of domains in polish .pl domain,
i.e., regional, functional, etc. were summed up. The data
were in raw format, as directly dumped from system logs
and contained some irregularities. There were two sorts of
them:

– missing or duplicated samples of extremely low
value,

– samples of anomalously high value.

The first group may be associated with malfunction of the
infrastructure, mainly the database software. The second
kind of anomalies is mainly caused by some extraordinary
promotions, resulting in higher than usual sales; it can be
easily observed in the Fig. 1. Fortunately, there were only
two gaps in data, which we decided to interpolate. Also,
some additional data cleaning had to be performed.
Anomalously high values pose much more problems, as we
cannot precisely isolate them by analyzing registration his-
tory only. Another important question is what value should
be inserted instead of anomalous sample. We decided to be
very conservative and deal only with these samples, which
we can associate with known marketing campaigns. With
help of marketing division staff we identified two such
events in 2008, and another two in 2009. Furthermore,
we were able to assess number of domains registered dur-
ing these campaigns, which in turn allowed us to subtract
them from appropriate samples. We did not eliminate one
possible anomaly in the beginning of 2010, as we could
not identify its cause. The data after cleaning are depicted
in Fig. 2.
The filtered data contain some likely anomalies still, how-
ever they are not so high like those removed, and do not
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Fig. 2. Domain registrations after removing identified anomalies.

influence smoothed data visibly (except mentioned earlier
and left unfiltered anomaly in 2010). Thanks to this it is
possible to make some important observations – first of all,
the number of registered domains grows, the trend is how-
ever disturbed by one rapid rise in the beginning of year
2008. The phenomenon may be easily explained by signif-
icant lowering of registration fee in that year. It must be
noted that after a change in pricing strategy in 2008, regis-
tration price was much lower than renewal fee. In the result,
many domains, which were probably bought as a kind of
investment, are dropped after one year, while another are
re-registered in the beginning of next year, and give cause
to some rise in first months of each year.

Fig. 3. Domain registrations for last three years after removing
identified anomalies.

To observe yearly changes it is better to have a look at
graph presenting only 3 years (Fig. 3). The data show vis-
ible yearly pattern – manifesting mainly in very low num-
ber of registrations during winter holidays and also some
higher frequency variations, which may be easily identified
as weekly cycles. To emphasize these variations, another
set of graphs depicting each year separately is presented
in Fig. 4. Yearly patterns may be observed in monthly ag-
gregated data presented in the analogous set of diagrams –
see Fig. 5. Summing information from both set of graphs,
it must be said that weekly pattern is clearly visible and

Fig. 4. Registrations in years: (a) 2005; (b) 2006; (c) 2007;
(d) 2008; (e) 2009; (f) 2010.
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Fig. 5. Monthly sums of registrations in years: (a) 2005;
(b) 2006; (c) 2007; (d) 2008; (e) 2009; (f) 2010.

relatively regular, while yearly pattern has rather vague
character. It is possible to identify two periods of lower
sales during the year – first, more noticeable and easier
to locate is winter holidays. The second could be asso-
ciated with summer holidays, however it tends to move
around.
To check for existence of other characteristic periods, we
applied spectral analysis by computing power spectrum for
period 2005–2009 (see Fig. 6). In this case, we skipped
last year as it is used for verification of models presented
in the next sections. The number of analyzed samples is too
small to gain significant results for longer periods (e.g., one
year), however period of one week is again clearly visible.
Another period equals approximately to half a week may
be treated as a kind of harmonic frequency, and can be
explained by the shape of weekly pattern.

Fig. 6. Power spectrum of the registration process in years
2005–2009.

The most important result of these preliminary analysis is
identification of two characteristic periods of the registra-
tion process: shorter with length of one week and longer
associated with yearly variations. Following these obser-
vations, we decided to build two models describing longer
and shorter cycles separately to simplify their construction
and to allow further analysis.
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5. Long Range Modeling

When making strategic decisions like setting new prices or
planning a capacity of DNS servers, it is useful to have an
estimation of the future sales. Such a prediction can be
built upon appropriately designed model and, the most im-
portant requirement is a prediction horizon long enough –
at least one year. On the other hand, there is no need
for high temporal resolution – predicting sales in subse-
quent months is typically sufficient. After initial analysis
we decided not to model influence of domain prices on reg-
istrations. There were two reasons for this: first the price
changes are relatively rare so it is difficult to gather data
necessary to identify any model. But the situation is even
more complex, as end users do not observe NASK prices
being wholesale prices for dealers. Every dealer has his/her
own pricing strategy, furthermore domain names are often
sold as a part of a bundle – together with Internet access,
web service or mailbox.

5.1. Seasonality and Trend

For the above reasons, we decided to treat the registration
process as a time series and build a model using the most
classical approach, i.e., to estimate the trend and seasonal-
ity first. Then, having as we hoped stationary residuals, we
planned to fit an autoregressive process to them. For iden-
tification we used monthly aggregated data from period of
2005–2009, and then 2008–2009, while we used data from
2010 for verification.
Such shortening of the learning period is the result of
a rapid jump in registrations after lowering prices in 2008,
what can be best seen in the graph in Fig. 7 showing
two trends fitted to deseasonalized data. Values for the
last twelve months in the graph Fig. 7 are predictions for
year 2010 – it can be easily seen that including rise in
2008 in unfiltered form results in excessive rate of growth.

Fig. 7. Exponential trends fitted to deseasonalized registrations:
longer (thick) line is trend fitted to the whole 2005–2009 period,
shorter (dotted) – 2008–2009 period.

Similarly, the seasonal changes are more regular in last two
years (although it can be hardly seen in Fig. 5), so they can
be also better identified using shorter period.
The model was constructed by averaging registrations in
subsequent months. This way we constructed average reg-
istrations sums for January, February, etc., which in con-
nection with the trend provides important information about
registration process, and when extrapolated can be used as
a simplest prediction (see Fig. 8). Similarly to what can be

Fig. 8. Registrations forecasted using seasonality and exponential
trend for 2008–2009 period.

observed in the Fig. 7, a prediction using the trend and the
seasonality fitted to shorter period is much better, in fact it
follows the general shape of the line. The greatest discrep-
ancy – in the begging of the predicted period is caused by
possible anomaly, which was left unfiltered due to the lack
of information – cf. discussion in Section 4 and Fig. 2.

5.2. Residuals Analysis

In order to analyze results of fitting a trend and a sea-
sonality, residuals were analyzed. The graphs in Fig. 9
present quality of fit to learning data and values of residu-
als. Although the model output follows the general shape
of registration process the values of residuals remain sig-
nificant and, as can be seen in the lower graph in Fig. 9(a),
some correlation between values of the modeled process
and residuals may be found.
It must be noted that correlation (if it exists) is relatively
weak – grouping of points in the lower left side of the plot is
not very clear. The presence of correlation suggests that au-
toregression could be applied to improve the model. To as-
sess the structure of the model an autocorrelation and a par-
tial correlation functions were computed for a process – see
Fig. 10. Both ACF and PACF plots decay relatively fast
with only first coefficient being significant. Such a shape
suggests correlation with the process lagged one interval
(month) back, and application of AR(1) model. Values of
coefficients for further (10, 11 and 12) intervals remains
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Fig. 9. Quality of fit and residuals for the model using seasonality
and trend fitted to 2008–2009 period: (a) quality of fit; (b) values
of residuals are plotted against process values.

Fig. 10. Autocorrelation – ACF (a) and partial autocorrelation –
PACF (b) for residuals of the model using seasonality and trend
fitted to 2008–2009 period.

close to significant, which may be caused by some, even
weaker correlation, however intervals of 10 or 11 months
seem not to be justified by any known property of the
process.

5.3. Regressive Modeling

Following analysis in Subsection 5.2, we decided to try to
improve the model by applying autoregression to residuals.
We started with first order model to begin with the simplest
formula and eventually augment it with higher lags after as-
sessing the results. As the model was fitted to the data with
trend removed, we neglected intercept and identified only
one coefficient. Shorter (2008–2009) data set was used
for identification of seasonality and trend, and for comput-
ing residuals according to analysis in Subsection 5.1. The
resulting AR(1) model proved to be significant, predicted
values are shown in Fig. 11. The improvement attained is
marginal and visible only in the beginning of the predicted

process, however this is implied by the nature of AR(1)
model and small values of ACF and PACF coefficients.

Fig. 11. Prediction by the model augmented with AR(1) versus
pure seasonality with trend and data.

To assess the resolving value of the model ACF and PACF
of its residuals were computed (see Fig. 12). The anal-
ysis of residuals show similarly to earlier results (see
Fig. 10), relatively high value of ACF and PACF coef-
ficients for 12th interval, however coefficients for shorter
intervals are smaller than in the case of seasonality and
trend modeling. Concluding: autocorrelations show that
AR(1) model improves model fit with respect to shorter
lags, however modeling longer dependencies may be bene-
ficial, especial as the 12th interval has some interpretation
in the nature of the analyzed process (yearly correlations
caused by yearly rate of payments).

Fig. 12. Autocorrelation – ACF (a) and partial autocorrelation –
PACF (b) for residuals of the model using seasonality and trend
fitted to 2008–2009 period augmented with AR(1).

To check this hypothesis, AR(12) model consisting of three
coefficients: for lags 1, 12 and intercept was fitted. The re-
maining lags (2-11) were skipped to avoid solving a poorly
conditioned problem. The resulting model has significant
coefficients, however not to a degree like in the AR(1) case.
To assess the fit to the learning data set, Akaike information
criterion (AIC) was computed. The application of AIC is
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Fig. 13. Autocorrelation – ACF (a) and partial autocorrelation –
PACF (b) for residuals of the model using seasonality and trend
fitted to 2008–2009 period augmented with AR(12).

reasonable here, as it not only provides measure of fit to the
learning data, but also provides correction for complexity
of the model. For AR(12) it is a bit better than in case of
the AR(1) model (476.5 vs. 481.7), also ACF and PACF
(see Fig. 13) show some reduction of coefficients for higher
lags. These findings may be contradicted by assessing the
quality of prediction – the mean square error for AR(12)
model is visibly higher (4165.9 vs. 3361.5). So although
the model seems to better reflect the character of learning
data its ability of prediction is lower.
To check the possibility of finding better model, we identi-
fied and verified a number of models – we tried to test how
introduction of longer lags may influence quality of fit and
prediction, we also tested effects of using longer period to
calculate seasonality (i.e., using again 2005–2009 instead
of 2008–2009). To summarize the results we computed two
indexes: AIC, and mean square error of prediction to assess
the possibility of practical use. The results are presented

Table 1
Comparison of long range models

Model variant AR lags Intercept AIC Prediction
error

Trend period: 2008–2009, seasonality period: 2008–2009
Trend+seasonality – – – 3689.9

AR(1) 1 – 481.7 3361.5
AR(12) 1, 12 – 476.5 4165.9

AR(12) – 2nd variant 12 – 485.5 4396.4
AR(12) – 3rd variant 1, 12 + 476.9 3797.4

Trend period: 2008–2009, seasonality period: 2005–2009
Trend+seasonality – – – 3928.1

AR(1) 1 – 496.2 3584.8
AR(11) 1, 11 – 494.4 4140.3

AR(11) – 2nd variant 1, 11 + 496.2 3804.3
AR(10) 1, 10 – 493 4055.6

AR(10) – 2nd variant 1, 10 + 494 4016.8
Trend period: 2005–2009, seasonality period: 2008–2009
Trend+seasonality – – – 10852.0
Trend period: 2005–2009, seasonality period: 2005–2009
Trend+seasonality – – – 11098.0

in Table 1. They show that although it is possible to attain
better fit to learning data by application of higher order AR
model, it does not improve the quality of prediction. Also,
as suggested by preliminary analysis using longer period to
identify seasonality is ineffective – seasonal changes tend to
evolve similarly to trends, however two years period allows
to build relatively effective model.

6. Short Range Modeling

Although long range model presented in Section 5 is usu-
ally sufficient for making strategic decisions, there are sit-
uations when more precise, shorter range predictions are
necessary. An example may be assessing resources needed
for proper operation of registration databases or planning
the advertisement campaign – sometimes even a date of
publishing advertisements or billboards may be important.
To achieve this goal a completely new model with resolu-
tion of days must be built, thankfully the prediction hori-
zon may be reduced, 4 weeks being usually enough. The
advantage of a short horizon is that much more data is
available. In consequence, models can be better verified.
We prepared 18 learning data sets of length 12 weeks se-
lected from period 2008–2010, each of them accompanied
by 4 subsequent weeks used for validation. Later, to check
properties of models, we shortened learning sets to 4 weeks
with validation sets unchanged. Such a construction of data
sets allowed to tune 18 models independently and compute
mean errors for comparison.

6.1. Model Construction

The model was constructed following the pattern used for
long range model (see Subsection 5.1). The most important
is seasonality, computed as average number of registrations
in subsequent days of a week. Figure 14 shows weekly pat-
tern generated this way, compared with original values of
the process. The regularity of the data results in relatively
good fit even for such a simple model. The explanation
of weekly changes is easier when noted that lower sales

Fig. 14. Weekly seasonality versus registration process.
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occurs in weekends. The reason for this may be twofold:
first, weeks are scheduled for work – people usually tend to
rest during weekends, second (and in fact resulting from the
first), bank transfers can not be done on weekends. Pay-
ments are only possible by means of other services like,
e.g., PayPal or a credit card.

Fig. 15. Fitting trend: learning period of 12 weeks, last 4 weeks
is a prediction.

Fig. 16. Fitting trend: learning period of 4 weeks, last 4 weeks
is a prediction.

Fitting a trend in a short time horizon is slightly different
task than in a timespan of several years. Changes are not
so pronounced. For this reason, we tried to use not only
previously selected exponential trend, but also a linear one.
Another question is a selection of appropriate learning pe-
riod – there is a danger of unnecessarily introducing long
range fluctuations, which are beyond resolution of a short
range model. We tried to fit both trends to initially se-
lected learning period (12 weeks) and shortened data set
(4 weeks). The results are presented in Figs. 15 and 16
respectively. Observation of graphs allows to find out that
longer learning period results in better, a bit damped, esti-
mation. Also, the linear trend performs better, giving more
stable prediction.

6.2. Model Validation

Combining seasonality and trend into a single model results
in predictions presented in Fig. 17 for learning period of 12
weeks and 4 weeks (Fig. 18). Parts (a) figures show predic-
tion compared to observed reservations while (b) two ACF
and PACF plots respectively, in both cases the prediction
is calculated for 25-03-2008 to 21-04-2008 being typical
period for all of 18 analyzed samples.

Fig. 17. Prediction for 4 weeks using seasonality and trend,
learning period of 12 weeks: (a) prediction itself; (b) ACF, and
(c) PACF of residuals for linear trend and seasonality.

Results are surprisingly good, especially in case of 12 week
learning period and linear trend. Of course, it is impossible
to predict some rapid, individual changes like e.g. in the
second part of prediction, however, the fact, that all coef-
ficients in the residuals ACF (see Fig. 17(b)) are reduced,
proves the quality of proposed model. Such a shape of
autocorrelation suggests that application of autoregressive
models to improve prediction would be nearly impossible –
and it was indeed the result of our trials. On the other
hand, the PACF graph of the model tuned to shorter period
of data (see Fig. 18(c)) shows some interesting properties –
although coefficients for most of lags are highly reduced,
the lag 14 coefficient is significant, suggesting some de-
pendence on the span of two weeks. This hypothesis seems
to be understandable – the presence of such a cycle may
be somehow explained (e.g., investors may observe mar-
ket in one week and then take decisions). However, build-
ing 14th order autoregressive model to encompass this is
hardly feasible (and it proved to be), especially when con-
fronted with results of modeling using 12 weeks of learn-
ing data, when this problem is overcome by averaging over
longer period.
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Fig. 18. Prediction for 4 weeks using seasonality and trend,
learning period of 4 weeks: (a) prediction itself; (b) ACF, and
(c) PACF of residuals for linear trend and seasonality.

Table 2
Comparison of short range models

Learning period Trend Error of 18 predictions
1 month linear 166.12
1 month exponential 178.45
3 months linear 134.59
3 months exponential 139.15

To summarize: as results for the model constructed of sea-
sonality and linear trend tuned to longer period of data was
sufficient to describe most of short range properties of reg-
istration process, and attain precision of approx. 15%, we
refrained from further refinement. The results in the form
of mean square error of 18 cases for all analyzed variants
are presented in Table 2.

7. Composite Modeling

Encouraged by promising results acquired with long and
short range models, we decided to try to construct a model,
which while having long range (possibly one year) capa-
bility will allow prediction with high resolution – possibly
of one day like the short range model. Such a model can
be useful for making some decisions based on precise fore-
cast of registrations, it can also provide some important
information on the nature of the analyzed process. The
possibility of building such a model is mostly grounded by
the fact of relatively high regularity of weekly cycles what
was shown in Section 6.

7.1. Model Construction

The core of the model is monthly registration sums com-
puted by means of the long range model. The best ver-
sion of the model i.e. with calculation of seasonality and
trend using two years data and AR(1) model was used.
Monthly sums are interpolated linearly over subsequent
days of a month, as it was shown that the linear trend
performs better in the short range model. Obtained this
way, monthly trend is then modified with weekly seasonal-
ity calculated in similar way, as for the short range model
but independently for subsequent months. This way, differ-
ent shape of weekly cycle (mostly amplitude) is taken into
account. During initial evaluation we found out that the
amplitude of weekly cycles changes in subsequent years –
typically it grows, when number of registrations grows.
This phenomenon can not be modeled by summation of
a trend and seasonality – to encompass it we introduced
a multiplicative factor – amplitude growth rate.

7.2. Model Validation

The same, as in the previous experiments learning data
consisted of daily registrations in years 2008–2009, while
data from 2010 was used for validation. Five variants of
the model were compared, they differed in the way of cal-
culation of the following components:

– weekly seasonality: for the whole period or one year
selected,

– amplitude growth rate: none, monthly or annual.

The reason for shortening data period used for weekly sea-
sonality computation was the occurrence of the above men-
tioned changes in the amplitude of cycles. Two variants of
amplitude growth rate were calculated to identify its nature:
eventually it can be stated that the growth of amplitude
may be seen as long range process correlated with general
(yearly) trend.
Validation showed that all five models behave surprisingly
well, describing most of significant properties of the data.
The most important is the ability to follow general trend and

Fig. 19. Prediction for year 2010 using composite model with
annual amplitude growth rate.
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to model seasonal variations of weekly amplitude. Model-
ing of the last property is to some extent improved by intro-
ducing multiplicative component – annual rate of growth –
in the most successful model (see Fig. 19).
The performance of all models is summarized in Table 3.
Although the results are very good, it must be noted that

Table 3
Comparison of composite models

Weekly seasonality Growth rate Mean square error
2008–2009 none 820.95

2008 none 841.11
2009 none 831.72

2008–2009 monthly 836.42
2008–2009 yearly 816.39

still some periods when customers behave differently than
usual (e.g., rise in the beginning of autumn 2010), and
anomalies cannot be predicted. To analyze performance
better ACF and PACF of residuals were computed (see
Fig. 20). The results are difficult to interpret and proba-
bly need the further analyses. What can be stated now is
that not all coefficients of ACF in the range of 1 to 50 days
are sufficiently reduced, which may suggest presence of
some unmodeled dependencies. Also, the PACF graph does
not decay smoothly – there are some lags of length be-
tween 180–240 days, which have significant coefficients.
The 6 month (approx. 180 days) lag may be to some extent
attributed to two periods of higher sales observed in every
year while longer may result from irregularities caused by
external factors.

Fig. 20. Autocorrelation (a) and partial autocorrelation (b) for
residuals of the composite model with annual amplitude growth
rate.

Another question implied by this analysis is the presence
of long range dependence in the registration process. The
autocorrelations (also these computed for long range model)
can not answer this question clearly – first of all, the num-
ber of samples is relatively small. Nevertheless, we tried

to estimate Hurst coefficient for the process by fitting frac-
tional Brown motion process. We ended with Hurst co-
efficient of 0.8 and relatively poor fit. Our supposition is
that the long range dependence in the registration process
is possible, however, it is likely that it is implied by other
socio-economic variables, e.g., economic cycles to name
most obvious one, which in turn are known to be long
range dependent.

8. Conclusions

We have analyzed data and proposed models for various
time scales. The most important outcome of these analyses
is in our opinion identification of periodic nature of regis-
tration process. The periodicism has two scales – shorter,
connected with weekly cycle and longer, visible as two pe-
riods of lower sales during the year. Another important
part of the process is a trend, which in long range may
be best modeled by exponential curve. These components
were used to build models proposed, which proved to be
precise enough for planning marketing strategies or sizing
hardware.
There are also factors we do not cover in our models –
mostly connected with external variables, which influence
registrations. We roughly identified two such variables:
one is general socio-economic situation and the second are
prices. Both of them are difficult to comprehend, especially
in the case of prices it is difficult to observe strategies of all
dealers selling domains. However, we plan to analyze the
influence of external factors deeper and to input them into
the model, possibly in an aggregated form using indexes
and statistics. We hope to solve the problem of nonstation-
arity this way and eventual long range dependence, which
we could observe in the data.

References
[1] M. Mueller, “Toward an economics of the domain name system”, in

Handbook of Telecommunications Economics: Technology Evolution

and the Internet, M. E. Cave, S. K. Majumdar, and I. Vogelsang Eds.,
vol. 2, North-Holland, 2005, pp. 443–487.

[2] M. Jindra, “The market for Internet domain names”, in Proc.

16th ITS Regional Conf., Porto, Portugal, 2005 [Online]. Available:
http://userpage.fu-berlin.de/∼jmueller/its/conf/porto05/papers/
Jindra.pdf, accessed 12.08.2011.

[3] “The Secondary Market For Domain Names”, OECD Report

DSTI/ICCP/TISP(2005)9/FINAL, 2005.

[4] M. Zook, “Study of the Factors Behind the Demand for Coun-
try Code Domain Names”, ZookNIC Internet Intelligence [Online].
Available: http://www.aptld.org/pdf/APTLD-Bangkok-07-Report-
FINAL.pdf, 2007, accessed: 12.08.2011.

[5] P. Salvador and A. Nogueira, “Analysis of the Internet domain names
re-registration market”, Procedia Comp. Science, p. 325–335, 2011.

[6] K. Lasota and K. Kozakiewicz, “Analysis of the similarities in
malicious DNS domain names”, Commun. Computer Inform. Sci.,
vol. 187, pp. 1–6, Springer, 2011.

[7] J. Wu, X. Li, X. Wang, and B. Yan, “DNS usage mining and its
two applications”, in Proc. Sixth Int. Conf. Digit. Inform. Manag.

ICDIM 2011, Melbourne, Australia, 2011, pp. 54–60.

[8] T. Lindenthal, “Valuable Words: Pricing Internet Domains”, Social
Science Research Network, July 14, 2011 [Online]. Available:
http://ssrn.com/abstract=1885465, accessed 09.01.2012.

72



Analysis and Modeling of Domain Registration Process

[9] A. Tajirian, “Statistical Models for Market Approach to Domain
Name Valuation”, 2010 [Online]. Available:
http://www.domainmart.com/news/Statistical Models for Market
Approach to Domain Name Value.pdf, accessed 09.01.2012.

[10] H. Simon, Price Management. North-Holland, 1989.

[11] G. E. P. Box and G. M. Jenkins, Time Series Analysis: Forecasting

and Control. Holden-Day, 1970.

[12] S. Makridakis, S. C. Wheelwrighth, and R. J. Hyndman, Forecast-

ing: Methods and Applications. Willey, 1998.

[13] J. Haywood and J. Randal, “Modelling seasonality and multiple
structural breaks. Did 9/11 affect visitor arrivals to NZ?”, Research

report 08/10, University of Wellington, New Zealand 2008 [Online].
Available: http://msor.victoria.ac.nz/twiki/pub/Main/
ResearchReportSeries/mscs08-10.pdf, accessed 12.08.2011.

[14] M. K. Francke, “Repeat Sales Index for Real Estate Prices: a Struc-
tural Time Series Approach”, Technical Working paper 2009-0,
Ortec Finance Research Center, 2009.

[15] D. A. Pierce, “A survey of recent developments in seasonal adjust-
ment”, The American Statistician, vol. 34, no. 3, 1980.

[16] Ch. I. Plosser, “A time series analysis of seasonality in econometric
models”, in Seasonal Analysis of Economic Time Series, A. Zellner,
Ed. NBER, 1979, pp. 365–410.

[17] B. Sheharyar and D. Geltner. “Estimating real estate price move-
ments for high frequency tradable indexes in a scarce data environ-
ment”, The Journal of Real Estate Finance and Economics, 2010
[Online]. Available: http://www.springerlink.com/content/
uxl087168u781086/, accesed: 09.08.2011.

[18] L. Ferrara and D. Guagan, “Fractional seasonality: Models and Ap-
plication to Economic Activity in the Euro Area”, Working paper,
Eurostat 2006 [Online]. Available: http://epp.eurostat.ec.europa.eu,
accessed 12.08.2011.

[19] R. B. Cleveland, W. S. Cleveland, J. E. McRae, and I. Terpenning,
“STL: a seasonal trend decomposition procedure based on loes”,
J. Official Statistics, vol. 6, no. 1, pp. 3–73, 1990.

[20] M. Yogo, “Measuring Business Cycles: Wavelet analysis of eco-
nomic time series”, Economics Letters, vol. 100, no. 2, 2008,
[Online]. Available: http://ssrn.com/abstract=1120482, accessed
10.08.2011.

Piotr Arabas received his
Ph.D. in Computer Science
from the Warsaw University of
Technology, Poland, in 2004.
Currently, he is assistant pro-
fessor at Institute of Control
and Computation Engineering
at the Warsaw University of
Technology. Since 2002 with
Research and Academic Com-
puter Network (NASK). His re-

search area focuses on modeling computer networks, pre-
dictive control and hierarchical systems.
E-mail: parabas@ia.pw.edu.pl
Institute of Control and Computation Engineering
Warsaw University of Technology
Nowowiejska st 15/19
00-665 Warsaw, Poland

E-mail: Piotr.Arabas@nask.pl
Research Academic Computer Network (NASK)
Wąwozowa st 18
02-796 Warsaw, Poland

Przemysław Jaskóła received
his M.Sc. in Computer Science
from the Warsaw University of
Technology, Poland, in 1999.
Currently, he is a Ph.D. stu-
dent in the Institute of Con-
trol and Computation Engineer-
ing at the Warsaw University
of Technology. Since 2005 with
Research and Academic Com-
puter Network (NASK). His re-

search area focuses on hierarchical optimization and com-
puter networks.
E-mail: Przemyslaw.Jaskola@nask.pl
Research Academic Computer Network (NASK)
Wąwozowa st 18
02-796 Warsaw, Poland

Mariusz Kamola received his
Ph.D. in Computer Science
from the Warsaw University of
Technology, Poland, in 2004.
Currently, he is assistant pro-
fessor at Institute of Control
and Computation Engineering
at the Warsaw University of
Technology. Since 2002 with
Research and Academic Com-
puter Network (NASK). His re-

search area focuses on economics of computer networks
and large scale systems.
E-mail: mkamola@ia.pw.edu.pl
Institute of Control and Computation Engineering
Warsaw University of Technology
Nowowiejska 15/19
00-665 Warsaw, Poland

E-mail: Mariusz.Kamola@nask.pl
Research Academic Computer Network (NASK)
Wąwozowa st 18
02-796 Warsaw, Poland

Michał Karpowicz received
his Ph.D. in Computer Science
from the Warsaw University of
Technology (WUT), Poland, in
2010. Currently, he is an Assis-
tant Professor at Research and
Academic Computer Network
(NASK). His research interests
focus on game theory, network
control and optimization.

E-mail: Michal.Karpowicz@nask.pl
Research Academic Computer Network (NASK)
Wąwozowa st 18
02-796 Warsaw, Poland

73



Paper RTRTRTTTT
+++ – Time Validity Constraints

in RTRTRTTTT Language
Anna Felkner and Adam Kozakiewicz

Research and Academic Computer Network (NASK), Warsaw, Poland

Abstract—Most of the traditional access control models, like

mandatory, discretionary and role based access control make

authorization decisions based on the identity, or the role of the

requester, who must be known to the resource owner. Thus,

they may be suitable for centralized systems but not for de-

centralized environments, where the requester and service

provider or resource owner are often unknown to each other.

To overcome the shortcomings of traditional access control

models, trust management models have been presented. The

topic of this paper is three different semantics (set-theoretic,

operational, and logic- programming) of RTRTRTTTT , language from

the family of role-based trust management languages (RT).

RT is used for representing security policies and credentials

in decentralized, distributed access control systems. A creden-

tial provides information about the privileges of users and the

security policies issued by one or more trusted authorities.

The set-theoretic semantics maps roles to a set of sets of en-

tity names. Members of such a set must cooperate in order

to satisfy the role. In the case of logic-programming seman-

tics, the credentials are translated into a logic program. In the

operational semantics the credentials can be established using

a simple set of inference rules. It turns out to be fundamental

mainly in large- scale distributed systems, where users have

only partial view of their execution context. The core part

of this paper is the introduction of time validity constraints

to show how that can make RTRTRTTTT language more realistic. The

new language, named RTRTRTTTT
+++ takes time validity constraints into

account. The semantics for RTRTRTTTT
+++ language will also be shown.

Inference system will be introduced not just for specific mo-

ment but also for time intervals. It will evaluate maximal time

validity, when it is possible to derive the credential from the

set of available credentials. The soundness and completeness

of the inference systems with the time validity constraints with

respect to the set-theoretic semantics of RTRTRTTTT
+++ will be proven.

Keywords—access control, inference system with time con-

straints, logic-programming semantics, role-based trust manage-

ment, set-theoretic semantics.

1. Introduction

Guaranteeing that confidential data and services offered by
a computer system are not made available to unauthorized
users is an increasingly significant and challenging issue,
which must be solved by reliable software technologies
that are used for building high-integrity applications. The
data, whether in electronic, paper or other form must be
properly protected. The traditional solution to this problem
are access control techniques, by which users are identi-
fied, and granted or denied access to a system, data and

other resources, depending on their individual or group
identity. This approach fits well into closed, centralized
environments, in which the identity of users is known in
advance.
Role-based access control (RBAC) model [1], [2] is the
most flexible type of access control policy. It uses a user
role to control of which users have access to particular re-
sources. Access rights are grouped by the role name and
access to resources is restricted to the users who are as-
signed to appropriate roles. This type of access control
works well in a large-scale centralized system and is often
used in enterprise environments. Quite the new challenges
arise in decentralized and open systems, where the iden-
tity of users is not known in advance and the set of users
can change. For example, consider a bookstore, in which
students who are returning customers are eligible to get dis-
count. However, when a person comes to the bookstore and
she says that she is Mary Smith, then her identity itself will
not help in deciding whether she is eligible for a discount
or not. What can help in this particular situation are two
credentials stating that she is a student (she has a student
card) and that she owns a bookstore card. The identity
of a user itself does not help in making decisions about
their rights. What is needed to make such decisions is in-
formation about the privileges assigned to the user by other
authorities, as well as trust information about the authority
itself.
The term of trust management was introduced in 1996 by
Blaze et al. in [3], who defined it as a unified approach
to specify and interpret security policies, credentials and
trust relationships. In trust management system an entity’s
privilege is based on its attributes instead of its identities.
An entity’s attributes are demonstrated through digitally
signed credentials issued by multiple principals. A cre-

dential is an attestation of qualification, competence or au-
thority issued to an individual by a third party. Examples
of credentials in real life include identification documents,
driver’s licenses, membership cards, keys, etc. A credential
in a computer system can be a digitally signed document.
Such a concept of trust management has evolved since that
time to a much broader context of assessing the reliability
and developing trustworthiness for other systems and indi-
viduals [4]. In this paper, however, we will use the term
trust management only in a meaning restricted to the field
of access control.
The potential and flexibility of trust management approach
stems from the possibility of delegation: a principal may
transfer limited authority over a resource to other principals.
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Such a delegation is implemented by means of an appro-
priate credential. This way, a set of credentials defines the
access control strategy and allows deciding on who is au-
thorized to access a resource, and who is not. RT languages
combine trust management and RBAC features. To define
a trust management system, a language is needed for de-
scribing entities (principals and requesters), credentials and
roles, which the entities play in the system. Responding to
this need, a family of role-based trust management lan-
guages has been introduced in [5]–[7]. The family consists
of five languages: RT0, RT1, RT2, RT T , and RT D, with
increasing expressive power and complexity.
The core language of RT family is RT0, described in detail
in [7]. It allows describing localized authorities for roles,
role hierarchies, delegation of authority over roles and role
intersections. All the subsequent languages add new fea-
tures to RT0.
RT1 introduces parameterized roles, which can represent
relationships between entities.
RT2 adds to RT1 logical objects, which can be used to rep-
resent permissions given to entities with respect to a group
of logically related objects (resources). Those extensions
can help in keeping the notation concise, but do not in-
crease the expressive power of the language, because each
combination of parameters in RT1 and each permission to
a real instance of a logical object in RT2 can be defined
alternatively as a separate role in RT0.
This paper focuses on RT T languages, as it provides use-
ful capabilities not found in any other languages: manifold
roles to achieve both agreement of multiple principals from
one set and from disjoint sets and role-product operators,
which can express threshold and separation of duties poli-
cies. Similar to a role, which defines a set of principals,
a manifold role defines a set of principal sets, each of which
is a set of principals which cooperation satisfies the man-
ifold role. A singleton role can be treated as a special
case of a manifold role, which set of cooperating entities
is a singleton set. This way, RT0 credentials can also be
expressed in RT T language.
A threshold policy requires a specified minimum number
of entities to agree on some fact, i.e., it requires agreement
among k out of a set of entities that satisfy a specified con-
dition, e.g., in a requirement that two different bank cashiers
must authorize a transaction. Separation of duties policy
requires a set of entities, each of which fulfills a specific
role, to agree before access is granted. Both types of poli-
cies mean that some transactions cannot be completed by
a single entity, because no single entity has all the access
rights required to complete the transaction, that is why it
is not possible to define it in RT0.
RT D provides mechanisms to describe delegation of role
activations and selective use of role membership. This lan-
guage is not covered in this paper.
A more detailed treatment of RT family can be found in [6].
The languages have a precise syntax and semantics defini-
tion. A set-theoretic semantics, which defines the meaning
of a set of credentials as a function from the set of roles

into the power set of entities, has been defined for RT0 [8],
[7] and we defined relational semantics, which apply also
to other members of the family up to RT T in [9].
The paper is organized as follows. Section 2 consists of the
role-based trust management language syntax and descrip-
tion of three semantics (relational, operational and logic-
programming), including example. Section 3 describes time
validity in RT T language. Section 4 shows inference sys-
tem over new RT T

+ language time constraints. An overview
of the work related to RT systems and languages is given
in Section 5. Final remarks are given in Conclusions.

2. The Syntax and Three Semantics
of RT T Language

Basic elements of RT languages are entities, role names,
roles and credentials. Entities represent principals that can
define roles and issue credentials, and requesters that can
make requests to access resources. An entity can, e.g., be
a person or program identified by a user account in a com-
puter system or a public key. Role names represent per-
missions that can be issued by entities to other entities or
groups of entities. Roles represent sets of entities that have
particular permissions granted according to the access con-
trol policy. A role is described as a pair composed of an en-
tity and a role name. Credentials define roles by appointing
a new member of the role or by delegating authority to the
members of other roles.

2.1. The Syntax of RT T Language

In this paper, we use capital letters or nouns beginning
with a capital letter (e.g., A,B) to denote entities and sets
of entities. Role names are denoted as identifiers beginning
with a small letter or just small letters (e.g., r,s). Roles
take the form of an entity (the issuer of this role) followed
by a role name separated by a dot (e.g., A.r). Credentials
are statements in the language. A credential consists
of a role, left arrow symbol and a valid role expression.
There are six types of credentials in RT T , which are
interpreted in the following way:

A.r← B – simple membership: entity B is a mem-
ber of role A.r.

A.r← B.s – simple inclusion: role A.r includes (all
members of) role B.s. This is a del-
egation of authority over r from A to
B, because B may cause new entities
to become members of the role A.r by
issuing credentials that define B.s.

A.r← B.s.t – linking inclusion: role A.r includes
role C.t for each C, which is a mem-
ber of role B.s. This is a delegation
of authority from A to all the members
of the role B.s. The expression B.s.t is
called a linked role.
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A.r← B.s∩C.t – intersection inclusion: role A.r in-
cludes all the entieties who are mem-
bers of both roles B.s and C.t. This is
a partial delegation from A to B and C.
The expression B.s∩C.t is called an in-

tersection role.

A.r← B.s⊙C.t – role A.r can be satisfied by a union
set of one member of role B.s and one
member of role C.t. A set consisting
of a single entity satisfying the inter-
section role B.s∩C.t is also valid.

A.r← B.s⊗C.t – role A.r includes one member of role
B.s and one member of role C.t, but
those members of roles have to be dif-
ferent entities.

The models discussed in this paper can be, in general, very
complex. Therefore, we present here only a simplified ex-
ample, with the intention to illustrate the basic notions and
the notation, with a focus on RT T credentials.

Example 1 (Example of RT T ). Suppose that we need at
least two out of four students to activate the subject. Using
RT0 credentials, we have to explicitly list all the students
(four in this simple case) and choose two of them; this
list needs to be changed each time members in the students
role change. In RT T only one credential is needed. Further,
we want to have two students and one Ph.D. student, who
can also (but does not have to) be a regular student. This
requires just one more RT T credential. The entire policy
can be expressed as follows:

F.students← F.student⊗F.student , (1)

F.activeSub ject← F.phdStudent⊙F.students . (2)

Now, assume that the following credentials have been

added:
F.student←{Alex} , (3)

F.student← {Betty} , (4)

F.student←{David} , (5)

F.student←{John} , (6)

F.phdStudent← {John} , (7)

F.phdStudent←{Emily} . (8)

Then one can conclude that, according to the policy, any
pair of students from the set {Alex,Betty,David,John} is
sufficient to fulfill the role F.students, but to activate the
subject it is required that either the pair includes John, or
additionally Emily must also attend.

2.2. The Set-Theoretic Semantics of RTRTRTTTT Language

The semantics of RT0 has no potential to describe the mean-
ing of RT T , which supports manifold roles. Therefore, we
define the meaning of a set of credentials as a relation over
the set of roles and the power set of entities. Thus, we use
a cartesian product of the set of roles and the power set
of entities as the semantics domain of a RT language. The
semantics mapping would associate a specific relation be-
tween roles and entities with each set of credentials. Such
a relational approach allowed us to define a formal seman-
tics of RT T language presented in [9].

Example 2 (Set-theoretic semantics for Example 1). Com-
puting consecutive relations Si starts from an empty set,
S0 = φ . According to Definition 2 from [9] only creden-
tials 3 through 8 are mapped in S0 into relation S1:

S1 = {({F},student,{John}),({F},student,{Alex}),
({F},student,{Betty}),({F},student,{David}),
({F}, phdStudent,{John}),
({F}, phdStudent,{Emily})}.

Credential 1 adds the following instances to relation S2:

S2 = S1∪{

({F},students,{John,Alex}),
({F},students,{John,Betty}),
({F},students,{John,David}),
({F},students,{Alex,Betty}),
({F},students,{Alex,David}),
({F},students,{Betty,David}) }.

Credential 2 is resolved in S3:

S3 = S2∪{

({F},activeSub ject,{John,Alex}),
({F},activeSub ject,{John,Betty}),
({F},activeSub ject,{John,David}),
({F},activeSub ject,{John,Alex,Betty}),
({F},activeSub ject,{John,Alex,David}),
({F},activeSub ject,{John,Betty,David}),
({F},activeSub ject,{Emily,John,Alex}),
({F},activeSub ject,{Emily,John,Betty}),
({F},activeSub ject,{Emily,John,David}),
({F},activeSub ject,{Emily,Alex,Betty}),
({F},activeSub ject,{Emily,Alex,David}),
({F},activeSub ject,{Emily,Betty,David}) }.

The resulting relation S3 cannot be changed using the given
set of credentials, hence: SP = S3. Because the RT lan-
guage considered in this example is RT T , there is a set
of sets of entities assigned to each role.

2.3. The Logic-Programming Semantics of RTRTRTTTT

The second way that shows how the member sets of roles
can also be calculated is to use a logic-programming seman-
tics. The logic-programming semantics of RT0 credentials
was first introduced in [6]. A definition quoted in this sub-
section is a modified version of this semantics, which has
been introduced in [8]. In this case the semantics is given
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indirectly. RT credentials are translated into a logic pro-
gram and their semantics is obtained as the minimal Her-
brand model of the translation. The main intention of this
approach is to provide an implementation of credential res-
olution.

Definition 1: The logic-programming semantics of P is
the minimal Herbrand model of LP(P), the logic program
defined as

LP(P) =
⋃

c∈P lc(c) ,
where function lc(·) translates every credential to a logic
program clause as follows:

lc(A.r← B) , r(A,B) :−

lc(A.r← B.s) , r(A,ξ ) :−s(B,ξ )

lc(A.r← B.s.t) , r(A,ξ ) :−s(B,ζ ),t(ζ ,ξ )

lc(A.r← B.s∩C.t) , r(A,ξ ) :−s(B,ξ ),t(C,ξ )

We decided to put some changes into logic-programming
semantics for RT0 and define the logic-programming se-
mantics of RT T .

lc(A.r← B) = member(B,role(A,r))

lc(A.r← B.s) = member(X ,role(A,r)) :−

member(X ,role(B,s))

lc(A.r← B.s.t) = member(X ,role(A,r)) :−

member(C,role(B,s)),
member(X ,role(C,t))

lc(A.r← B.s∩C.t) = member(X ,role(A,r)) :−

member(X ,role(B,s)),
member(X ,role(C,t))

lc(A.r← B.s⊙C.t) = member(X ∪Y,role(A,r)) :−

member(X ,role(B,s)),
member(Y,role(C,t))

lc(A.r← B.s⊗C.t) = member(X ∪Y,role(A,r)) :−

member(X ,role(B,s)),
member(Y,role(C,t)),X\= Y

where role(A,r) correspond to A.r, and
member(B,role(A,r)) correspond to A.r← B.
As in the case of the set-theoretic, we use Example 1 from
Section 2 to illustrate the definition of RT semantics.

Example 3 (Logic-programming semantics for Exam-
ple 1).

lc(F.students←F.student⊗F.student) =
member(X ∪Y,role(F,students)) :−

member(X ,role(F,student)),
member(Y,role(F,student)),X\=Y

lc(F.activeSub ject←F.phdStudent⊙F.students) =
member(X∪Y,role(F,activeSub ject)) :−

member(X ,role(F, phdStudent)),
member(Y,role(F,students))

lc(F.student← Alex) = member(Alex,role(F,student))

lc(F.student← Betty) = member(Betty,role(F,student))

lc(F.student← David) = member(David,role(F,student))

lc(F.student← John) = member(John,role(F,student))

lc(F.phdStudent← John) = member(John,role(F, phdStudent))

lc(F.phdStudent← Emily)= member(Emily,role(F, phdStudent))

The above rules can be easily implemented by using some
prologue interpreter. Only minor syntactic changes (capital
letters, etc.) are necessary.

2.4. Inference System over RTRTRTTTT Credentials

RT T credentials are used to define roles and roles are used
to represent permissions. The semantics of a given set P

of RT T credentials defines for each role A.r the set of en-
tities, which are members of this role. The member sets
of roles can also be calculated in a more convenient way
by using an inference system, which defines an operational
semantics of RT T language. An inference system consists
of an initial set of formulae that are considered to be true,
and a set of inference rules that can be used to derive new
formulae from the known ones.
Let P be a given set of RT T credentials. The application
of inference rules of the inference system will create new
credentials, derived from credentials of the set P . A de-
rived credential c will be denoted using a formula P ≻ c,
which should be read: credential c can be derived from
a set of credentials P .

Definition 2: The initial set of formulae of an inference
system over a set P of RT T credentials are all the formulae:
c∈P for each credential c in P . The inference rules of the
system are the following:

c ∈P

P ≻ c
, (W1)

P ≻ A.r← B.s P ≻ B.s← X

P ≻ A.r← X
, (W2)

P ≻ A.r← B.s.t P ≻ B.s←C

P ≻C.t← X

P ≻ A.r← X

, (W3)

P ≻ A.r← B.s∩C.t P ≻ B.s← X

P ≻C.t← X

P ≻ A.r← X

, (W4)

P ≻ A.r← B.s⊙C.t P ≻ B.s← X

P ≻C.t← Y

P ≻ A.r← X ∪Y

, (W5)

P ≻ A.r← B.s⊗C.t P ≻ B.s← X

P ≻C.t← Y X ∩Y = φ

P ≻ A.r← X ∪Y

. (W6)

There could be a number of inference systems defined over
a given language. To be useful for practical purposes an in-
ference system must exhibit two properties. First, it should
be sound, which means that the inference rules could derive
only formulae that are valid with respect to the semantics
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of the language. Second, it should be complete, which
means that each formula, which is valid according to the
semantics, should be derivable in the system.
All the credentials, which can be derived in the system,
either belong to set P , rule (W1) or are of the type: P ≻

A.r← X , rules (W2 through W6). To prove the soundness
of the inference system, one must prove that for each new
formula P ≻ A.r← X , the triple (A,r,X) belongs to the
semantics SP of the set P . To prove the completeness
of the inference system over a set P of RT T credentials,
we must prove that a formula P≻ A.r← X can be derived
by using inference rules for each element (A,r,X) ∈ SP .
Both properties have been shown in [10], proving that the
inference system provides an alternative way of presenting
the semantics of RT T .

Example 4 (Inference system for Example 1). We use the
inference system to formally derive a set of entities which
can cooperatively activate a subject. To make long example
shorter, let us use less credentials ((1), (2), (4), (6), and (7)).
Using credentials (1), (2), (4), (6), and (7) according to rule
(W1) we can infer:

F.students← F.student⊗F.student ∈P

P ≻ F.students← F.student⊗F.student

F.activeSub ject← F.phdStudent⊙F.students∈P

P ≻ F.activeSub ject← F.phdStudent⊙F.students

F.student←{Betty} ∈P

P ≻ F.student← {Betty}

F.student← {John} ∈P

P ≻ F.student←{John}

F.phdStudent←{John} ∈P

P ≻ F.phdStudent← {John}

Then, using credentials (1), (6) and (4) and rule (W6) we
infer:

P ≻ F.students← F.student⊗F.student

P ≻ F.student←{John}

P ≻ F.student← {Betty}

{John}∩{Betty}= φ

P ≻ F.students←{John,Betty}

In the next step we use the newly inferred credential and
additionally credentials (2) and (7) with the rule (W5):

P ≻ F.activeSub ject← F.phdStudent⊙F.students

P ≻ F.phdStudent←{John}

P ≻ F.students←{John,Betty}

P ≻ F.activeSubject← {John,Betty}
,

showing that the set of entities {John,Betty} is sufficient
to activate the subject.

3. Time Validity in RT T

Inference rules with time validity for RT0 were originally
introduced in a slightly different way in [8]. In this pa-
per we will try to extend the potential of RT T language
by putting time validity constraints into this language. In
this case credentials are given to entities just for some fixed
period of time. It is quite natural to assume that permis-
sions are given just for fixed period of time, not for ever.
Time dependent credentials take the form: c in v, meaning
”the credential c is available during the time v”. Finite sets
of time dependent credentials are denoted by CP and the
new language is denoted as RT T

+ . To make notation clear
we write c to denote ”c in (−∞, +∞)”. Time validity can
be denoted as follows:

[τ1,τ2]; [τ1,τ2);(τ1,τ2];(τ1,τ2);(−∞,τ];(−∞,τ);
[τ,+∞);(τ,+∞);(−∞, +∞);v1∪ v2;v1∩ v2;v1\v2

and v1, v2 of any form in this list, with τ ranging over time
constants.

Example 5 (Time validity for Example1). In our scenario,
it is quite natural to assume that Alex, Betty, David and
John are students only for a fixed period of time. The same
with John and Emily as Ph.D. students. Thus, credentials
(3)–(8) should be generalized to:

F.student← {Alex} in v1 , (9)

F.student←{Betty} in v2 , (10)

F.student← {David} in v3 , (11)

F.student← {John} in v4 , (12)

F.phdStudent←{John} in v5 , (13)

F.phdStudent← {Emily} in v6 , (14)

stating that credentials (3)–(8) are only available during v1,
v2, v3, v4, v5, and during v6, respectively. On the other
hand, credentials (1) and (2) are always valid, as they ex-
press some time-independent facts. Now, by using (1), (2)
and (9)–(14), we want to be able to derive that for exam-
ple the set {Alex,Betty,John} can cooperatively activate
the subject during all of the period: v1 ∩ v2 ∩ v5 or
{Betty,John} during the time v2 ∩ v4 ∩ v5.

3.1. Set-Theoretic Semantics of RTRTRTTTT
+++

Now we can adapt our set-theoretic semantics of RT T lan-
guage to the new form of credentials. The semantics can
be defined formally in the following way:

Definition 3: The semantics of a set of credentials CP ,
denoted as SCP , is the smallest relation Si, such as:

1. S0 = φ

2. Si+1 =
⋃

(c in v) ∈CP f (Si,c) for i = 0,1, . . .

that is closed with respect to function f , which describes
the meaning of credentials in the same way as in [9].
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3.2. Logic-Programming Semantics of RT T
+

When considering the logic-programming semantics
of RT T

+ , two possible scenarios must be analyzed: vali-
dation of authority at a given time instant and establishing
authority for a period of time. In the first scenario, the
logic-programming semantics is calculated at a precise time
instant, by only considering those time-dependant creden-
tials which are valid at that moment. In view of the fact that
there will be no big changes, we will not provide a precise
definition of the semantics. The second scenario is more
complex, since it involves computing intersections of va-
lidity periods. Yet this case is as a future work. Feasibility
of creating such semantics is underlined by the fact that
development of an inference system for this case proved to
be possible, as illustrated in the next section.

4. Inference System over RT T
+

Credentials

Now, we can adapt inference system over RT T credentials
to take time validity into account. Let CP be a given
set of RT T

+ credentials. The application of inference rules
of the inference system will create new credentials, derived
from credentials of the set CP . A derived credential c

valid in time τ will be denoted using a formula C P ≻τ c,
which should be read: credential c can be derived from
a set of credentials C P during the time τ .

Definition 4: The initial set of formulae of an inference
system over a set CP of RT T

+ credentials are all in the
form: c in v ∈ C P for each credential c valid in time v

in CP . The inference rules of the system are the following:

c in v ∈ CP τ ∈ v

CP ≻τ c
, (CW1)

C P ≻τ A.r← B.s C P ≻τ B.s← X

C P ≻τ A.r← X
, (CW2)

CP ≻τ A.r← B.s.t C P ≻τ B.s←C

C P ≻τ C.t← X

CP ≻τ A.r← X

, (CW3)

CP ≻τ A.r← B.s∩C.t C P ≻τ B.s← X

CP ≻τ C.t← X

C P ≻τ A.r← X

, (CW4)

CP ≻τ A.r← B.s⊙C.t CP ≻τ B.s← X

C P ≻τ C.t← Y

CP ≻τ A.r← X ∪Y

, (CW5)

CP ≻τ A.r← B.s⊗C.t CP ≻τ B.s← X

CP ≻τ C.t←Y X ∩Y = φ

CP ≻τ A.r← X ∪Y

. (CW6)

All the credentials, which can be derived in the sys-
tem, either belong to set CP , rule (CW1) or are of the
type: CP ≻τ A.r ← X , rules (CW2 through CW6). This
new inference system mainly extends the inference rules
from previous section, by replacing rules (Wi) with (CWi)
and considering only valid time-dependent credentials
from CP .

To prove the soundness of the inference system we must
prove that for each new formula CP ≻τ A.r←X , the triple
(A,r,X) belongs to the semantics SCP of the set CP . Let
us first note that all the formulae CP ≻τ A.r← X , such
as A.r← X ∈ CP are sound. This is proven in Lemma 1.

Lemma 1: If A.r← X ∈ C P then (A,r,X) ∈ SCP .

Proof : The relation SCP , which defines the semantics
of CP , is a limit of a monotonically increasing sequence
of sets S0,S1 . . . such that S0 = φ . According to Defini-
tion 3: f (S0,A.r← X) = (A,r,X). Hence, (A,r,X) ∈ S1

and because S1 ⊆ SCP then (A,r,X) ∈ SCP. �

To prove the soundness of the inference system over CP ,
we must prove the soundness of each formula C Pτ ≻

A.r← X , which can be derived from the set CP . This
is proven in Theorem 1.

Theorem 1 (soundness): If C P ≻ A.r← X then (A,r,X)∈
SCP .

Proof : Like the proof of Theorem 1 in [10], but relying
on the above Lemma 1 instead of Lemma 1 from [10]. �

To prove the completeness of the inference system over
a set C P of RT T

+ credentials, we must prove that a formula
C P ≻ A.r← X can be derived by using inference rules for
each element (A,r,X)∈ SCP . This is proven in Theorem 2.

Theorem 2 (completeness): If (A,r,X) ∈ SCP then CP ≻

A.r← X .

Proof : Like the proof of Theorem 2 in [10], but relying
on the above Lemma 1 instead of Lemma 1 from [10]. �

4.1. Inferring Time Validity of Credentials

This inference system evaluates maximal time validity,
when it is possible to derive the credential c from CP .
It enhances formula CP ≻τ c to CP ≻≻v c, specifying
that at any time τ ∈ v in which CP has a semantics, it
is possible to infer the credential c from CP . To make
notation clear we write ≻≻ to denote ≻≻(−∞,+∞). The in-
ference rules of the system are the following:

c in v ∈ CP

CP ≻≻v c
, (CWP1)

CP ≻≻v1
A.r← B.s CP ≻≻v2

B.s← X

C P ≻≻v1∩v2
A.r← X

, (CWP2)

CP ≻≻v1
A.r← B.s.t CP ≻≻v2

B.s←C

C P ≻≻v3
C.t← X

CP ≻≻v1∩v2∩v3
A.r← X

, (CWP3)

CP ≻≻v1
A.r← B.s∩C.t CP ≻≻v2

B.s← X

C P ≻≻v3
C.t← X

CP ≻≻v1∩v2∩v3
A.r← X

, (CWP4)

CP ≻≻v1
A.r← B.s⊙C.t CP ≻≻v2

B.s← X

CP ≻≻v3
C.t← Y

CP ≻≻v1∩v2∩v3
A.r← X ∪Y

, (CWP5)

79



Anna Felkner and Adam Kozakiewicz

CP ≻≻v1
A.r← B.s⊗C.t CP ≻≻v2

B.s← X

CP ≻≻v3
C.t←Y X ∩Y = φ

CP ≻≻v1∩v2∩v3
A.r← X ∪Y

, (CWP6)

C P ≻≻v1
c CP ≻≻v2

c

CP ≻≻v1∪v2
c

. (CWP7)

The key rule is (CWP1). It claims that CP can be used
whenever it is valid. Rules (CW P2) - (CW P6) simply claim
that an inference rule can be used only when all its premises
are true and that the validity of the resulting credentials
is the intersection of validity periods of all the premises.
Finally, the rule (CW P7) claims that if a credential c can be
inferred both with validity v1 and with validity v2, then c

can be inferred with validity v1∪v2. CP ≻≻v generalises
CP ≻τ . They are both equivalent whenever v = [τ,τ].
Because several possible ways may exist to infer a certain
c from CP , all providing a different period of validity,
the rule (CWP7) can be used several times to broaden c’s
validity.

Definition 5 (maximal inference): An inference terminating
in CP ≻≻v c is called maximal if and only if:

1) there exists no v′ ⊃ v such that CP ≻≻v′ c, and

2) every sub-inference terminating in CP ≻≻v′′ c′, for
c′ 6= c, which does not use c in its premises, is max-
imal.

The first condition ensures that the rule (CW P7) has been
used as much as possible to infer the validity of c. The
second condition ensures that this property is propagated
through the whole inference tree. Maximal inferences guar-
antee that v in (CWP1) is the maximal time validity for
A.r← X .
For these inferences we can prove soundness and complete-
ness of C P ≻≻v by means of Theorem 3, which proof
relies on the following Lemma.

Lemma 2: CP ≻τ c implies that there exists a v containing
τ such that CP ≻≻v c.

Proof : It suffices to replicate inference for CP ≻τ c, re-
placing every appearance of rule (CWi) with (CWPi), and v

will be the intersection of the validity of all the credentials
CP used in the inference and will be at least [τ,τ]. �

Theorem 3 ([soundness and completeness for maximal in-
ferences): Let CP ≻≻v c be a maximal inference and set
CP of RT T

+ credentials be defined. Then CP ≻τ c if and
only if τ ∈ v.

Proof : By induction on the depth of C P ≻≻v c. For the
base case, CP must contain a credential c in v. If τ ∈ v

we can trivialy conclude thanks to (CW1). By induction,
CP ≻τ A.r← X if and only if τ ∈ v. And vice versa,
assuming by contradiction that there is a τ ′ /∈ v such that
CP ≻τ ′ c; but then the inference leading to CP ≻≻v c

would not be maximal, because Lemma 2 would contradict
the assumption.

For the inductive step, we prove by case analysis on the last
rule used. Analysis of (CWPi) for i = 2...6 is trivial, as it
adapts the reasoning from proof in [10] in the same way as
done above for the base case. The most difficult cases are
when using rule (CWP7). If CP ≻≻v c terminates with
an appearance of (CWP7), then v = v1 ∪ v2. This case is
particular, because formulae CP ≻≻v1

c and CP ≻≻v2
c

are not maximal. Let CP ≻τ c. By Lemma 2, there ex-
ists a v′ containing τ such that CP ≻≻v′ c. Now, it is
that v′ ⊆ v, otherwise CP ≻≻v c would not be maximal.
And vice versa, let τ ∈ v and let CP ≻≻v′ c be the deep-
est sub-inference of CP ≻≻v c, which premises do not
require c (hence, CP ≻≻v′ c has been obtained by us-
ing (CWPi), for i 6= 7) and such that τ ∈ v′. By definition
of the rules of inference system (inferring time validity),
each of these premises has a time validity containing τi;
since these premises have been obtained by maximal infer-
ences, by induction we can replace ≻≻ . . . with ≻τ . Now,
we have to use (CWi) and conclude. �

Example 6 (Time validity in inference system for Exam-
ple 1). Let us get back to our example and to make
long example shorter, let us use less credentials: (1), (2),
(10), (12), and (13). According to rule (CWP1) we can
infer:

F.students← F.student⊗F.student ∈ CP

CP ≻≻ F.students← F.student⊗F.student

F.activeSub ject← F.phdStudent⊙F.students ∈ C P

CP ≻≻ F.activeSub ject← F.phdStudent⊙F.students

F.student← {Betty} in v2 ∈ CP

CP ≻≻v2
F.student← {Betty}

F.student←{John} in v4 ∈ C P

C P ≻≻v4
F.student←{John}

F.phdStudent← {John} in v5 ∈ CP

CP ≻≻v5
F.phdStudent←{John}

When we want to check if two different students can coop-
erate, from credentials (1), (10), (12) and rule (CWP6) we
infer:

CP ≻≻ F.students← F.student⊗F.student

CP ≻≻v2
F.student← {Betty}

C P ≻≻v4
F.student←{John}

{Betty}∩{John} = φ

CP ≻≻v2∩v4
F.students←{Betty,John}

In the next step we use it and additionally credentials (2),
(13) and rule (CWP5):

CP ≻≻ F.activeSub ject← F.phdStudent⊙F.students

CP ≻≻v5
F.phdStudent←{John}

CP ≻≻v2∩v4
F.students←{Betty,John}

CP ≻≻v2∩v4∩v5
F.activeSubject←{Betty,John}

showing that the set of entities that can cooperatively acti-
vate a subject is: {Betty,John} during the time: v2∩v4∩v5.
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5. Related Work

Traditional access control systems usually rely on RBAC
model [1], [2], which groups the access rights by the role
name and limits the access to a resource to those users,
who are assigned to a particular role.
The term trust management was first applied in the con-
text of distributed access control in [3]. The first trust
management system described in the literature was Poli-
cyMaker [11], which defined a special assertion language
capable of expressing policy statements, which were lo-
cally trusted, and credentials, which had to be signed using
a private key. The next generation of trust management
languages were KeyNote [12], which was an enhanced ver-
sion of PolicyMaker, SPKI/SDSI [13] and a few other lan-
guages [14]. All those languages allowed assigning privi-
leges to entities and used credentials to delegate permis-
sions from its issuer to its subject. What was missing
in those languages was the possibility of delegation based
on attributes of the entities and not on their identity.
Trust management, introduced in [3], has evolved since that
time to a much broader context of assessing the reliability
and developing trustworthiness for other systems and in-
dividuals [4]. In this paper, however, we used the term
trust management only in a meaning restricted to the field
of access control.
The meaning of roles in RT captures the notion of groups
of users in many systems and has been borrowed from
RBAC approach. The core language of RT family is RT0,
described in detail in [7]. It allows describing localized au-
thorities for roles, role hierarchies, delegation of authority
over roles and role intersections. All the subsequent lan-
guages add new features to RT0. A more detailed overview
of the RT family framework can be found in [5], [6], [15].

Time-dependant credentials were introduced in [8] but just
for RT0 language. Because RT T language is more complex,
powerful and it allows to express security policies more
suited to real needs, we decided to develop extensions to
this specific language, which has not been done before.

6. Conclusions

This paper deals with modeling of trust management sys-
tems in decentralized and distributed environments. The
modelling framework is the RT T language from a family
of role-based trust management. Three types of semantics
for a set of RT T credentials have been introduced in the
paper. A set-theoretic semantics of RT T has been defined
as a relation over a set of roles and a power set (set of sets)
of entities. All the members of a set of entities related to
a role must cooperate in order to satisfy the role. In the case
of logic-programming semantics, RT credentials are trans-
lated into a logic program. This way, our definitions cover
the full potential of RT T , which supports the notion of man-
ifold roles and it is able to express structure of threshold
and separation-of-duties policies. Using RT T one can de-
fine credentials stating that an action is allowed if it gets
approved by members of more than one role. This enables

defining complex trust management models in a real envi-
ronment. An operational semantics of RT T is defined as
a inference system, in which credentials can be established
from an initial set of credentials using a simple set of infer-
ence rules. The core part of the paper is a formal definition
of a sound and complete inference system, in which creden-
tials can be derived from an initial set of credentials using
a set of inference rules. The semantics is given by the set
of resulting credentials of the type A.r← X , which explic-
itly show a mapping between roles and sets of entities. Us-
ing RT T

+ one can define credentials, which state that an ac-
tion is allowed if it gets approval from members of more
than one role. This improves the possibility of defining
complex trust management models in a real environment.
The goal of this paper is the introduction of time valid-
ity constraints to show how that can make RT T language
more realistic. The properties of soundness and complete-
ness of the inference system with respect to the semantics
of RT T

+ are proven. Inference systems presented in this pa-
per are simple, but well-founded theoretically. It turns out
to be fundamental mainly in large-scale distributed sys-
tems, where users have only partial view of their execution
context.
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Abstract—Social network analysis (SNA) is an important and

valuable tool for knowledge extraction from massive and un-

structured data. Social network provides a powerful abstrac-

tion of the structure and dynamics of diverse kinds of inter-

personal connection and interaction. In this paper, we ad-

dress issues associated with the application of SNA to the

investigation and analysis of social relationships of people.

We provide a brief introduction to representation and anal-

ysis of social networks, SNA models and methods. The main

objective is to investigate the application of SNA techniques

to data mining in case of two social networks Facebook and

Twitter. The presented simulations illustrate how social anal-

ysis can be used to determine the interpersonal connections,

importance of actors in a given social network and detect com-

munities of people. We then discuss strength and weakness of

SNA techniques.

Keywords—centrality measures, communities detection, social

network, social network analysis.

1. Introduction

During the last decade social networks (SN) have become
extremely popular and have been attracted attention of sci-
entists of different disciplines, such as sociology, epidemi-
ology, economy, computer engineering, telecommunication
and many others [1]–[7]. Many systems in nature and tech-
nology are examples of social networks, i.e., systems com-
posed of a large number of highly interconnected individ-
uals (actors), whose structure is irregular, complex and
dynamically evolving in time. Communication networks,
such as the Internet and the World Wide Web, are exam-
ples of SN.
A social network is formally defined as a set of actors or
social groups, and relationships such as: friendship, col-
laboration, business, political, etc. The first approach to
capture the global properties of such systems is to model
them as graphs which nodes represent the actors and links
the relationships between them. Nevertheless, most of real
world networks are characterized by the similar topologi-
cal properties, such as relatively small characteristic path
lengths, high clustering coefficients, degree correlations,
which make them radically different from regular lattices
and random graphs. Hence, in many cases the standard
models from graph theory cannot be applied, and the ded-
icated techniques and methods have to be used.

In the beginning, the social network became a field of in-
terest of sociology that did not use mathematical graph
theory. It has appeared soon that merging experience of
sociology and graph theory needed the dedicated formal
social network analysis (SNA) methods.
Social network analysis is a group of graph theory based
techniques that can be used to retrieve meaningful knowl-
edge from networks formed by various actors. In the re-
cent past, SNA techniques have been rapidly increasing
their advance into a wide variety of applications and
systems [2], [3], [8]–[13]. Due to powerful computers,
emerging and widely adapted platforms such as Facebook,
Twitter, Foursquare, nk.pl, and many others SNA has be-
come commonly used approach to interpersonal connec-
tions analysis. Data about relationships of people are com-
monly available like never before, and applying analytical
methods to them became a source of unique and valuable
knowledge.
In literature, one can find an extensive survey of state of
the art in SNA techniques and methods [1], [7], [14]–[18].
The topological and structural properties of social networks
are considered. The major results and concepts in SN, with
focus on the fundamental concept, i.e., scale-free and small-
world properties, and current approaches to SN analytical
analysis and simulation are described and discussed. Nu-
merous books and papers present models demonstrating the
main features of evolving networks, network topologies,
and summarize software, currently used in the analysis of
complex network systems.
The main aim of this paper is to present the applica-
tion of SNA methods to retrieve meaningful information,
from commonly used social media platforms. The goal
of presented case studies is to show that SNA can be
a strong technique to investigate the interpersonal connec-
tions. However, the application of SNA has some limita-
tions and requirements for input data. The remainder of
this paper is organized as follows. In Sections 2 and 3,
we provide the introduction to SNA techniques. We focus
on social networks properties and popular measures in SN.
In Section 4, we describe two popular algorithms of com-
munities detection. In Section 5, we present and discuss
the results of simulation experiments. Two of them show
the effectiveness of application of SNA techniques to data
mining, in the case of the social networks Facebook and
Twitter. The goal of these experiments was to illustrate
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how social analysis can be used to determine the social re-
lationships of people. The next test concerned with cliques
detection, show limitations of SNA techniques. The paper
concludes in Section 6.

2. Properties of Social Networks

Various measures are used to classify a network to be the
social network. They are commonly used by researchers
and commercial users to analyze characteristics of social
networks to be considered. The most important measures
that come from the graph theory are presented below.

2.1. Basic Measures

Node degree. The simple measure for an individual actor
in a network is the degree of the corresponding node. From
the graph theory the degree ki of the node i is defined as
follows:

ki =
N

∑
j=1

ai j =
N

∑
j=1

a ji , (1)

where N denotes a number of nodes in a network, ai j ele-
ment of the coincidence matrix A defined as follows: ai j = 1

if the nodes i and j are interconnected, ai j = 0 otherwise.

Shortest path. A critical primitive in large scale graph
problems is the estimation of the shortest path – a path
between two network nodes in a given network, such as
the sum of their weights corresponding to edges is mini-
mized. The average shortest path for the whole network
is widely used in SNs to capture characteristic features of
these networks. The average shortest path is calculated as
follows:

l =
1

N(N −1) ∑
i6= j

d(i, j) ≈
lnN

k
, (2)

where N denotes a number of nodes in a network, d(i, j) the
shortest path between nodes i and j, k the average degree
of nodes calculated according to Eq. (1).

Clustering coefficient. Clustering coefficient Gi of the node
i is defined as a fraction of existing edges between neigh-
bors of the node i, and all edges that are possible between
those neighbors. In undirected network, the maximal num-
ber of edges is computed as ki(ki−1)

2
, where ki denotes the

degree of the i-th node. Clustering coefficient of the node
i is computed as follows:

Gi =
2|{e jk}|

ki(ki −1)
, (3)

where {e jk} denotes a set of edges connecting neighbors
of the node i.
We can calculate average clustering coefficient (G) in a net-
work:

G =
1

N

N

∑
i=1

Gi , (4)

where N denotes a number of nodes.

2.2. Properties of SN

The common properties of social networks are:

– scale-free networks,

– clusterability,

– small-world networks.

Social networks are conjectured to be scale-free. The typ-
ical scale-free network consists of a few nodes with high
degree, and long tail of nodes with low degree. It is a com-
mon structure of most networks encountered in nature that
was investigated by R. Albert and A.-L. Barabási and de-
scribed in [19] and [20]. R. Albert and A.-L. Barabási
observed that in case of social networks a degree distribu-
tion follows a power law:

P(k) ∝ k−α
, (5)

where P(k) denotes a probability that a degree of randomly
selected node will be equal to k.
Typical social network consists of a set of communities,
grouping strongly connected actors – the value of G defined
in Eq. (4) is usually high (close to 1). Hence, we can say
about high clusterability of SN [7].
The small-world networks were investigated by D. Watts,
and described in [18]. It was proved that networks that
widely occur in nature, especially communities of people
are small-world networks. The typical feature of so-called
small-world networks is that an average shortest path l de-
fined in Eq. (2) is very small relative to the number of
nodes N forming a network. It can be observed that in
social networks l ≈ ln(N)/k.

3. Centrality Measures

In many social network applications, the main objective of
data analysis is to identify the most important actors in
a network. We consider a network node (an actor) to be
a prominent one, if it is extensively involved in relationships
with other nodes that form a social network. Moreover, an
importance of a node relies on the number of prominent
nodes that are connected to this node. A variety of sta-
tistical parameters – centrality measures were designed to
show differences in the importance of actors. They are de-
scribed in details in literature [7], [17]. To calculate these
measures direct and indirect, inter-node connections have
to be considered. In this section we present definitions of
the most noteworthy and popular measures.

3.1. Betweenness Centrality

A betweenness centrality is a very important measure,
while considering flows in a network. The large between-
ness value means that a given actor is connected with many
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other actors (directly and indirectly). The betweenness cen-
trality for the i-th node is calculated as follows [15]:

Cbi =
N

∑
j

N

∑
k

g jik

g jk

, i 6= k 6= j , (6)

where g jik denotes a number of shortest paths linking nodes
j and k passing through the node i, g jk a number of paths
not including the node i.
Usually, Cbi is normalized to values from [0,1] by multi-
plying through 2

(N−1)(N−2) , where N denotes a number of
nodes.

3.2. Closeness Centrality

A view of a node centrality can be based on closeness
or distance. The question is how close is a node to all
other nodes in a network. This measure is very impor-
tant and commonly used in the graph theory. In general,
a closeness Cci of the node i is defined as the inverse of the
sum of distances between the node i and all other nodes in
a network:

Cci =
1

∑ j 6=i d(i, j)
, (7)

where d(i, j) denotes the shortest path between node i

and j.
This closeness measure can be viewed as a time required to
spread information from a given node to all other reachable
nodes in a network [15].
Another definition of closeness was proposed by M. E. J.
Newman in [5]. Cci is defined as the average shortest path
from the node i to all other reachable nodes

Cci =
∑ j 6=i d(i, j)

N −1
, (8)

where N ≥ 2 denotes a number of nodes in a network.

3.3. Eigenvector Centrality

The eigenvector centrality measure highlights the impor-
tance of the node i within a social network. The value of
this measure relies on a number of other prominent nodes
that are linked to the node i. The eigenvector centrality cor-
responds to the network coincidence matrix A. According
to formula (9), the centrality of the node i is proportional
to the sum of centralities of all nodes that are connected to
the i-th node.

Cei =
1

λ

N

∑
j=1

ai jCe j , (9)

where Ce j is the eigenvector centrality of the j-th node,
N is a number of nodes in a network and λ is the constant
value, ai j an element of the coincidence matrix A.

4. Community Detection

Social networks are usually formed by smaller subnetworks
(communities). It is obvious that community consists of

subset of actors (nodes) with dense inter-node connections
within this subset. The links to nodes from other communi-
ties are less dense. The communities detection, which idea
is to divide a network into communities is one of the most
interesting and important problem in the investigation, and
analysis of networks. It is a challenging task, especially
when consider overlapping communities and the dynamics
of networks. In social networks, the overlapping is natu-
ral, as people usually belong to many communities. Many
algorithms of communities detection in complex systems
have been developed and described in literature [14], [21],
[16], [22]. Two common techniques, i.e., an algorithm de-
veloped by M. Girvan, M. E. J. Newman and modified by
A. Clauset, and an algorithm proposed by V. D. Blondel
et al. are described below.

4.1. Clauset&Newman Algorithm

The first algorithm of communities detection was developed
by Girvan and Newman, and described in [22]. It was im-
proved by Clauset [16]. The idea of the Clauset&Newman
algorithm is to identify the edges in a network, which links
different communities. This identification is based on the
betweenness centrality measure Eq. (6) that is extended to
the case of edges. The communities detection is performed
in two phases. In the first phase, the betweenness central-
ity measures are calculated for all edges in the network.
Next, the edge with the highest betweenness is identified
and removed from the set of edges. A high value of the
betweenness centrality is typical to nodes connecting two
communities – many shortest paths linking nodes from dif-
ferent communities pass through such edge. In this way,
we can split our network into subnetworks. In every iter-
ation, a dendrogram is produced to illustrate how the net-
work splits into communities with the successive removal
of edges. The first phase stops when all edges are removed
from the set. The final result is the dendrogram that demon-
strates the clustering structure of a network. The algorithm
switches to the second phase. In the second phase, the
calculated dendrogram is analyzed, and a number of com-
munities forming the network is estimated based on the
value of a modularity coefficient Q. The modularity co-
efficient Q defined in Eq. (10) is calculated for all splits
performed in successive iterations in the first phase, and
demonstrated in the dendrogram.

Q =
M

∑
l=1

ell − p2

l , pl =
M

∑
m=1

elm , (10)

where M denotes the number of groups, elm denotes the
fraction of edges linking two groups l and m, ell the fraction
of edges linking nodes from the same community l, pl the
fraction of edges with at least one end vertex inside the
community l.

4.2. Blondel Algorithm

There are many alternative methods for communities detec-
tion. One of them was developed by V. D. Blondel et al.
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and is described in [14]. It is a simple heuristic tech-
nique based on modularity optimization that calculates a
network partition in a short computation time. The authors
claim in [14] that their algorithm outperforms many other
methods in terms of quality of communities detection and
computation time.
The algorithm is composed of two phases that are repeated
iteratively. It starts from the assumption that every node
is assigned to a different communities, hence the initial
number of communities is equal the number of nodes N in
a network. Next, for each node i and all its neighbors j val-
ues of modularity coefficient Q (10) are detected under the
assumption that the node i is moved to the community of j.
The calculations are repeated for all neighbors of i. Finally,
the node i is moved to the community, for which the gain
of Q is the highest one. The calculations are repeated for
all nodes in a network, until no further improvement can
be achieved. The algorithm switches to the second phase.
A new aggregated network is built. In every community
detected during the first phase, all nodes from this com-
munity are aggregated into one super-node. The weights
of the edges between super-nodes are equal to the sum of
weights of edges, linking two communities corresponding
to these super-nodes. Hence, a new network is formed by
these super-nodes. The second phase is completed and the
first phase of the algorithm is executed for the aggregated
network. Then, both phases are repeated iteratively, until
no further improvement in the modularity coefficient can
be achieved. The result of the algorithm is the partition
of the original network into communities. Moreover, the
algorithm also computes division inside computed groups.

5. Numerical Experiments

Multiple experiments were performed for data acquired
from widely used social networks. The goal was to ver-
ify the results of application of SNA methods to knowl-
edge extraction from massive commonly available data. In
our tests, we validated and compared two techniques for
community detection, described in the previous section:
Clauset&Newman and Blondel et al. algorithms. Four se-
ries of experiments were performed for data acquired from
the social platforms. The objective of the first set of tests
was to compare the performance of described grouping
techniques. Next, two series of experiments were per-
formed for data about interpersonal connections, acquired
from two commonly used platforms Facebook and Twitter.
Different kinds of social networks were considered. The
last series, of tests was performed for data acquired from
the thesixtyone.com web page. The objective was to detect
cliques of malicious voters.

5.1. Comparison of Algorithms of Communities

Detection

We validated the communities detection algorithms through
simulation. The accuracy and performance of three algo-

rithms were compared, two presented in Section 4 and
MCL (Markov Clustering) technique described in [23].
All experiments were performed for data containing mem-
bers of Karate club from San Francisco. The results of
calculations, i.e., discovered communities are presented
in Figs. 1–3.

Fig. 1. Detected communities (Clauset&Newman aglorithm).

Fig. 2. Detected communities (MLC aglorithm).

Fig. 3. Detected communities (Blondel aglorithm).

We obtained similar groupings with these three algorithms,
although with some differences. Both Clauset&Newman
and MLC algorithms discovered two groups, which dif-
fered only in two nodes. The disadvantage of the MLC
algorithm is that it has to be tuned manually, so it is dif-
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ficult to use. The Blondel algorithm identified four groups,
but after dividing them into two pairs and merging mem-
bers of these pairs, the results were the same as calculated
using the Clauset&Newman algorithm.

Table 1
Communities detection – calculation time

Algorithm Calculation time [s]
Griewan&Newman 5.051

MLC 4.979
Blondel 2.680

The goal of the second series of experiments was to com-
pare the performance and efficiency of the algorithms.
The network formed by 931 nodes and 73 228 edges was
considered. The calculation times of communities detec-
tion using different algorithms are collected in Table 1.
The results presented in this section indicate that the
Blondel algorithm produced more accurate results, and it
was about 2 times faster than the other methods. However,
from the perspective of community detection accuracy, the
suggestion is to use more than one algorithm and compare
the results.

5.2. Social Network from Facebook

Facebook is a social networking service and website that
connects people with other people, and share data between
people. A user can create a personal profile, add other
users as friends, exchange data, create and join common
interest communities. The objective of our experiment was
to validate the theorems formulated in SN domain on real
network. We extracted a subnetwork from the Facebook
database. Next, we calculated the centrality measures de-
scribed in this paper, and finally divided this network into
smaller communities. The test network was a special-kind
network, so called ego-network. In such network, all nodes
are connected to the central node (apart from being con-
nected among themselves). In our case, the central node
was one of the authors and the rest of the network was
formed by his friends that were registered in Facebook.

We started our experiment from calculating the centrality
measures of all nodes in our network. The results – values
of degree, closeness, betweenness and eigenvector central-
ity measures are depicted in Figs. 4–7. From the experi-
mental results, we can observe that for most nodes in the
test network the calculated centrality measures are similar,
low values. The results confirm theory about free-scale na-
ture of social networks. It means that in SNs, usually only
a few nodes are important and the other nodes are similarly
not so much important. Moreover, it can be noticed that
the correlation between centrality measures calculated for
all nodes in the network is positive, i.e., in case of all nodes,
a high value of one measure for a given node involves high
values of other measures for this node.
Next, measures for the whole network were computed,
i.e., a shortest path and a clustering coefficient. We ob-

Fig. 4. Degree centrality of nodes; the Facebook network.

Fig. 5. Betweenness centrality of nodes; the Facebook network.

Fig. 6. Closeness centrality of nodes; the Facebook network.
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Fig. 7. Eigenvector centrality of nodes; the Facebook network.

tained the following values: the average clustering coef-
ficient was quite high and equal to 0.7487, the average
shortest path length was rather low and equal to 1.887.
Such values of these measures are typical to small-world
networks. Hence, the results of our experiments confirmed
that our test network is a typical SN.

Fig. 8. Community detection using Blondel et al. algorithm; the
Facebook network.

Finally, we used the Blondel et al. algorithm of communi-
ties detection in our test network. The results – commu-
nities extracted from the network are presented in Fig. 8.
To verify the results of the experiment, we manually (based
on our knowledge) detected the communities that were
formed by friends of the author from different periods
of his life (primary school, high school and university).
After comparison of calculated and manually detected

groups, we obtained the accuracy of the Blondel et al. al-
gorithm equal to 68%.

5.3. Social Network from Twitter

The next series of experiments was performed for data ac-
quired from the Twitter platform. Twitter is a social net-
working and microblogging service. The users of Twitter
can exchange text-based posts called tweets. A tweet is
a maximum 140 characters long but can be augmented by
pictures or audio recording. The main concept of Twitter
was to build a social network formed by friends and fol-
lowers. Friends are people who you follow, followers are
those who follow you. Hence, the person who has many
followers in Twitter is recognized as an important actor in
a given network. The Twitter system collects not only data
about people who send tweets but also those who decide
to forward these tweets to other users of Twitter. More-
over, the tweets are aggregated to speed up Twitter. Hashtag
(a word included in a tweet preceded with a hash # sym-
bol) is added to some tweets. Next, tweets with the same
hashtag are aggregated into one stream. Therefore, per-
sons who are interested in a popular topic have an easy
and fast access to information concerned with this selected
topic.

Similarly to the previous set of tests, we tried to extract
knowledge about examined social networks. We compared
two social networks formed by two different groups of users
tweeting about two topics: a pop starlet Justin Bieber and
July Oslo massacre on Utoya island. In the first step of our
experiment we collected tweets with the hashtags #justin-
bierber and #oslo, and formed two groups correspond-
ing to two hastags. Then information about senders of all
collected tweets were downloaded from the Internet. Two
social networks (one for each tag) were built with nodes
corresponding to the senders and edges linking nodes that
followed one another. The measures described in Section 3
were calculated for both networks. The computed values of
an average clustering coefficient, node degree and shortest

Table 2
Twitter networks characteristics

Measure #justinbieber #oslo
Number of nodes 1470 519
Number of edges 7081 636
Maximal degree of node 1414 403
Avg. clustering coefficient 0.137 0.1017
Avg. node degree 9.38 2.45
Avg. shortest path length 3.06 5.95

path length are presented in Table 2. From the results we
can observe that people twitting about Justin form a com-
munity with higher connectivity. It seems credible because
this group consists of young people – typical users of so-
cial networking platforms such as Twitter, Facebook etc.
and fans of the singer. The “oslo” network was formed by
loosely connected people just as a response to one event
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Fig. 9. Degree centrality of nodes; the Twitter network.

Fig. 10. Betweenness centrality of nodes; the Twitter network.

Fig. 11. Closeness centrality of nodes; the Twitter network.

that had suddenly happened. Next, we calculated the cen-
trality measures. The results are depicted in Figs. 9–12.
Finally, we checked the scale-free structure of the Twitter
network. The calculated degree distribution is presented
in Fig. 13, and the retweet distribution using approxima-

Fig. 12. Eigenvector centrality of nodes; the Twitter network.

tely 65% of tweets in Fig. 14. Our experiments proved that
the topic-based networks, as Twitter, are typical scale-free
networks.

Fig. 13. Degree distribution; the Twitter network.

Fig. 14. Retweet distribution using approximately 65% of tweets.

The untypical result is a peak in histograms describing
“oslo” network, Fig. 14. It can be caused by a variety of
actors with high centrality forming this network. We can
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expect that participants of this network are typical lead-
ers, i.e., news agencies or newspaper accounts, and another
leaders – information brokers such as journalists.

5.4. Detecting Cliques of Malicious Voters

The last series of experiments was performed for data ac-
quired from the thesixtyone.com web page. This page is
owned by the record company. It presents pieces of songs
done by young, rather unknown artists that try to release
their first album. The company founds a recording of such
an album for the group, which get the highest number of
votes given by the web users. In general, democratic vot-
ing is widely adopted by many web applications. Unfortu-
nately, in case of such a voting there is an obvious room for
abuses, such as bribing the voters or using voting bots in or-
der to get the highest number of votes. For this reason, the
owner of the thesixtyone.com is interested in discovering
such cliques of malicious voters.
The formulation of the problem was as follows: given the
list of objects and lists of users, who voted on these objects,
identify cliques of malicious voters. Every voter could vote
on many objects, but on one object each voter can vote
only once. The SNA techniques were employed to solve
the problem. First, the social network formed by voters
was generated, and then the communities detection algo-
rithms were employed to identify groups of voters. Finally,
we tried to recognize suspicious groups – cliques of ma-
licious voters. The network was created under following
assumptions.

• The network was formed by voters (network nodes).
Each edge linked two voters voted on the same object.

• The weights were assigned to each edge; weight = 1

L
,

where L denoted a number of times that connected
voters voted on the same object.

• The edges with values of weight grater than an as-
sumed threshold value cut-off level were removed
from considerations (only persons who often vote on
similar objects were suspected).

The Blondel algorithm was used to detect cliques. The net-
work was divided into groups. The smallest one consisting
of 106 voters (11.38% of network nodes) was recognized
as a clique of malicious voters.
In order to verify the performance of the proposed method,
we performed several experiments for data generated by our
network simulator. The simulator applies NetworkX library.
It was used to generate networks with properties similar to
the thesixtyone network. Next, the list of malicious vot-
ers was generated. Using different parameters we gener-
ated networks with different properties (number of cliques,
size of cliques, etc.). Multiple experiments were performed
for a network formed by 500 nodes, cut-off level=1/3, and
different input parameters. In general, the results were un-
satisfactory. On average, only 5% of voters recognized as
suspected persons were among real malicious voters.

The results of this experiment show the limitations of ap-
plication of simple grouping techniques to social networks
analysis. It is often difficult to divide actors who behave
in a similar way into groups. The key issue is to define
the adequate criterion or measure for the selecting proce-
dure when strong differences between actors can not be
observed. In such cases other methods of analysis applied
to larger set of data should support the simple SNA tech-
niques (see [12]). In case of our experiment we probably
could reduce the number of badly classified voters consid-
ering data from not one but series of voting records.

6. Summary and Conclusion

The paper provides the short overview of social network
analysis techniques. The common properties of social net-
works were summarized. By performing experiments for
real life social networks available in two different types of
popular social services Facebook and Twitter, we tried to
show that SNA is a valuable tool for extracting knowledge
from networks encountered in nature, especially networks
formed by people. Our results confirm that both Facebook
and Twitter are typical social networks, i.e., scale-free and
small-world networks. It is worth mentioning that SNA
techniques are based on data processing, and unfortunately,
they may fail for more complex problems when network
properties and available data are not enough to make a de-
cision and solve a task.
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Abstract—In this paper we address the n-job, m-machine

flowshop scheduling problem with minimum completion time

(makespan) as the performance criterion. We describe an effi-

cient design of the Simulated Annealing algorithm for solving

approximately this NP-hard problem. The main difficulty in

implementing the algorithm is no apparent analogy for the

temperature as a parameter in the flowshop combinatorial

problem. Moreover, the quality of solutions is dependent on

the choice of cooling scheme, initial temperature, number of

iterations, and the temperature decrease rate at each step as

the annealing proceeds. We propose how to choose the values

of all the aforementioned parameters, as well as the Boltz-

mann factor for the Metropolis scheme. Three perturbation

techniques are tested and their impact on the solutions qual-

ity is analyzed. We also compare a heuristic and randomly

generated solutions as initial seeds to the annealing optimiza-

tion process. Computational experiments indicate that the

proposed design provides very good results – the quality of

solutions of the Simulated Annealing algorithm is favorably

compared with two different heuristics.

Keywords—flowshop, heuristics, makespan, simulated anneal-

ing.

1. Introduction

The flowshop problem has been studied by many researches
because of the educational character and many real-life ap-
plications. Various optimization techniques with different
assumptions have been used to solve this problem. The reg-
ular flowshop problem consists of a group of m machines
and a set of n jobs to be processed on these machines.
Each job is processed one at a time and only once on each
machine (preemption is not allowed). A job cannot be
processed simultaneously on more than one machine. The
same processing order of jobs applies to each of the m

machines.
In this paper, we consider the classical flowshop-sequencing
problem with minimum completion time (makespan) and
assume infinite buffer at any machine in the processing se-
quence, so that jobs may form queues and wait between
the machines without blocking them. The makespan crite-
rion can be defined as a completion time, at which all jobs

complete processing or equivalently as a maximum com-
pletion time of jobs. The flowshop scheduling problem
with the makespan criterion is indicated by n/m/F/Cmax

and the aim is to find the order of jobs that minimizes the
makespan.
The n-job m-machine flowshop problem belongs to the
class of NP-hard problems [1]. Because the search space
grows exponentially as the number of jobs increases, ob-
taining the optimal solutions for large-size problems with
exact methods in reasonable time is impossible. As a con-
sequence, many researchers have been developing vari-
ous heuristics for this problem. These include constructive
heuristics [2], [3], metaheuristics like Simulated Anneal-
ing [4]–[6] and Tabu Search [7]–[10], evolutionary algo-
rithms, such as Genetic Algorithm [11], [12], and other
neighbor search approaches [13].
In this paper, we comprehensively describe the design
of the Simulated Annealing algorithm for the purpose of
effectively solving the flowshop problem. In Section 2,
we present the objective function and propose an alterna-
tive approach for calculating the makespan. In Sections 3
and 4, we explain in details the design of the Simulated
Annealing algorithm for the flowshop problem and briefly
describe two constructive heuristics that we compare the
outcomes with. The results of the experiments are shown
in Section 5. In Section 6 some concluding remarks are
presented.

2. Problem Definition

The classical flowshop problem, we focus on in this pa-
per, can be defined as follows, using the notation by Now-
icki, Smutnicki [10], Grabowski, Pempera [8] and Wodecki,
Bożejko [6]. We consider a set of n jobs J = {1,2, . . . ,n},
and a set o m machines M = {1,2, . . . ,m}. Job j ∈ J, con-
sists of a sequence of operations O j1,O j2, . . . ,O jm, where
operation O jk corresponds to the processing of job j on
machine k and takes p jk time. The goal is to find the se-
quence of jobs that minimizes the completion time of all
jobs.
Let π = (π (1) ,π (2) , . . . ,π (n)) be a permutation of jobs
and Π be the set of all permutations. Each permu-
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tation π ∈ Π defines a processing order of jobs on each
machine. We want to find a permutation π∗ ∈Π such that:

Cmax (π∗) = min
π

Cmax(π), (1)

where Cmax (π) is the makespan of the processing order
given by π , and can be found by the following recursive
formula:

C jk (π) = max
{

Cπ( j−1)k, Cπ( j)k−1

}
+ pπ( j)k, (2)

Cmax (π) = Cnm(π), (3)

where π (0) = 0, C0k = 0, k = 1,2, . . . ,m, C j0 = 0, j =
1,2, . . . ,n.

It is also well known in the literature that the makespan
associated with permutation π can be found by:

Cmax (π)= max
1≤t1≤···≤tm−1≤n

(
t1

∑
j=1

pπ( j)1 + · · ·+
n

∑
j=tm−1

pπ( j)m

)

.

(4)

This optimization problem can be considered as finding the
longest (critical) path from node (1, 1) to (m, n) in a grid
graph. Each path in such graph is composed of horizontal
and vertical sub-paths.
In this paper, we propose another approach of calculating
the makespan. Instead of using the recursive formula or

Algorithm 1 Flowshop simulation

1: Cmax← 0, δ t← 0, q1← π

2: repeat

3: Cmax←Cmax + δ t

4: δ t← ∞

5: for k from m downto 1 do

6: if rk > 0 then

7: rk← rk− δ t

8: if rk = 0 then

9: if k + 1≤ m then

10: add(qk+1,ck)

11: end if

12: ck← /0, δ t← 0

13: else

14: δ t←min{δ t,rk}

15: end if

16: else if qk 6= /0 then

17: ck← removeFirst(qk)

18: rk← pckk

19: δ t←min{δ t,rk}

20: end if

21: end for

22: until δ t = ∞

23: return Cmax

solving the longest path problem, we have created an algo-
rithm that simulates the flowshop, hence finding the max-
imum completion time of jobs. For the overview of the
algorithm see Algorithm 1.
The design of the algorithm is fairly simple. Let ci

k ∈ J∪

{ /0} be the job processed on machine k in iteration i, ri
k be

the remaining time of processing this job on machine k in
iteration i, and qi

k ⊂ J∪{ /0} be the job queue at machine k

in iteration i. The makespan can be calculated from the
following formula:

Cmax(π) = ∑
i

δ t i
, (5)

where δ t i is the time step by which we increase the
makespan in iteration i:

δ t i = min
k=1, 2,...,m

ri
k. (6)

The remaining time of processing on machine k in iteration
i+ 1 is calculated as follows:

ri+1

k =







ri
k− δ t i if ri

k > 0

p
ci+1

k
k

if ri
k = 0∧qi

k 6= { /0}

0 otherwise

, (7)

where δ t0 = 0,r0

k = 0, c0

k = { /0},k = 1,2, . . . ,m.

The job processed on machine k in iteration i+ 1 is found
by:

ci+1

k =







ci
k if ri

k > 0∧ ri
k− δ t i

> 0

qi
k (1) if ri

k = 0∧qi
k 6= { /0}

{ /0} otherwise

, (8)

where qi
k (1) is the first element in the job queue, k =

1,2, . . . ,m.

The queue at machine k in iteration i + 1 is calculated as
follows:

qi+1

k =







qi
k∪
{

ci
k−1

}
if ri

k−1
> 0∧ ri

k−1
− δ t i = 0

qi
k−{q

i
k (1)} if ri

k = 0∧qi
k 6= { /0}

qi
k otherwise

,

(9)
where q0

1
= π ,q0

k+1
= { /0},k = 1,2, . . . ,m−1.

3. Simulated Annealing

The Simulated Annealing (SA) was first introduced by
Kirkpatrick [14], while Černý [15] pointed out the anal-
ogy between the annealing process of solids and solving
combinatorial problems. Researchers have been studying
the application of the SA algorithm in various fields of
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optimization problems, but more importantly, it was shown
that SA can be applied to sequencing problems [16].
The process of Simulated Annealing can be described as
follows. First, an initial solution must be specified as a start-
ing point. Then, repeatedly, a candidate solution is ran-
domly chosen from the neighborhood of the current solu-
tion. If the newly generated solution is better than the cur-
rent one, it is accepted and becomes the new current so-
lution. Otherwise, it still has a chance to be accepted
with, so called, acceptance probability. This probability
is determined by the difference between objective func-
tion of the current and the candidate solution, and depends
on a control parameter, called temperature, taken from
the thermodynamics. After a number of iterations the tem-
perature is decreased and the process continues as described
above. The annealing process is stopped either after a max-
imum number of iterations or when a minimum temperature
is reached. The best solution that is found during the pro-
cess is considered a final. For the algorithm overview see
Algorithm 2.

Algorithm 2 Simulated Annealing

Require: Initial schedule π0

1: π∗← π0

2: for i from 1 to N do

3: for t from 1 to Ntemp do

4: π ← perturbate(π0)

5: δ ←Cmax(π)−Cmax(π0)

6: if δ < 0 or e−δ/kτ
> random(0,1) then

7: π0← π

8: end if

9: if Cmax(π) < Cmax(π
∗) then

10: π∗← π

11: end if

12: end for

13: τ ← τ ∗α

14: end for

15: return π∗

In order to solve the flowshop problem with the SA algo-
rithm, the annealing process needs to be adapted to this
particular problem and values of several parameters must
be determined.
The main step of the SA is the procedure of generating
a candidate solution from the neighborhood of the current
one, which is often called a perturbation scheme or transi-
tion operation. Although there are many ways to accom-
plish this task, we have examined the three most popular
techniques:

• Interchanging two adjacent jobs.

• Interchanging two jobs.

• Moving a single job.

The key element of SA is to define the temperature de-
crease schedule, also called the cooling scheme. The main
issue at this point is to determine values for the following
parameters:

– initial temperature,

– function of temperature decrease in consecutive iter-
ations,

– the number of iterations at each temperature (Metro-
polis equilibrium),

– minimum temperature at which the algorithm termi-
nates or alternatively the maximum number of itera-
tions as the stopping criterion.

The cooling process is usually simulated by decreasing the
temperature by a factor, called the reduce factor. Let τ

be the temperature and α be the reduce factor. Then the
annealing scheme can be represented as the following re-
cursive function:

τ i+1 = α ∗ τ i
, (10)

where i is the number of current iteration in which the
cooling schedule takes place.
Another building block of SA that has to be customized
is the acceptance probability function, which determines
whether to accept or reject candidate solution that is
worse than the current one. The most widely used func-
tion is:

p(δ ,τ) = e−δ/kτ
, (11)

where δ is the difference between the objective function of
the candidate (π) and the current solution (π0):

δ = Cmax(π)−Cmax(π0), (12)

and k is the Boltzmann constant found by:

k =
δ 0

log
p0

τ0

, (13)

where δ 0 is an estimated minimal difference between ob-
jective function of two solutions, p0 is the initial value
of the acceptance probability and τ0 is the initial temper-
ature. Notice that we use decimal logarithm rather than
natural, which is most widely seen in the literature. More-
over, rather than average, we use estimation of the minimal
difference between solutions.
After thorough analysis of the SA application for the flow-
shop problem, we have arrived at the following initial
values of all the aforementioned parameters that should
be used to achieve the best results and make the most of
the Simulated Annealing algorithm – see Table 1.
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Table 1
Initial values of Simulated Annealing parameters

Param. Description Value

α Reduce factor 1−
7

N

τ0 Initial temperature 0.99

δ 0
Estimated minimal difference

1
between solutions

p0
Initial value of acceptance

1
probability

k Boltzmann constant 1/ log

(
1

0.99

)

Ntemp
Number of iterations

10
at each temperature

N Number of SA iterations 1000000

4. Heuristic Algorithms

4.1. CDS Algorithm

The flowshop problem with two machines and the
makespan criterion (n/2/F/Cmax) can be solved by apply-
ing the famous Johnson’s optimal rule, saying that job i

precedes job j in an optimal sequence if:

min
{

pi1, p j2

}
≤min

{
pi2, p j1

}
. (14)

The Johnson’s algorithm implementing this rule can be de-
scribed in the following four steps:

1. Let U =
{

j : p j1 < p j2

}
and V =

{
j : p j1 ≥ p j2

}
.

2. Sort U in non-descending order by p j1.

3. Sort V in non-ascending order by p j2.

4. Set π∗ = U ∪V is the optimal job sequence.

Many researchers have tried to extend the rule for larger
problems with more machines. An algorithm named CDS
was proposed in [2] for the flowshop problem with
makespan performance criterion, that effectively solves in-
stances with any number of machines.
The algorithm is based on a heuristic application of the
Johnson’s rule to a two-machine sub-problem, obtained by
merging machines to artificial machine centers.
The CDS algorithm creates m − 1 two-machine sub-
problems:

p∗j1 =
i

∑
k=1

p jk, (15)

p∗j2 =
m

∑
k=i+1

p jk, (16)

where i is the number of sub-problem, j = 1,2, . . . ,n.

Each sub-problem is solved with the Johnson’s algorithm
and one of the obtained m− 1 sequences with the low-
est makespan becomes the final solution of the main
m-machine problem.

4.2. NEH Algorithm

Another approach for solving the flowshop problem is to
construct the schedule by adding one job at a time to the
sequence of jobs instead of calculating the makespan for
the entire sequence of jobs at once. An excellent example
of such algorithm is the NEH heuristic proposed in [3],
which is considered the best constructive heuristic for the
makespan flowshop problem.
This heuristic method is based on the assumption that
in the process of constructing the schedule a job with
higher value of total processing time on all machines should
have higher priority and be taken into consideration before
other jobs.
The algorithm consists of the following four steps:

1. Sort jobs in non-ascending order of total processing
time on all machines.

2. Take the first of the remaining (unscheduled) jobs.

3. Find a position of the job in the partial sequence
that minimizes makespan of the extended by this job
partial sequence.

4. If there are more unscheduled jobs, go to Step 2.

At each iteration there are k possible places, at which a job
can be inserted, where k is the iteration number. At the
last iteration, the best partial sequence extended by the re-
maining job is the final schedule and the solution of the
makespan problem.

5. Results

The design of the Simulated Annealing algorithm has been
tested on a subset of the collection of flowshop problems
developed by Taillard [17]. We have selected following dif-
ferent problem sizes: n = {20,50,100}×m = {5,10,20},
and chosen first 4 instances of each of the 9 problem
classes, which gave us a total of 36 instances. Each in-
stance was solved 20 times and the best result was taken
as final.
The difference between the algorithms was calculated by
the following formula:

η(x,y) =
x− y

y
. (17)

For the small-size problems (instances with 20 jobs or
5 machines) the SA algorithm is beyond compare. For
large-size problems (50×10, 50×20, 100×10, 100×20) it
outperforms the CDS algorithm on average by 13% and
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is better than the NEH algorithm by more than 4% (see
Tables 2–4 for more detailed results).

Table 2
Average results of the CDS algorithm

η(CDS,T ) m
Avg

[%] 5 10 20
20 7.48 14.96 11.73 11.39

n 50 6.65 14.78 15.92 12.45
100 5.22 10.21 14.44 9.96

Total average: 11.27

Table 3
Average results of the NEH algorithm

η(NEH,T ) m
Avg

[%] 5 10 20
20 2.69 4.75 3.19 3.54

n 50 0.62 5.04 6.59 4.09
100 0.76 2.11 5.36 2.74

Total average: 3.46

Table 4
Average results of the SA algorithm

η(SA,T ) m
Avg

[%] 5 10 20
20 0.00 0.00 0.00 0.00

n 50 0.00 0.57 0.83 0.47
100 0.02 0.16 0.99 0.39

Total average: 0.29

While the SA algorithm is superior in terms of solution
quality, it requires more time to compute the results than
heuristic algorithms like CDS or NEH. Nevertheless, on
a 3.1 GHz CPU it has found all the solutions in a reasonable
time – ranging from less than 30 s for 20×5 instances to
about 6 minutes for 100×20 instances (see Table 5).

Table 5
Average solution times of the SA algorithm

SATime[s]
m

5 10 20

20 28 65 128
n 50 43 105 208

100 72 178 356

In order of brevity, we present the results obtained only
with ‘move a single job’ permutation scheme, since it gen-
erally finds better solutions than the other two presented
techniques. This can be explained by the fact that this
particular scheme generates the largest neighborhood of

the current solution and it requires only O(n) operations
to move from the current to any permutation (transition
path length). The main reason this technique outperforms
the other two, is that, it changes position not only of a pair
jobs, but can also change position of every job in the entire
sequence in just one execution. See Table 6 for comparison
of permutation schemes.

Table 6
Comparison of the perturbation schemes

Permutation
Neighbor- Transition Number

scheme
hood path of positions
size length changed

Interchanging n−1 O(n2) 2

two adjacent
jobs
Interchanging n(n−1)

2
O(n) 2two jobs

Moving
(n−1)2 O(n) O(n)a single job

The Simulated Annealing algorithm has found 21 optimal
solutions: 11 for 5-machine instances, 6 for 10-machine
instances and 4 for 20-machine instances. The best result
of the NEH algorithm is the solution of instance #12 – only
0.18% worse than optimal, while for the CDS algorithm it
is 0.66% (instance #2). On the other hand, in the worst
case of the SA algorithm, the makespan of instance #17
is only 1.14% higher than optimal, while for NEH it is
7.88% (instance #31) and for CDS it is 19.59% (instance
#14). See Table 7 for detailed results of all the flowshop
problem instances.
We have tested three types of starting conditions of the SA
optimization process:

• Initial permutation is chosen at random.

• Solution generated by the CDS algorithm is taken as
the initial permutation.

• Solution generated by the NEH algorithm is taken as
the initial permutation.

As the SA algorithm finds solutions equal or better than
both the CDS and the NEH algorithms approximately af-
ter half of the cycle or earlier, the initial permutation has
little impact on the final solution. This property, how-
ever, makes the proposed design of SA algorithm self-
sufficient.

6. Conclusions

We have presented an effective design of the Simulated
Annealing algorithm for the flowshop problem with min-
imum makespan criterion and have shown that it outper-
forms both the CDS and NEH heuristics in terms of so-
lution quality. Even though SA is not the fastest heuristic
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Table 7

Detailed results of the Taillard flowshop problem instances

# n×m
Results η(SA,ET ) η(NEH,ET ) η(CDS,ET ) η(NEH,SA) η(CDS,SA)

Taillard SA NEH CDS [%] [%] [%] [%] [%]

1 20×5 1278 1278 1286 1334 0.00 0.63 4.38 0.63 4.38

2 20×5 1359 1359 1365 1368 0.00 0.44 0.66 0.44 0.66

3 20×5 1081 1081 1159 1253 0.00 7.22 15.91 7.22 15.91

4 20×5 1293 1293 1325 1409 0.00 2.47 8.97 2.47 8.97

5 50×5 2724 2724 2733 2934 0.00 0.33 7.71 0.33 7.71

6 50×5 2834 2834 2843 3020 0.00 0.32 6.56 0.32 6.56

7 50×5 2621 2621 2640 2856 0.00 0.72 8.97 0.72 8.97

8 50×5 2751 2751 2782 2843 0.00 1.13 3.34 1.13 3.34

9 100×5 5493 5493 5519 5901 0.00 0.47 7.43 0.47 7.43

10 100×5 5268 5268 5348 5466 0.00 1.52 3.76 1.52 3.76

11 100×5 5175 5175 5219 5378 0.00 0.85 3.92 0.85 3.92

12 100×5 5014 5018 5023 5303 0.08 0.18 5.76 0.10 5.68

13 20×10 1582 1582 1680 1771 0.00 6.19 11.95 6.19 11.95

14 20×10 1659 1659 1729 1984 0.00 4.22 19.59 4.22 19.59

15 20×10 1496 1496 1557 1735 0.00 4.08 15.98 4.08 15.98

16 20×10 1377 1377 1439 1547 0.00 4.50 12.35 4.50 12.35

17 50×10 2991 3025 3135 3386 1.14 4.81 13.21 3.64 11.93

18 50×10 2867 2887 3032 3306 0.70 5.76 15.31 5.02 14.51

19 50×10 2839 2852 2986 3243 0.46 5.18 14.23 4.70 13.71

20 50×10 3063 3063 3198 3565 0.00 4.41 16.39 4.41 16.39

21 100×10 5770 5770 5846 6255 0.00 1.32 8.41 1.32 8.41

22 100×10 5349 5352 5453 6004 0.06 1.94 12.25 1.89 12.18

23 100×10 5676 5679 5824 6155 0.05 2.61 8.44 2.55 8.38

24 100×10 5781 5812 5929 6461 0.54 2.56 11.76 2.01 11.17

25 20×20 2297 2297 2410 2587 0.00 4.92 12.63 4.92 12.63

26 20×20 2099 2099 2150 2351 0.00 2.43 12.01 2.43 12.01

27 20×20 2326 2326 2411 2565 0.00 3.65 10.28 3.65 10.28

28 20×20 2223 2223 2262 2490 0.00 1.75 12.01 1.75 12.01

29 50×20 3850 3893 4082 4424 1.12 6.03 14.91 4.85 13.64

30 50×20 3704 3722 3921 4260 0.49 5.86 15.01 5.35 14.45

31 50×20 3640 3666 3927 4204 0.71 7.88 15.49 7.12 14.68

32 50×20 3723 3760 3969 4403 0.99 6.61 18.26 5.56 17.10

33 100×20 6202 6271 6541 7263 1.11 5.47 17.11 4.31 15.82

34 100×20 6183 6239 6523 7064 0.91 5.50 14.25 4.55 13.22

35 100×20 6271 6338 6639 7193 1.07 5.87 14.70 4.75 13.49

36 100×20 6269 6323 6557 7002 0.86 4.59 11.69 3.70 10.74

algorithm, the computation time on modern computers is
acceptable. Furthermore, the design proposed in this paper
is similar to the general design and can be easily adapted
and used to solve other combinatorial problems (by just
changing the value of estimated minimal difference between
solutions).
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cation examining a dynamic of diffusion processes in net-
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1. Introduction

Diffusion is a process, by which information, viruses, gos-
sips and any other behaviors spread over networks [1]–[5],
in particular, over social networks.
The standard approach is a simplified assumption that be-
haviors (information, viruses, gossips) spread in the envi-
ronment, which is modeled, using very simple construction
of Regular Graphs like GRID-based graph or similar, very
rarely Random Graphs. Standard approaches do not explain
the real dynamic of diffusion in real-world networks, in
particular:

– why even slightly infectious behavior (e.g., conta-
gious diseases) can spread over a network for a long
time;

– how to choose nodes to maximize or minimize dif-
fusion range (e.g., how to choose individuals to vac-
cinate, in order to minimize the epidemic’s range);

– what is the mechanism of arising secondary behav-
iors centres.

The drawbacks of the standards diffusion models is that
they do not take into account an underling real-world net-
works topology. Who (or what) is connected to whom
(what), seems to be a fundament question. Apparently, net-
works derived from data on real life cases (most often: net-
works growing spontaneously) are neither Regular Graphs

nor Random ones. As it turned out, real networks, which
have been intensively studied recently have some interest-
ing features. These features, which origins are nowadays
discovered, modeled [6]–[11] and examined [12]–[15] sig-
nificantly affect dynamics of the diffusion processes within
real-world networks. Three very interesting models of real-
world networks which have been introduced recently, e.g.,
Random Graphs, Small World and Scale Free, will be de-
scribed later in this paper.
We have to also remember that all kinds of behavior spread-
ing over the network have their unique properties, and we
should be able to model them. The notion of a state ma-
chine seems to be useful in this modeling situation. Us-
ing probabilistic finite-state machines [16], [17] we can

model a spreading of vast variety of behaviors. For ex-
ample, we are able to build models of diseases with any
states (e.g., susceptible, infected, carrier, immunized, dead,
etc.), and probabilities of transitions from one state to an-
other, resulting from social interactions (contacts). Again,
the underling contacts (social network topology) seem to
have a huge impact on the dynamic of diffusion processes,
what has been already mentioned.

2. Definitions and Notations

Let’s define network as follows:

Net(t)=
〈

G(t)=〈V (t),E(t)〉,{ fi(v,t)} i∈{1,...,NF}

v∈V (t)

,

{h j(e,t)} j∈{1,...,NH}

e∈E(t)

〉

,

where:
G(t) = 〈V (t),E(t)〉 – simple dynamic graph, V (t),E(t) –
sets of graph’s vertices and edges, E(t)⊂

{
{v,v′}:v,v′∈V(t)

}

(the dynamic [18] means that V (t) and E(t) can change over
time);

fi : V (t) →Vali – the i-th function describe on the graph’s
vertices, i = 1, . . .NF , (NF – number of vertex’s functions),
Vali – is a set of fi values;

f j : E(t)→Val j – the j-th function describe on the graph’s
edges, j = 1, . . .NH, (NH – number of edge’s functions),
Val j – is a set of h j values.

We assume that values of function’s ( fi(·) and h j(·) can
also change over time.
In this paper we were particularly interested in relation-
ship between the structure of real-world networks and the
dynamic of any behaviors on them. Due to this fact, we
focused on the characteristics of the graph G(t), while func-
tions on the graph’s vertices (nodes) and edges (links) were
omitted.
Simple dynamic graphs are very often represented by a ma-
trix A(t), called adjacency matrix, which is a V (t)×V (t)
symmetric matrix. The element ai j(t) of adjacency matrix
equals 1 if there is an edge between vertices i and j, and 0
otherwise.
The first-neighborhood of a vertex vi denote as Γ1

i (t) is
defined as set of vertices immediately connected with vi,
i.e.,

Γ1

i (t) =
{

v j ∈V (t) : {vi,v j} ∈ E(t)
}

.

The degree ki(t) of a vertex vi is the number of vertices in
the first-neighborhood of a vertex vi, i.e.,

ki(t) =
∣
∣Γ1

i (t)
∣
∣
.
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The path starting in vertex vi and ending in vertex v j is a se-
quence of 〈v0,v1, . . . ,vk−1,vk〉, where {vi−1,vi} ∈ E(t)∀ i=
1, . . . ,k. The length of a path is defined as the number of
links in it. The shortest path length starting in vertex vi

and ending in vertex v j is denoted as di j(t).
Now we can define diameter D as the longest shortest
path, i.e.,

D(t) = max
vi,v j∈V (t)

{
di j(t)

}
.

Let’s denote the number of existing edges between the first-
neighborhood of a vertex vi as Ni(t), i.e.,

Ni(t) =
∣
∣
{vl,vk} : vl,vk ∈ Γ1

i (t)∧{vl,vk} ∈ E(t)
∣
∣
.

Now, we can define a very important concept, called as
the local clustering coefficient Ci for a vertex vi, which
is then be given by the proportion of Ni(t) and divided
by the number of edges that could possible exist between
first-neighborhood of a vertex vi (every neighbor of vi is
connected to every other neighbor of vi). Formally:

Ci(t) =







2Ni(t)

ki(t)
(
ki(t)−1

) ,

∣
∣Γ1

i (t)
∣
∣
> 1

0 ,

∣
∣Γ1

i (t)
∣
∣
≤ 1 .

The clustering coefficient C for the whole network is define
as the average of Ci overall vi ∈V , i.e.,

C(t) =
1

|V (t)| ∑
vi∈V (t)

Ci(t) .

The degree distribution P(k,t) of a network is defined as the
fraction of nodes in the network with degree k. Formally:

P(k,t) =
|Vk(t)|

|V (t)|
,

where: |Vk(t)| is the number of nodes with degree k; |V(t)| is
the total number of nodes.

2.1. Models of Real-World Networks

Most of the real-world networks are found to have: small
average path length, relatively small diameter, high cluster-
ing coefficient, and degree distributions that approximately
follow a power law, i.e., P(k,t)∼ k−γ , where γ is a constant.
These features, which origins are nowadays discovered in-
deed affect dynamic of the diffusion processes within net-
works. Understanding the balance of order and chaos in
real-world networks is one of the goals of the current re-
search on so called complex networks.
Identifying and measuring properties of a real-world net-
works is a first step towards understanding their topology.
The next step is to develop a mathematical model, which
typically takes a form of an algorithm for generating net-
works with the same statistical properties.
For a long time real networks without visible or known
rule of organization were described using Erdös and Rényi
model of Random Graphs [8], [9]. Assuming equal proba-
bility and independent random connections made between

any pair of vertices in initially not connected graph, they
proposed a model suffering rather unrealistic topology.
Their model has now only a limited usage for modeling
real-world network.
Not long ago Watts and Strogatz proposed Small World

model [11] of real-world networks as a result of simple
observation that real networks have topology somewhere
between regular and random one. They began with Regular

Graph, such as a Ring, and then “rewire” some of the edges
to introduce randomness. If all edges are rewired a Random

Graph appears. The idea of this method was depicted in
Fig. 1.

Fig. 1. The idea of Small World network model.

The process of rewiring affects not only the average path
length but also clustering coefficient. Both of them de-
crease as probability of rewiring increases. The interest-
ing property of this procedure is that for a wide range of
rewiring probabilities the average path length is already low,
while clustering coefficient remains high. This correlation
is typical for real-world networks.
Barabási and Albert introduced yet another model [6] of
real-world networks so called Scala Free network as a result
of two main assumptions: constant growth and preferential
attachment. They showed why the distribution of nodes
degree is described by a power law. The process of network
generation is quite simple. The network grows gradually,
and when a new node is added, it creates links (edges)
to the existing nodes with probability proportional to their
connectivity. In consequence nodes with very high degree
appears (so called hubs or super-spreaders), which are very
important for communication in networks.

Fig. 2. The role of hubs in Scale Free network.

There are many modification of this basic procedure for
generating networks. Now it is considered that Scale Free

models of real-world networks are the best ones (Fig. 2).
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2.2. Measures of Nodes Importance

In Fig. 3, there is an example of real social network. Nodes
represent individuals and link social interactions.

Fig. 3. An example of real social network.

The most basic and frequently asked question is how to
identify the most important nodes. The answer can help
maximize or, on the other hand, minimize diffusion dy-
namic of any behaviors within networks. We decided to
use the so called centrality measures to assess nodes im-
portance. No single measure of centre is suited for the
application. Sever noteworthy measures are: degree cen-
trality, radius centrality, closeness centrality, betweenness
centrality, eigenvector centrality. Thanks to these measures
we can show, for example, how to disintegrate the net-
work with minimum number of steps and in consequence
minimize diffusion area, in particular how to optimize
vaccination strategies [19].

Degree centrality. The degree centrality (Fig. 4) gives the
highest score of influence to the vertex with the largest num-

Fig. 4. Importance of nodes according degree centrality.

ber of first-neighbors. It is traditionally defined analogous
to the degree of a vertex, normalized over the maximum
number of neighbors this vertex could have:

dci(t) =
ki(t)

|V (t)|−1
.

Radius centrality. It chooses the vertex with the smallest
value of the longest shortest path starting in each vertex
(Fig. 5). So, if we need to find the most influential node

Fig. 5. Importance of nodes according radius centrality.

for the most remote nodes, it is quite natural and easy to
use this measure:

rci(t) =
1

max
v j∈V (t)

di j(t)
.

Closeness centrality. The closeness centrality (Fig. 6)
focuses on the idea of communications between different

Fig. 6. Importance of nodes according closeness centrality.

vertices and the vertex, which is “closer” to all vertices
and gets the highest score:

cci(t) =
|v(t)|−1

∑
v j∈V (t)

di j(t)
.

Betweenness centrality. It can be defined as the percent of
the shortest paths connecting two vertices that pass through
the considered vertex (Fig. 7). If pl,i,k(t) is the set of all

Fig. 7. Importance of nodes according betweeness centrality.

shortest paths between vertices vl and vk passing through
vertex vi and pl,k(t) is the set of all shortest paths between
vertices vl and vk then:

bci(t) =

∑
l<k

pl,i,k(t)

pl,k(t)
(
|V (t)|−2

)(
|V (t)|−1

) .
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Eigenvector centrality. While degree centrality gives
a simple count of the number of connection, a vertex has
eigenvector centrality acknowledges that not all connections

Fig. 8. Importance of nodes according eigenvector centrality.

are equal (Fig. 8). If we denote the centrality of vertex vi

by eci(t) then we can allow for this effect by making eci(t)
proportional to the centralities of the vi’s first-neighbors,

eci(t) =
1

λ

|V (t)|

∑
j=1

ai j(t)ec j(t) .

Using matrix notation, we have as follows:

−−→

ec(t) =
1

λ
A(t)

−−→

ec(t) .

So we have A(t)
−−→

ec(t)− λ I
−−→

ec(t) = 0 and the λ value we

can calculate using det
(
A(t)−λ I

)
= 0. Hence,

−−→

ec(t) is an
eigenvector of adjacency matrix with the largest value of
eigenvalue λ .

2.3. Model of Diffusion

All in all, who is connected to whom seems to be cru-
cial for diffusion in networks, but all kinds of behaviors
have their unique properties. In consequence, we defined
the model of diffusion in network as a vector, with three
elements:

Diff (t) = 〈Net(t),PSMx=1,2,...,N ,Gen(v,t)〉 ,

where:

Net(t) – network model of system constitutes diffusion en-
vironment;

PSMx – probabilistic finite-state machine model of consid-
ered behavior (information, virus, gossip and so on);

Gen : V (t) → SIG – specific function for simulation
needs (generator of signals), which assigns for each ver-
tex in each simulation step a set of signals as a result of
vertices’ first-neighborhood and theirs states. These signals
are received and processed by PSM on each vertex.

Thus, both concepts, i.e., probabilistic state machine mod-
els and real-world networks topology are highly pertaining
to the presented idea subject and objectives. The aim is to
uncover the diffusion mechanisms hidden in the structure
of networks.

3. Simulation Environment

Our simulation environment is based on well known Gephi

platform [20] for interactive visualization and networks
exploration. The simulation environment has been imple-
mented as a set of plugins. This kind of extensions is
feasible thanks to the Gephi architecture based on MVC
(Model-View-Controller) and Service Locator patterns.
MVC pattern isolates algorithms and data from GUI
(Fig. 9), permitting independent development, testing and
maintenance of each one. Service Locator is an implemen-
tation of the IoC (Inversion of Control) pattern. It is a tech-
nique that allows removing dependencies from the code.

Fig. 9. GUI of simulation environment.

We added to Gephi new functionalities, such as: complex
networks generators, scenarios for centrality measures uti-
lization in simulation of diffusion, and finally the ability to
simulate diffusion of any behaviors in any networks.
Gephi architecture allows us to develop the code according
to SOLID principles (Single responsibility, Open-closed,
Liskov substitution, Interface segregation, Dependency in-

version) that is five basic principles of object-oriented pro-
gramming and design. It makes the code very extensible
and scalable.

4. Simple Case Study

Let us now analyze a very simple case study of the diffusion
process from the field of epidemiology. One of the most
extensively studied epidemic models is SIS (Susceptible-

Infected-Susceptible). In each time step, the susceptible
individuals are infected by each infected neighbors with
probability beta and the recovering rate of infected indi-
viduals to susceptible ones is alfa. Parameter lambda is
known in literature as speed of spreading or virulence of
the disease and is define as:

lambda = beta�alfa .

Figure 10 representing PSM1 diagram of SIS model of
a disease prepared in our simulation environment with
lambda = 0.5�0.1 = 5.
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Fig. 10. SIS model of a disease.

The central question then becomes: how network topology
may affect diffusion process. We focus on the SIS model
of a disease spreading in networks with different topology.
We use three networks: Scale Free (SF), Random Graphs

(RG) and Regular Graphs that is exactly GRID-base one
(very popular graph used in cellular automata). All net-

Fig. 11. SIS model of a disease with lambda = 5 in networks
with different topology.

works consist of 10 000 nodes and about 20 000 edges.
Average degree of nodes are similar and close to 4.
At time 0 small number of nodes (1%) is chosen randomly
and infected. Then, the simulation of diffusion process is
started. Each simulation was repeated 1000 times. Dy-
namic of disease diffusion in different networks as a func-
tion of lambda is presented in Figs. 11–15.
We can see that if lambda is high (e.g., lambda = 5),
topology of networks have small impact on diffusion dy-
namic. According to Fig. 11, the number of infected indi-
viduals rose sharply and flattened out at a very high level
(about 90%).
When lambda parameter decreases diffusion dynamic are
more and more dependent on network topology. For
lambda = 0.5 (Fig. 12) diffusion dynamic in GRID-based
graph is significantly different from diffusion in Scale Free

and Random Graphs. First of all, the number of infected

Fig. 12. SIS model of a disease with lambda = 0.5 in networks
with different topology.
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individuals rose slower, secondly flattened out at a lower
level (about 30% by contrast with 40% for Scale Free and
Random Graphs).

Fig. 13. SIS model of a disease with lambda = 0.25 in networks
with different topology.

It turn out that for lambda = 0.25 (Fig. 13) the virus of
infection disease disappear from population modeled as
GRID-base graph (even though 10% individuals were in-
fected at start time).

For lambda = 0.2 (Fig. 14) the virus of infection dis-
eases also disappear from population modeled as Ran-

dom Graphs (even though 10% individuals were infected
at start time).

For lambda = 0.15 (Fig. 15) the virus is able to spread
only in Scale Free network. It is an answer to the ques-
tion: Why even slightly contagious diseases can plague

Fig. 14. SIS model of a disease with lambda = 0.2 in networks
with different topology.

Fig. 15. SIS model of a disease with lambda = 0.15 in network
with different topology.

human population over a long time without being epidemic.
Not long ago it was also analytically proved that in Scale

Free network there is no epidemic threshold for lambda

value [5].

5. System CARE

As practical utilization of our research system called CARE
(Creative Application to Remedy Epidemics) was devel-
oped [21]–[23]. CARE is Decision Support System, which
help decision makers to fight with epidemic. CARE con-
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tains five modules: Disease Modeling, Social Network Mod-

eling, Simulation, Vaccination and Questionnaires.

In the Disease Modeling module, using probabilistic finite-
state machine approach, we can model any kind of disease
based on knowledge from the field of epidemiology. We
allow to build the models of diseases with any states and
transitions in the editor we have proposed.

Fig. 16. CARE user interface.

In Social Network Modeling module we can model and
generate social networks using complex network theory.
Using proposed generators we obtain synthetic networks
but with the same statistical properties as real-world social
networks. The algorithms generate networks that are Regu-

lar Graphs, Random Graphs, Small World networks, Scale

Free networks or modifications thereof.

Using Simulation module we can visualize and simulate
how the epidemic will spread in a given population. The
system proposes two ways of information visualization.
The first way is called “Layout” and helps user to manipu-
late networks and to set up some parameters of simulation.
The alternative way is “Geo-contextual” one which allows
to visualize networks on the world map. The system es-
timates the expected outcomes of different simulation sce-
narios and generate detailed reports. The user can assess
the results and the effectiveness of the chosen vaccination
strategy.

Based on the centrality measures Vaccination module helps
the user to identify so called “super-spreaders” and to come
up with the most efficient vaccination strategy [19]. The
identification and then vaccination or isolation of the most
important individuals of a given network helps decision
makers to reduce the consequence of epidemics, or even
stop them early in the game.

The crucial step in fighting against a disease is to get in-
formation about the social network subject to that disease.
Questionnaires module helps building special polls based
on sociological knowledge to help discover network topol-
ogy. Polls designed in this way are deployed on mobile
devices to gather data about social interaction.

6. Conclusion

In this paper we presented the model of diffusion in net-
works and the simulation environment based on Gephi

platform. We would like to admit that we are a little bit
closer to understand diffusion in networks. The solutions
presented in the paper have practical implementation as
a system to fight with infection diseases called CARE. Now
CARE is a subsystem of monitoring, early warning and
forecasting system SARNA, which was build at MUT and
was put into practice in the Government Safety Centre in
Poland [24]. It is worth to mentioned that CARE has its
counterpart to fight with malwares in the Internet called
VIRUS [25].
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Abstract—The paper presents a compact broadband rat-race

coupler for the first time designed and realized in a mul-

tilayer microstrip technology. To achieve both broad opera-

tional bandwidth and a compact size the 270◦◦◦ transmission

line of a conventional rat-race, coupler has been replaced by

a –90◦◦◦ left-handed transmission line realized with the use of

a quasi-lumped element technique. Moreover, to achieve bet-

ter compactness of the resulting coupler, all 90◦◦◦ right-handed

transmission lines have been realized with the use of the same

technique. It has been also proved that simple LC approx-

imation of a left-handed transmission line can be success-

fully used for the design. Moreover, it has been shown that

when appropriately chosen, the multilayer dielectric struc-

ture allows for realization of structures designed with the

use of this simple approximation, for both right-handed and

left-handed transmission lines, without loosing too much of

a performance.

Keywords—broadband rat-race couplers, left-handed transmis-

sion lines, quasi-lumped elements.

1. Introduction

Rat-race couplers are well-known components often used
in microwave circuits. They allow for in-phase and out-of-
phase power division with the fourth port being isolated,
and in a classic approach they are composed of three 90◦

and one 270◦ transmission lines. The two major drawbacks
of conventional rat-race couplers are their relatively large
size and narrow bandwidth. The problem of size reduc-
tion is usually approached with the use of lumped-element
technique [1], [2], whereas, different techniques have been
developed over the years to broader the operational band-
width [3]–[7]. One of the possible approaches that allows
for achieving broadband operation of rat-race couplers in-
volves the application of an ideal 180 transformer, which is
difficult to realize [3]. Another technique allowing for sig-
nificant bandwidth increase is based on the substitution of
a 270◦ transmission line by a –90◦ left-handed transmission
line [8]–[11]. Such an approach also allows for significant
size reduction. In [8], the first trials of such devices are
shown, in which left-handed transmission lines have been
realized with the use of SMD components. Another exam-
ple of such a rat-race coupler is shown in [9], where right-

handed and left-handed lines have been implemented with
the use of complementary split rings resonators. In [10],
a compact broadband rat-race coupler has been considered,
in which, to achieve smaller size, both right- and left-
handed transmission lines have been realized as artificial
lines, with the use of metal-air-metal capacitors and short-
open circuited stubs. It was shown in [10] that such an
approach is suitable for high frequency and low frequency
applications, however, only full wave simulations are pre-
sented.
In this paper, we present for the first time the design
and realization of a compact broadband rat-race coupler
in a microstrip multilayer technology. The presented cou-
pler has been designed with the use of both right- and left-
handed artificial transmission lines. Right-handed transmis-
sion lines have been modeled with the use of a cascade con-
nection of several RH cells and the appropriate number of
cells has been selected, so that the effect of substituting
the 90◦ transmission lines by the artificial lines on the
overall coupler’s performance can be neglected. Similarly,
the –90◦ left-handed transmission line has been modeled
with the use of LH cells, and the optimum number of cells
has been chosen to ensure from one hand, the good perfor-
mance of the coupler, and on the other hand, the feasibility
of further circuit implementation in a microstrip multilayer
technology. Both theoretical and experimental results are
presented in this paper.

2. Theoretical Analysis

The concept of a compact broadband rat-race coupler is
explained in Fig. 1. The coupler utilizes a well-known
idea of substituting 270◦ right-handed transmission line by
a –90◦ left-handed transmission line. Both right- and left-
handed lines have been divided in n equal unit cells. The
right-handed unit cell consists of a series inductor LRH and
a shunt capacitor CRH , whereas, the left-handed unit cell
consists of shunt inductor LLH , and a series capacitor CLH .
The values of the lumped elements shown in Fig. 1 would,
therefore, depend on the characteristic impedance of the
transmission line Z, its electrical length Θ, operating fre-
quency f and the number of applied unit cells n for both
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Fig. 1. A schematic diagram of a compact broadband rat-
race coupler utilizing artificial right and left-handed transmission
lines.

right- and left-handed artificial lines. From the transmis-
sion line theory of both right- and left-handed transmission
lines we can derive simple formulas for all values of lumped
elements shown in Fig. 1, which are

LRH =
ΘZ

2π f n
, (1)

CRH =
Θ

2π f nZ
, (2)

LLH =
Zn

2π f |Θ|

, (3)

CLH =
n

2π f Z|Θ|

, (4)

where: Θ – electrical length of the transmission line section
in radians, Z – characteristic impedance of the transmission
line section, f – frequency at which the electrical length
is specified, and n – number of the applied unit cells for
transmission-line section approximation.
It should be noted that for the case of a left-handed
transmission line, the electrical length is negative (equals
Θ = −π/4 in case of a rat-race coupler), whereas the
elements of its equivalent circuit are positive. It is also
known that the higher number of unit cells n is taken, the
better approximation of the ideal transmission line sec-
tion by its artificial equivalent for both right- and left-
handed transmission lines. However, to achieve smaller
size of the resulting coupler low value of n is prefer-
able. On the other hand, by analyzing formulas (1)–(4) one
can see that in case of a right-handed artificial transmis-
sion line the higher n, the lower values of the resulting
inductors LRH and capacitors CRH . Whereas, in case of
a left-handed transmission line this dependence is oppo-
site. Therefore, in the case of a left-handed artificial line,
the number of unit cells n is a trade-off between the quality
of the transmission line approximation and the feasibility

of further physical realization. The dependence of the rat-
race parameters versus number of cells n (for both right-
handed and left-handed lines) have been investigated and it
turned out that for n = 8 (Θ = 11.25

◦ of each unit cell)
the achieved parameters are almost identical as the pa-
rameters of the coupler modeled by the ideal transmis-
sion lines. To simplify further realization of the left-
handed unit cells, the number of cells have been re-
duced to n = 6, which gave lower values of capacitors
CLH and inductors LLH . Figure 2 presents calculated fre-

Fig. 2. Calculated amplitude (a) and differential phase (b) charac-
teristics of a compact rat-race coupler in which 90◦ right-handed
transmission lines have been divided into 8 cells and the –90◦ left-
handed transmission line has been divided into 6 section. Results
of circuit simulations.

quency characteristics of the coupler, in which 90◦ right-
handed transmission line sections have been modeled by
8 LC unit cells, whereas, the –90◦ left-handed transmis-
sion line section has been modeled by 6 CL unit cells. It
seems that good performance have been obtained. The cou-
pler’s bandwidth equals 55% for RL > 20 dB and 106%
for I > 20 dB, and the coupler features broadband dif-
ferential phase.

3. Experimental Results

The presented approach for compact broadband rat-race re-
alization has been experimentally verified. For the purpose
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of simultaneous realization of large series capacitors and
shunt inductors a multilayer structure presented in Fig. 3

Fig. 3. Cross-sectional view of the dielectric structure used for
the design of a compact broadband rat-race coupler.

has been chosen. In such a structure, in which a thin di-
electric layer is placed on a thick dielectric layer, it is
possible to realize large series capacitors and large in-
ductors having reduced spurious shunt capacitance. The
coupler has been designed for the center frequency of
0.5 GHz, for which the following values of lumped ele-
ments have been found LRH = 4.42 nH and CRH = 0.884

pF (for Z = 70.7 Ω, n = 8, Θ = π/4) for the right-handed
transmission line and LLH = 86 nH and CLH = 17.2 pF
(for Z = 70.7 Ω, n = 6, Θ = −π/4) for the left-handed

Fig. 4. Layout of the developed compact broadband rat-race
coupler (not to scale): (a) upper layer; (b) lower layer.

transmission line. The detailed layout of the developed rat-
race coupler is shown in Fig. 4. To ensure symmetry of
the right-handed transmission lines, the series inductors
LRH have been divided into two equal inductors, between
which shunt capacitors CRH are inserted. To minimize
metallization pads required for CRH realization, the bot-
tom pads of the capacitors have been grounded. The CLH
capacitors have been realized on two sides of the thin lam-
inate, whereas, LLH inductors have been realized as planar
square spiral inductors grounded in the center, as it is pre-
sented in Fig. 4.

The designed coupler has been analyzed electromagneti-
cally and the obtained results are plotted in Fig. 5. As
it is shown, the designed coupler features slightly narrower
bandwidth in terms of return losses (BW = 44%). However,
the isolation, transmission and coupling, and also differ-

Fig. 5. Calculated amplitude (a) and differential phase (b) char-
acteristics of the developed compact rat-race coupler shown in
Fig. 4. Results of electromagnetic calculations.

ential phase characteristics are better within broader band-
width than the bandwidth of the coupler modeled by simple
LC and CL unit cells. This is due to the well-known effect
of spurious shunt capacitances, and series inductances of
the left-handed transmission line that affects its phase char-
acteristic, resulting in composite right/left-handed trans-
mission lines (CRLH TL). It is important to underline
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that CRLH TLs can be used for maximizing bandwidth,
in terms of differential phase response, as it was shown
in [8]. However, the obtained results prove that the pre-
sented simplified approach is also suitable for broadband
compact rat-race realization, especially in a multilayer mi-
crostrip technique. The achieved size of the developed rat-
race coupler in comparison with the classic one is shown

Fig. 6. Size comparison between a classic and the developed
rat-race couplers.

Fig. 7. Measured frequency characteristics of the manufactured
compact rat-race coupler: (a) amplitude characteristics; (b) dif-
ferential phase characteristics.

in Fig. 6. In this case a significant size reduction has
been achieved.
The designed coupler has been manufactured and the mea-
sured results are shown in Fig. 7. A good agreement
has been achieved between the calculated and measured
characteristics in terms of both amplitude and differential
phase. The measured return losses and isolation are bet-
ter than 20 dB in slightly broader bandwidth than the cal-
culated one. The achieved differential phase ripple does
not exceed 10 and the overall insertion loss equals 0.4 dB.

Fig. 8. Photograph of the manufactured compact broadband rat-
race coupler.

Figure 8 presents the photograph of the compact broad-
band rat-race coupler developed in a multilayer microstrip
technology.

4. Conclusions

The design of a compact broadband rat-race coupler in
a multilayer microstrip technique, and utilizing artificial
right- and left-handed transmission lines has been presented
for the first time. A simple approach has been proposed,
in which both right- and left-handed transmission lines are
represented, respectively, by LC and CL lumped-element
networks. Simple formulas for the lumped elements con-
stituting both right- and left-handed transmission lines have
been given for the arbitrary number of unit cells of each
line. Moreover, it has been shown that such a simplified ap-
proach gives a good performance of the resulting coupler,
and also that such couplers are easily realized in a mi-
crostrip multilayer structure. This is due to the fact that
a microstrip structure, in which a thin dielectric layer is
placed over a thick one, is suitable for large series capaci-
tors and shunt inductors realization. Although, the formu-
las for lumped-elements of an artificial CRLH transmission
line that gives the maximum bandwidth of the coupler are
known [8], the obtained results prove that the presented
simplified approach can be also used for the design of com-
pact broadband rat-race couplers in a microstrip multilayer
technique.
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