




Preface
The current issue of the Journal of Telecommunications and Information Technology contains
twelve papers. In their articles, the authors consider important problems related to modern
telecommunications.

The first paper entitled Call-level Analysis of a Two-Link Multirate Loss Model based on
a Convolution Algorithm by Sagkriotis et al. presents a multirate teletraffic loss model of
a two-link system that accommodates Poisson arriving calls from different service-classes.
The model was worked out under assumption that each link has two thresholds and based
on a convolution algorithm.

The next two papers deal with Elastic Optical Networks. The paper by Kabaciński, Rajewski,
and Al-Tameemi Rearrangeability of 2×2 W-S-W Elastic Switching Fabrics with Two Con-
nection Rates, considers rearreangeable conditions for the 2×2 three-stage switching fabric
of a W-S-W (Wavelength-Space-Wavelength) architecture for elastic optical switches. The
authors present rearrangeable conditions and an appropriate control algorithm.

The next paper by Rajewski, titled Defragmentation in W-S-W Elastic Optical Networks,
discusses defragmentation in an elastic optical network’s node. The author bases his con-
siderations on the assumption that the W-S-W (Wavelength-Space-Wavelength) switching
architecture has been used as a node.

The paper SMM Clos-Network Switches under SD Algorithm by Kleban and Warczyński
is devoted to evaluating the performance of Space-Memory-Memory (SMM) Clos-network
switches under a packet dispatching scheme employing static connection patterns, referred
to as Static Dispatching (SD).

The paper entitled Ganging of Resources via Fuzzy Manhattan Distance Similarity with
Priority Tasks Scheduling in Cloud Computing by Priya, Mehata, and Banu, proposes a fuzzy
Manhattan distance-based similarity for gang formation of resources (FMDSGR) method with
priority task scheduling in cloud computing.

Other papers deal with issues related to various problems occurring in wireless communi-
cation. The article titled Observation of WiMAX Radio Parameters to Enhance Spectrum
Utilization in Mixed Environment by Kowalik et al. presents statistical characteristics of



actual, IEEE 802.11e compliant WiMAX signals, as seen from the point of view of improving
spectrum utilization by means of simultaneous use of given frequency bands by two wireless
systems.

In the paper titled Performance of Hybrid Sensing Method in Environment with Noise Uncer-
tainty, Kustra, Kosmowski, and Suchański present a novel hybrid spectrum sensing method
used in cognitive radio and present a hybrid detector (HD), which improves the sensing
performance.

In Performance Analysis of SPSK with Dual Polarized Transmit Antennas over Rayleigh
Fading Channel, Subramani, Neduncheran and Ponnusamy study the Space Polarization
Shift Keying (SPSK) system, which is an extended version of Space Shift Keying (SSK) and
includes both space and polarization dimensions with dual polarized antennas.

The article Outage Performance of Bidirectional Full-Duplex Amplify-and-Forward Relay
Network with Transmit Antenna Selection and Maximal Ratio Combining by Rajesh et al.
proposes a bidirectional full-duplex amplify-and-forward (AF) relay network with multiple
antennas at source nodes.

Another paper entitled Miniaturized Spectacles Shaped Tapered Slotted Patch Antenna for
UWB Applications by Tarikul Islam et al. presents a compact planner patch ultra-wideband
(UWB) antenna.

In Protocols for Wireless Sensor Networks: A Survey, Kochhar, Kaur, Preeti and Sharma
present a review of the MAC and network layer of Wireless Sensor Networks. Performance
requirements of the MAC layer are explored too.

In Underwater Acoustic Sensor Node Scheduling using an Evolutionary Memetic Algorithm,
Sivakumar and Rekha show how to optimize the utilization of acoustic sensor node bandwidth
by maximizing the possible node transmissions in the TDMA frame and by minimizing
the node’s turnaround wait time for its subsequent transmissions by using an evolutionary
memetic algorithm (MA).

I would like to thank all authors and reviewers for the effort they have put into preparing
this issue of Journal of Telecommunications and Information Technology.

Sławomir Hanczewski, Ph.D.

Guest Editor

https://doi.org/10.26636/jtit.2018.preface1
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Abstract—We consider a two-link system that accommodates

Poisson arriving calls from different service-classes and pro-

pose a multirate teletraffic loss model for its analysis. Each

link has two thresholds, which refer to the number of in-

service calls in the link. The lowest threshold, named sup-

port threshold, defines up to which point the link can support

calls offloaded from the other link. The highest threshold,

named offloading threshold, defines the point where the link

starts offloading calls to the other link. The adopted band-

width sharing policy is the complete sharing policy, in which

a call can be accepted in a link if there exist enough available

bandwidth units. The model does not have a product form so-

lution for the steady state probabilities. However, we propose

approximate formulas, based on a convolution algorithm, for

the calculation of call blocking probabilities. The accuracy of

the formulas is verified through simulation and found to be

quite satisfactory.

Keywords—call blocking, convolution, loss model, offloading,

product form.

1. Introduction

Quality of service (QoS) mechanisms are necessary in con-

temporary communication networks in order to provide the

required bandwidth needed by calls. In the case of call-level

traffic in a single link, modeled as a loss system, such a QoS

mechanism is a bandwidth sharing policy [1]. The simplest

bandwidth sharing policy is the complete sharing (CS) pol-

icy, where a new call is accepted in the system if there

exist enough available bandwidth units (b.u.). Otherwise,

call blocking occurs. The simplest teletraffic loss model

that adopts the CS policy is the classic Erlang model [1].

In this model, the call arrival process is Poisson, while

each call requires one b.u. to be accepted in the system.

An accepted call has a generally distributed service time.

The fact that call blocking probabilities (CBP) are calcu-

lated via the classic Erlang B formula has led to numerous

extensions of Erlang’s model for the call-level analysis of

wired (e.g. [2]–[16]), wireless (e.g. [17]–[28]), satellite

(e.g. [29]–[31]) and optical networks (e.g. [32]–[37]).

In the work of [25], the Erlang B formula has been adopted

for the determination of CBP in a two access link sys-

tem that accommodates Poisson arriving calls of a single

service-class. Each access link is modelled as a loss sys-

tem (i.e. no queueing is permitted) and has two thresh-

olds, which refer to the number of in-service calls in the

link. The lowest threshold, named support threshold, de-

fines up to which point the access link can support calls

offloaded from the other access link. The highest thresh-

old, named offloading threshold, defines the point where

the access link starts offloading calls to the other access

link. By the term offloaded call, we refer to a call that ini-

tially arrived in a link, but is served by the other link, if

there exist available b.u. The model of [25] does not have

a product form solution (PFS) for the steady state probabil-

ities. This is due to the fact that the offloading mechanism

destroys local balance (LB) between adjacent states (states

that differ only by one call) of the system. To calculate

the various performance measures of the system, e.g. CBP

or link utilization, either a linear system of global balance

(GB) equations should be solved or an approximate method

that relies on the independence between the links and the

classic Erlang B formula can be adopted. The system of

GB equations leads to an accurate calculation of the perfor-

mance measures but it requires the knowledge of the state

space of the two-link system. Such a state space may con-

sist of millions of states if the capacity of the links is high.

Thus, the method of solving the GB equations can only

be applied in small (tutorial) systems [38]. On the other

hand, the link independence assumption and the Erlang B

formula facilitate the necessary calculations.

A potential application of the offloading scheme of [25] is

in the area of mobile/Wi-Fi networks. To manage the in-

creasing traffic in mobile networks, traffic can be offloaded

to Wi-Fi networks [39], [40]. To further increase the avail-

able bandwidth of Wi-Fi access links, recent research fo-

cuses on the aggregation of backhaul access link capaci-

ties and on the bandwidth sharing policies that should be

adopted (see e.g. the BeWi-Fi concept that enables users

in proximity to share their Internet access if their link uti-

lization is below a threshold) [41]. The impact of such an

aggregation to CBP in the case of a single service-class can

be well studied by the offloading scheme of [25].
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In this paper, we extend the model of [25] to include the im-

portant case of multirate traffic, i.e. we consider a two ac-

cess link system that accommodates Poisson arriving calls

of different service-classes and different bandwidth-per-call

requirements. The CBP calculation in the proposed two-link

model under the CS policy is based on the classic Erlang

Multirate Loss Model (EMLM) [42], [43], which refers to

a single link. To differentiate, we name the proposed model

2EMLM. In the 2EMLM model, the determination of CBP

can be done via a 3-step convolution algorithm. The latter

exploits the PFS of the EMLM and the principle of in-

dependency among service-classes and, therefore, the link

occupancy distribution can be determined by successively

convolving the link occupancy distributions obtained for

each service-class. Contrary to macro-state recursive for-

mulas (such as the classic Kaufman-Roberts formula used

for CBP calculation in EMLM [42], [43]), a convolution

algorithm keeps the micro-state information of the number

of in-service calls in a link. Such information is necessary

when studying more complicated (than the CS policy) call

admission policies (e.g. [44]–[53]).

The remainder of this paper is organized as follows: in

Section 2, we review the system of [25]. In Section 3, we

propose the 2EMLM and provide a convolution algorithm

for CBP determination. In Section 4, we provide analyt-

ical and simulation CBP results for the proposed model.

We conclude in Section 5. In the Appendix, we provide

a tutorial example of the system of [25].

2. The Two-Link System with

Single-Rate Traffic

We consider a system of two links with capacities C1 and

C2 b.u., respectively. Each link accommodates Poisson ar-

riving calls of a single service-class which require one b.u.

in order to be connected in a link. Let λ1 and λ2 be the ar-

rival rates in the 1st and the 2nd link, respectively. We also

denote by j1 and j2 the occupied b.u. in the 1st and the

2nd link, respectively. Then, 0 ≤ j1 ≤C1 and 0 ≤ j2 ≤C2.

Since calls require one b.u., the values of j1, j2 also repre-

sent the number of in-service calls in the 1st and the 2nd

link, respectively.

Each link l (l = 1,2) has two different thresholds: the sup-

port threshold th1l and the offloading threshold th2l, with

th1l < th2l and 0 ≤ th1l, th2l ≤ 1. Assuming that bxc is the

largest integer not exceeding x, the role of these thresholds,

in the l-th link, is the following (see Fig. 1):

• If 0 ≤ jl < bth1lClc then the l-th link is in a sup-

port mode of operation, i.e. it accepts and serves

not only new calls that initially arrive in the l-th
link, but also new calls offloaded from the m-th link

(m = 1,2, m 6= l).

• If bth1lClc ≤ jl < bth2lClc then the l-th link is

in a normal mode of operation, i.e. it does not accept

calls offloaded from the m-th link. It only accepts

calls that initially arrive in the l-th link.

• If bth2lClc ≤ jl then the l-th link is in an offloading

mode of operation, i.e. a new call that initially arrives

in the l-th link will be offloaded to the m-th link.

If the m-th link is in support mode (i.e. 0 ≤ jm <
bth1mCmc) then the call will be accepted in the m-th

link. If the m-th link is not in support mode and

jl ≤Cl −1, the call will be accepted in the l-th link.

Otherwise the call will be blocked and lost.

Fig. 1. The system of the two links.

Based on the above, the admission of a new call that ini-

tially arrives in the l-th link (l = 1,2) is summarized in the

following steps:

1) If
(

0 ≤ jl < bth2lClc
)

then the call is accepted by the

l-th link and remains for a generally distributed service-

time with mean µ−1.

2) If bth2lClc ≤ jl then:

2a) if 0 ≤ jm < bth1mCmc the call is offloaded to the

m-th link and remains for a generally distributed

service-time with mean µ−1;

2b) if bth1mCmc≤ jm, the m-th link is in a normal mode

of operation and does not support offloaded calls

from the l-th link. In that case, the call will try

to be accepted in the l-th link. If jl ≤Cl −1, then

the call is accepted in the l-th link and remains for

a generally distributed service-time. Otherwise, the

call is blocked and lost without further affecting the

system of the two links.

A tutorial example in the Appendix, presents in detail the

call admission mechanism and the required calculations for

CBP determination.

Due to the support and offloading modes of operation of

the two links, the 2-D Markov chain of the system is not

reversible and, therefore, LB between adjacent states (states

that differ only by one call) is destroyed. Thus, the steady
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state distribution, P( j) = P( j1, j2), of this system cannot be

described by a PFS. To determine the values of P( j1, j2)
(and consequently CBP) there exist two different methods.

The first method provides accurate results (compared to

simulation) but requires the knowledge of the state space of

the system and the solution of the set of linear GB equations

for each state j = ( j1, j2) expressed as rate into state j =

rate out of state j:

λ1( j1−1, j2)P( j1−1, j2)+λ2( j1, j2−1)P( j1, j2 −1)+

+( j1 +1)µP( j1 +1, j2)+( j2 +1)µP( j1, j2 +1) =

= λ1( j1, j2)P( j1, j2)+λ2( j1, j2)P( j1, j2)+

+( j1µ + j2µ)P( j1, j2) ,

(1)

where:

λ1( j1, j2)
l=1, 2, m6=l

=















































λl +λm, if ( jl <bth1lClc)

∩( jm≥bth2mCmc)

0, if ( jl ≥bth2lClc)

∩( jm <bth1mCmc)

0, if ( j1, j2) is

a boundary state

λl , otherwise

. (2)

Having obtained the values of P( j1, j2), we can determine

the CBP in the 1st and the 2nd link, P′
b1

and P′
b2

via Eqs. (3)

and (4), respectively [25]:

P′
b1

=
C2

∑
j2=bth12C2c

P(C1, j2) , (3)

P′
b2

=
C2

∑
j1=bth11C1c

P( j1,C2) . (4)

In addition, we can calculate the total blocking probability

in the system via the following weighted summation:

P′
b =

λ1

λ1 +λ2
P′

b1
+

λ2

λ1 +λ2
P′

b2
. (5)

Before we proceed with the second method, we emphasize

that the state space determination and the solution of the

set of GB equations can be quite complex even for systems

of moderate size and, therefore, is only practically used for

small tutorial examples (see Appendix).

The second method provides approximate CBP results by

assuming that the two links operate independently from one

another. Such an assumption simplifies the necessary CBP

calculations. Since each independent link behaves as an

Erlang loss system, the CBP in the 1st and the 2nd link

can be approximated by Eqs. (6) and (7), respectively:

Pb1 = P1(C1)P2( j2 ≥ bth12C2c) , (6)

Pb2 = P2(C2)P1( j1 ≥ bth11C1c) , (7)

where Pl(Cl) refers to the CBP in the l-th link (l = 1,2)

which can be determined by the Erlang B formula:

Pl(Cl) =

αCl
l

Cl!
Cl

∑
i=0

α i
l

i!

, αl =
λl

µ
. (8)

As far as the values of Pl( jl ≥ bth1lClc) are concerned they

are given by:

Pl( jl ≥ bth1lClc) =
Cl

∑
jl=bth1lClc

Pl( jl) , (9)

where Pl( jl) is determined by the truncated Poisson distri-

bution:

Pl( jl) =

α jl
l

jl!
Cl

∑
i=0

α i
l

i!

, αl =
λl

µ
. (10)

The rationale behind Eqs. (6) and (7) is that a call that

initially arrives in the l-th link will be blocked if there are

no available b.u. in that link and the m-th link is not in

support mode of operation.

Finally, the total blocking probability can be determined

via the following formula:

Pb =
λ1

λ1 +λ2
Pb1 +

λ2

λ1 +λ2
Pb2 . (11)

3. The Proposed 2EMLM

In the proposed 2EMLM, we consider again the system of

the two links. Each link accommodates Poisson arriving

calls of K service-classes. Calls of service-class k (k =
1, ...,K) require bk b.u. in order to be connected in a link.

Let λ1k and λ2k be the arrival rates in the 1st and the 2nd

link of service-class k calls, respectively. We also denote

by j1 and j2 the occupied b.u. in the 1st and the 2nd,

respectively. Then, 0 ≤ j1 ≤ C1 and 0 ≤ j2 ≤ C2. Similar

to Section 2, each link l (l = 1,2) has a support threshold

th1l and an offloading threshold th2l , with th1l < th2l and

0 ≤ th1l , th2l ≤ 1.

The call admission of a new service-class k call that ini-

tially arrives in the l-th link (l = 1,2) is summarized in the

following steps:

1) If
(

0 ≤ jl < bth2lClc
)

∩ ( jl + bk ≤ Cl) then the call is

accepted by the l-th link and remains for a generally

distributed service-time with mean µ−1
k .

2) If bth2lClc ≤ jl then:

2a) if
(

0 ≤ jm < bth1mCmc
)

∩ ( jm +bk ≤Cm) the call is

offloaded to the m-th link and remains for a gener-

ally distributed service-time with mean µ−1
k ;

2b) if bth1mCmc ≤ jm, the m-th link is in normal mode

of operation and does not support offloaded calls

from the l-th link. In that case, the call will try to
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be accepted in the l-th link. If jl + bk ≤ Cl , then

the call is accepted in the l-th link and remains for

a generally distributed service-time with mean µ−1
k .

Otherwise, the call is blocked and lost.

To determine in an approximate but efficient way the CBP

of service-class k calls we assume that the two links operate

independently from one another. In that case, each inde-

pendent link behaves as an EMLM system, and therefore

the CBP of service-class k calls in the 1st and the 2nd link

can be approximated by Eqs. (12) and (13), respectively:

Pb1k = P1k(C1)P2( j2 ≥ bth12C2c) , (12)

Pb2k = P2k(C2)P1( j1 ≥ bth11C1c) , (13)

where Plk(Cl) refers to the CBP of service-class k calls in

the l-th link (l = 1,2).

The values of Plk(Cl) in Eqs. (12) and (13) are determined

by:

Plk(Cl) =
Cl

∑
jl=Cl−bk+1

G−1
l q( jl) , (14)

where q( jl) refers to the unnormalized values of the link oc-

cupancy distribution of link l (l = 1,2) while Gl =
Cl

∑
jl=0

q( jl)

is the normalization constant.

In Eq. (14), the values of q( jl) can be recursively deter-

mined via a 3-step convolution algorithm. To describe it,

let ql,k( j) (k = 1, . . . ,K) be the link occupancy distribu-

tion assuming that only service-class k exists in the link l.
Then, the 2EMLM convolution algorithm is as follows:

Step 1. Determine ql,k( j) of each service-class k via:

ql,k( jl)=ql,k(0)
α i

lk
i!

, for 1≤ i≤
⌊

Cl

bk

⌋

and jl = i×bk , (15)

where αlk = λlk/µk is the offered traffic-load (in Erl) of

service-class k calls in link l.
Step 2. Determine the aggregated occupancy distribution

Q(−k) based on the successive convolution of all service-

classes (in link l) apart from service-class k:

Q(−k) = ql,1 · . . . ·ql,k−1 ·ql,k+1 · . . . ·ql,K . (16)

The term “successive” means that initially we convolve ql,1
and ql,2 to obtain ql,12. Then we convolve ql,1 with ql,3
to obtain ql,123 etc. The convolution operation between

service-classes k and r is as follows:

ql,k ·ql,r =

{

ql,k(0)ql,r(0),
1

∑
x=0

ql,k(x)ql,r(1− x), . . . ,

. . . ,
C

∑
x=0

ql,k(x)ql,r(Cl − x)
}

.

(17)

Step 3. Determine the values of q( jl) based on the convo-

lution operation of Ql,(−k) (step 2) and ql,k as follows:

Ql,(−k) ·ql,k =

{

Ql,(−k)(0)ql,k(0),
1

∑
x=0

Ql,(−k)(x)

ql,k(1− x), . . . ,
Cl

∑
x=0

Ql,(−k)(x)ql,k(Cl − x)
}

.

(18)

Normalizing the values of (18), we obtain the occupancy

distribution q( jl), j = 0,1, . . . ,Cl via the formulas:

q(0) =
Ql,(−k)(0)ql,k(0)

Gl

q( j) =
∑ j

x=0 Ql,(−k)(x)ql,k( j−x)
Gl

, j = 1, ...,Cl

. (19)

As far as the values of Pl( jl ≥ bth1lClc), in Eqs. (12)

and (13), are concerned, they are calculated by:

Pl( jl ≥ bth1lClc) =
Cl

∑
jl=bth1lClc

G−1
l q( jl) , (20)

where q( jl) is determined via (19).

Finally, we propose the following formula for the total

blocking probability of service-class k calls in the system

of the two links:

Pbk =
λ1k

λ1k +λ2k
Pb1k +

λ2k

λ1k +λ2k
Pb2k . (21)

4. Numerical Examples – Evaluation

In this section, we present an application example and pro-

vide analytical and simulation results of the total CBP of

the proposed model. Simulation results are derived via the

Simscript III simulation language [54] and are mean val-

ues of 7 runs. As far as the reliability ranges are concerned,

they are less than two orders of magnitude, and therefore

are not presented in the following figures. All simulation

runs are based on the generation of eight million calls per

Fig. 2. CBP under the CS policy – 1st service-class.
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Fig. 3. CBP under the CS policy – 2nd service-class.

Fig. 4. CBP under the CS policy – 3rd service-class.

run. To account for a warm-up period, the first 5% of these

generated calls are not considered in the CBP results.

As an application example, consider a system of two links

of capacities C1 = 30 and C2 = 25 b.u., that accommodates

K = 3 service-classes whose calls require b1 = 1, b2 = 2
and b3 = 5 b.u., respectively. For the 1st link, let: λ11 =
4.0, λ12 = 1.0, λ13 = 0.5. Similarly, for the 2nd link, let:

λ21 = 2.0, λ22 = 1.0, λ23 = 0.5. We also assume that µ−1
1 =

µ−1
2 = µ−1

3 = 1.0.

We consider two different support thresholds: 1) th11 =
th12 = 0.1 and 2) th11 = th12 = 0.5. In both cases, we

assume that the offloading thresholds do not alter and are

equal to: th21 = th22 = 0.7.

In the x-axis of Figs. 2–4, λ11 and λ21 increase in steps

of 1.0 and 1.0, respectively. So, point 1 is: (λ11 = 4.0,

λ12 = 1.0, λ13 = 0.5, λ21 = 2.0, λ22 = 1.0, λ23 = 0.5) while

point 11 is: (λ11 = 14.0, λ12 = 1.0, λ13 = 0.5, λ21 = 12.0,

λ22 = 1.0, λ23 = 0.5).

In Figs. 2–4, we present CBP in the 2EMLM for the three

service-classes, respectively. Figures 2–4 show that the an-

alytical CBP results: a) are close to the simulation re-

sults and b) decrease as the support thresholds increase,

an intuitively expected fact since both links cooperate with

each other. Similar conclusions have been observed for sys-

tems of more than three service-classes but are not pre-

sented herein.

5. Conclusion

In this paper we propose a multirate loss model for a two-

link loss system that accommodates Poisson arriving calls.

A link can share a part of its capacity in order to sup-

port calls from the other link and vice versa. The proposed

model does not have a PFS for the steady state distribution

due to the existence of the offloading mechanism. However,

we show that an approximate method does exist (based on

a convolution algorithm) that provides quite satisfactory

CBP results compared to simulation. As a future work,

we intend to study this two-link system under the assump-

tion that it serves different service-classes whose calls fol-

low a quasi-random process, i.e. calls that are generated by

a finite number of sources.

Appendix – Tutorial Example

Consider a system of two links with C1 = 6 and C2 = 5
b.u., that accommodates calls of a single service-class. Let

λ1 = 4 calls/min, λ2 = 2 calls/min and µ−1 = 1 min. The

thresholds for this system are the following:

1st link (l = 1): th11 = 0.2, th21 = 0.7,

2nd link (l = 2): th12 = 0.2, th22 = 0.7.

Based on the thresholds’ values we have:

First link

a) If 0 ≤ j1 < bth11C1c⇒ 0 ≤ j1 < 1 then the 1st link is in

a support mode of operation.

b) If bth11C1c ≤ j1 < bth12C1c ⇒ 1 ≤ j1 < 4 then the 1st

link is in a normal mode of operation.

c) If bth21C1c ≤ j1 ⇒ 4 ≤ j1 then the 1st link is in an

offloading mode of operation.

Second link

a) If 0 ≤ j2 < bth12C2c ⇒ 0 ≤ j2 < 1 then the 2nd link is

in a support mode of operation.

b) If bth12C2c ≤ j2 < bth22C2c ⇒ 1 ≤ j2 < 3 then the 2nd

link is in a normal mode of operation.
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c) If bth22C2c ≤ j2 ⇒ 3 ≤ j2 then the 2nd link is in an

offloading mode of operation.

Fig. 5. State transition diagram of the tutorial example.

The state space of the system consists of 42 states of the

form ( j1, j2), depicted in Fig. 5 together with the corre-

sponding transition rates. To help a reader understand the

state transition diagram of Fig. 5 and the offloading mech-

anism, assume that the system is in state (0, 2) when a new

call arrives in the 2nd link. Then, the call will be accepted

in the 2nd link and the new state will be (0, 3). If another

new call arrives in the 2nd link then the call will be of-

floaded to the 1st link (and served by that link) and the new

state will be (1, 3). If now, another call arrives in the 2nd

link, then this call cannot be offloaded to the 1st link (since

j1 = 1) but it can be served by the 2nd link due to band-

width availability. In that case the new state will be (1, 4).

A similar rationale exists when we consider call arrivals in

the 1st link and the states (3, 0), (4,0), (4,1) and (5,1).

Based on the solution of the 42 GB equations of Fig. 5, the

CBP in the 1st and 2nd link is given by:

P′
b1

= ∑
j2=bth12C2c

P(C1, j2) =
5

∑
j2=1

P(6, j2) = 0.10370 ,

P′
b2

= ∑
j1=bth11C1c

P( j1,C2) =
6

∑
j1=1

P( j1,5) = 0.03758 .

On the same hand, the total blocking probability in the

two-link system is determined by:

P′
b =

λ1

λ1 +λ2
P′

b1
+

λ2

λ1 +λ2
P′

b2

λ1=4,λ2=2
= 0.08166 .

Based on the approximate method of link independence and

Eqs. (6), (7), we have:

Pb1 = P1(C1)P2( j2 ≥ bth12C2c) = P1(6)P2( j2 ≥ 1) =
0.11716×0.862386⇒ P′

b = 0.10104.

Pb2 = P2(C2)P1( j1 ≥ bth11C1c) = P2(5)P1( j1 ≥ 1) =
0.03670×0.979405⇒ P′

b = 0.03594.

The total blocking probability in the two-link system is

determined by:

Pb =
λ1

λ1 +λ2
Pb1 +

λ2

λ1 +λ2
Pb2

λ1=4,λ2=2
= 0.07934.

The previous results reveal that the approximate method

provides quite satisfactory results compared to the exact

values, even in small tutorial examples.
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Abstract—The rearreangeable conditions for the 2×2 three-

stage switching fabric of a W-S-W architecture for elastic

optical switches are considered in this paper. Analogies be-

tween the switching fabric considered and the three-stage Clos

network are shown. On the other hand, differences are also

shown, which presented the modifications required in the con-

trol algorithm used in rearrangeable networks. The rearrange-

able conditions and the control algorithm are presented and

proved. Operation of the proposed control algorithm is shown

based on a few examples. The required number of frequency

slot units in interstage links of rearrangeable switching fabrics

is much lower than in the strict-sense non-blocking switching

fabrics characterized by the same parameters.

Keywords—elastic optical networks, elastic optical switching

nodes, interconnection networks, rearrangeable non-blocking

conditions

1. Introduction

The Elastic Optical Network (EON) architecture has been

proposed to utilize the bandwidth available in optical fiber

more efficiently. By breaking the fixed-grid spectrum al-

location limit of conventional Wavelength Division Mul-

tiplexing (WDM) networks, EONs increase flexibility in

connection provisioning [1], [2]. To do so, depending on

the traffic volume, an appropriately sized optical spectrum

is allocated to the connections in EON. This optical spec-

trum is referred to as the Frequency Slot Unit (FSU).

Furthermore, unlike the rigid optical channels of conven-

tional WDM networks [3], a light-path can expand or con-

tract elastically to meet different bandwidth demands in

EON. In this way, the incoming connection request can

be served in a spectrum-efficient manner. This technolog-

ical advance poses additional challenges on the network-

ing level, especially in terms of efficient establishment of

the connection.

Similarly to WDM networks, an elastic optical connection

must occupy the same spectrum portion between its end

nodes, that is, ensuring the so-called spectrum continu-

ity constraint. However, when wavelength conversion (or

spectrum conversion) is introduced in WDM (EON) net-

works, blocking probability is significantly reduced. In ad-

dition, in EONs, the entire bandwidth of each connection

must be contiguously allocated. Bandwidth assigned to

an optical channel depends on the required transmission

data rate, distance to be covered, path-quality, wavelength

spacing between channels, and/or the modulation scheme

used [2], [4]–[6].

Several architectures of elastic optical switching nodes were

proposed in literature [7]–[10]. In this paper, we deal with

one of these switching fabric architectures, i.e. the W-S-W

(wavelength-space-wavelength) switching fabric, called the

WSW1 [11]. Strict-sense non-blocking (SSNB) conditions

for the WSW1 architecture have been proved in [11] as

well. We proposed rearrangeable non-blocking (RNB) con-

ditions for this architecture in [12] for simultaneous routing

of connections with a limited number of connection rates.

The term simultaneous connections means that all connec-

tions arrive at the same time at all inputs, and must be

served simultaneously.

Simultaneous connections can be routed using the modified

matrix decomposition algorithm. Several such algorithms

were proposed in literature, for instance the Neiman’s al-

gorithm [13], which consists of a relatively simple itera-

tion phase followed by a relatively complex iterative phase.

The latter is necessary only if the matrix cannot be de-

composed completely after using phase one. One of the

modifications to phase one of Neiman’s algorithm was pro-

posed for instance in [14]. Neiman’s algorithm is used to

route connections simultaneously in the three-stage Clos

switching fabric [15]. The three-stage Clos network con-

sists of two outer stages of rectangular switches, and of

an inner stage of square switches. The WSW1 switching

fabric can be modeled by the Clos network, as it will be

shown later in this paper. However, we cannot use the same

routing algorithms which are used for the three-stage Clos

switching networks directly in the WSW1 switching fabric,

for reasons mentioned in [12].

In our model, the number of simultaneous connection rates

that can be served is limited to z. The upper bound for RNB

connections when r > 2 was derived in [12]. The aim for

using the RNB switching fabric is to reduce the required

number of FSUs in the interstage links, i.e. to reduce the

cost of this switching fabric. In this paper, we improve the

result presented in [16]. The necessary and sufficient RNB

conditions have been derived in [12] for the special case
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when r = z = 2 and n
m1

, n
m2

, and
m2
m1

are integers. In [16], we

generalized these conditions to the general case, when r =
z = 2 and for any values of n, m1, and m2. We also showed

that after applying the decomposition algorithm mentioned

in [12], we will get a set of connections that can be set up

through the interstage links.

The main idea of this paper is to propose merge operation

for matrices, and to show how to calculate the required

number of FSUs in the interstage links. We also aim to

present how to determine the sequence of matrices that

can be merged together, satisfying the condition that each

connection must use adjacent FSUs.

The remaining portions of the paper are organized as fol-

lows. In the next section, the WSW1 switching fabric is

presented and the problem is described in a more detailed

way. The connection model and its representation are pre-

sented as well. In Section 3, the RNB results for the pro-

posed model are derived and proved. In Section 4 examples

of the algorithm’s operation are presented. The paper ends

with conclusions.

2. Switching Fabrics and

the Model Used

The WSW1 switching fabric considered in this paper was

described in more detail in [11]. Here, we will only pro-

vide a short description which will make the paper easier to

follow. This architecture is presented in Fig. 1. In the first

and third stages, there are r Bandwidth-Variable Wave-

length converting Switches (BV-WSs), and one Bandwidth-

Variable wavelength selective Space Switch (BV-SS) of ca-

pacity r× r is in the second stage. Each BV-WS in the first

Fig. 1. The WSW1 switching fabric architecture.

stage has one input fiber with n FSUs and one output fiber

with k FSUs, while each BV-WS in the third stage has one

input fiber with k FSUs and one output fiber with n FSUs.

The internal architecture of BV-WSs and BV-SS can be

found in [11]. The switching fabric serves m-slot con-

nections, FSUs in input/output fibers are numbered from 1

to n, BV-WSs in both input and output stages are numbered

from 1 to r, and FSUs in interstage fibers are numbered

from 1 to k (see Fig. 1).

In the presented considerations we assumed that BV-WSs

have full range conversion capability, i.e. an m-slot connec-

tion which uses a set of m adjacent FSUs in the input fiber

can be switched to a set of any other m adjacent FSUs

in the output fiber. A new m-slot connection from input

switch Ii to output switch O j will be denoted by (Ii,O j ,m).
When the numbers of FSUs occupied by this connection

are important, the number of the first FSU will be also

provided. Thus, (Ii[x],O j[y],m) denotes the m-slot connec-

tion in the input fiber of switch Ii which occupies FSUs

from x to x+m−1, and FSUs from y to y+m−1 of out-

put fiber of switch O j. In the switching fabric, when a new

connection (Ii,O j,m) arrives, a control algorithm must find

a set of m adjacent FSUs in interstage links, which can be

used for this connection, and these must be FSUs with the

same numbers in the interstage links from Ii and to O j,

since BV-SS has no spectrum conversion capability. In the

case of the simultaneous connection model, we have a set

of compatible connection requests which occupy most of

FSUs in the input and output fibers, i.e. the number of free

FSUs in each input/output fiber is less than m1. This set

of connections is denoted by C and is divided into two

different types of connections: m1 and m2.

Example 1. Let us introduce a simple example. The set of

connection requests C for the switching fabric of capacity

2×2 with n = 13 consists of eight connections (see Fig. 2).

These connections are divided into two types: with m1 = 2
and m2 = 5. There are three m2-slot connections and five

m1-slot connections. Additionally, one FSU remains free

in input fiber no. 1.

The exact mechanism of routing these connections in the

WSW1 switching fabric will be explained in detail later, in

Section 3. The problem now is which FSUs in interstage

Fig. 2. The 2×2 WSW1 switching fabric with C ={(I1[1],O2[6],2); (I1[3],O1[1],5); (I1[8],O2[8],5); (I2[1],O1[6],2); (I2[3],O1[8],2);
(I2[5],O1[10],2); (I2[7],O1[1],5); (I2[12],O1[12],2)}.
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links should be used by these connections, and how many

FSUs are needed to set up all these connections, i.e. when

the switching fabric is RNB. In [12] we proposed a control

algorithm to assign FSUs to particular connection requests

using the matrix decomposition algorithm, and showed the

RNB conditions when n
m1

, n
m2

, and
m2
m1

are integers. The

case with any number of m1, m2, and n is considered in

Section 3.

The WSW1 switching fabric could be represented by the

three-stage Clos network shown in Fig. 3. The Clos equiv-

alent of the WSW1 switching fabric shown in Fig. 4 is

presented in Fig. 5. The space switches in the first stage of

the Clos network correspond to the first stage switches in

the WSW1 switching fabric. Similarly, the space switches

Fig. 3. Three-stage Clos network architecture.

in the third stage of the Clos network correspond to the

third stage switches in the WSW1 switching fabric. Each

FSU in the input fiber of the WSW1’s switch Ii is rep-

resented by one input of switch Ii in the Clos network.

Similarly, each FSU in the output fiber of the WSW1’s

switch O j is represented by one output of switch O j in

the Clos network. In interstage links of the WSW1 fabric,

each FSU corresponds to one center stage switch in the

Clos network. Therefore, we have k switches in the cen-

ter stage. The Clos network with these parameters can be

as C(k,n,r). It is known that if k ≥ n the Clos network is

rearrangeable and if k ≥ 2n−1 — it is strictly non-block-

ing [15]. The number of inputs and outputs to the Clos

network is N = nr.
A matrix decomposition algorithm starts by deriving the Hn
matrix of size r × r, where each element Hn[i, j] denotes

the number of connection requests at input switch Ii which

are directed to output switch O j. Because each first stage

switch has n inputs, the sum of the entries in each row is n,

Fig. 4. 2×2 WSW1 switching fabric with C ={(I1[1],O1[3],3);
(I1[5],O2[1],2); (I2[1],O1[1],2); (I2[3],O2[3],3)}.

Fig. 5. Three-stage Clos network architecture with C ={(I1[1],
O1[3],3); (I1[5],O2[1],2); (I2[1],O1[1],2); (I2[3],O2[3],3)}.

(See color pictures online at www.nit.eu/publications/journal-jtit)

and since each last stage switch has n outputs, the sum of

the entries in each column is also n.

Let us consider the WSW1 switching fabric in Fig. 4. This

switching fabric serves 4 connections which occupy 2 or

3 FSUs. In Fig. 5, this WSW1 is modeled as a three-stage

Clos network. In Fig. 4, we used different colors to recog-

nize these connections. The connection marked with a solid

line (blue connection) occupies 3 adjacent FSUs from I1
to O1, and it is represented in Fig. 5 by solid lines. Sim-

ilarly, the connection marked with a dashed line (orange

connection), which occupies 2 adjacent FSUs from I1 to

O2, is marked orange in Fig. 5. Other connections from I2
are represented in the same way. These connections can be

represented by the connection matrix H5 =
[

3 2
2 3

]

.

According to Neman’s algorithm [13], this matrix can be

decomposed into 5 permutation matrices: P1, P2, P3, P4,

and P5. Each permutation matrix represents one switch

from the middle stage of the Clos network (see Fig. 5).

FSUs belonging to connections represented by P1 =
[

1 0
0 1

]

are set up through the first switch from the middle stage (or

first FSUs in interstage links in the WSW1 switching fab-

ric), FSUs belonging to P2 =
[

1 0
0 1

]

are set up through the

second switch, and so on for P3 =
[

0 1
1 0

]

, P4 =
[

1 0
0 1

]

, and

P5 =
[

0 1
1 0

]

. As a result, the blue connection which occupies

3 adjacent FSUs in the input link, is set up through 1st, 2nd,

and 4th FSUs in the WSW1’s interstage link. However, this

is not correct, since these FSUs are not adjacent to each

other. In general, the problem of routing connections in

the WSW1 structure looks similar to routing connections

in the three-stage Clos network. However, some important

differences include the following:

• instead of finding connections which can be set up

though one center stage switch, we have to find con-

nections which can be set up using the same set of

FSUs in the interstage link,

• connections which occupy several FSUs must use ad-

jacent FSUs.
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3. Rearrangeability Conditions

We consider 2×2 WSW1 switching fabric with the num-

ber of connection rates limited to 2, i.e. there are only

mx-slot connections, where x = 1,2. A set of compatible

connections in C is represented by Hmx matrices:

Hmx =

[

hmx
11 hmx

12

hmx
21 hmx

22

]

, (1)

where hmx
i j is equal to the number of mx-slot connection

requests from switch Ii to switch O j. According to Algo-

rithm 1 given in [12], the Hmx matrix can be decomposed

into cmx
max permutation matrices Pmx

i , where cmx
max represents

the maximum number of mx-slot connections in one input

or output, while cmx
min represents the minimum number of

such connections. We can use this algorithm to set up the

set of connection requests given in Example 1 (see Fig. 2).

In Table 1, steps of decomposition of the given set of con-

nection requests are presented one by one. In the first row,

connection matrices Hm1 and Hm2 are given. In the next

rows, matrices that result from decomposition of Hm1 and

Hm2 matrices are presented. For each decomposed matrix,

the number of assigned FSUs are provided in second and

fourth columns. As can be noticed, the number of occupied

Table 1

Assignment of FSUs to connections used in Example 1

Matrices

representing

m1-slot

connections

FSUs in

interstage

links

Matrices

representing

m2-slot

connections

FSUs

interstage

links

Hm1 =

[

0 4
1 0

]

— Hm2 =

[

1 0
1 1

]

—

Pm1
1 =

[

0 1
1 0

]

1–2 Pm2
1 =

[

1 0
0 1

]

9–13

Pm1
2 =

[

0 1
0 0

]

3–4 Pm2
2 =

[

1 0
0 0

]

14–18

Pm1
3 =

[

0 1
0 0

]

5–6 — —

Pm1
4 =

[

0 1
0 0

]

7–8 — —

FSUs in interstage links is 18. After applying the decom-

position algorithm, it is time to commence the merging

operation which can reduce the required number of FSUs

in the intestage links to 14. The final arrangement for the

8 connections mentioned is shown in Fig. 6.

In [12], we proved that the WSW1 switching fabric pre-

sented in Fig. 1 with r = 2 is rearrangeably non-blocking

when m ∈ {m1;m2} if and only if:

k ≥ n, (2)

where m1 < m2, and n
m1

, n
m2

, and
m2
m1

are integers. In this

article we propose a new theorem to find value k that makes

the WSW1 switching fabric RNB for a scenario of a more

general nature.

Theorem 1: The WSW1 switching fabric presented in

Fig. 1 with r = 2 is rearrangeably non-blocking for m-slot

connections, where m ∈ {m1;m2}, if:

k ≥
⌊

n
m2

⌋

·m2 +

(⌊

n
m1

⌋

−

⌊

n
m2

⌋

·

⌊

m2

m1

⌋)

·m1. (3)

Proof: Let C denote a set of compatible connections. We

have two connection rates, m1 and m2, and all connections

can be represented by Hm1and Hm2 matrices. According to

the decomposition algorithm given in [12], Hm1 and Hm2

can be decomposed into cm1
max and cm2

max permutation ma-

trices Pmx , respectively. Each Pmx matrix represents a set

of mx-slot connections which can be set up using the same

mx FSUs in interstage links. From these Pmx matrices, only

cm1
min and cm2

min matrices contain exactly one value 1 per each

row and each column. Other
(

cm1
max − cm1

min

)

matrices Pm1

and
(

cm2
max − cm2

min

)

matrices Pm2 contain some rows and/or

columns with 0 values only. Permutation matrices Pm1 with

0s only in certain row(s) or column(s) can be merged with

matrices Pm2 with 0s only, but in other row(s) or column(s).

In this case, at most
(

cm2
max − cm2

min

)

matrices Pm2 can be

merged with at most
(

cm1
max − cm1

min

)

matrices Pm1 . The re-

quired number of FSUs in interstage links k, which allows

to set up all connections simultaneously, is given by the

flowing formula:

k ≥cm1
min ·m1 + cm2

min ·m2 +
(

cm2
max−cm2

min

)

·m2

+

(

(

cm1
max−cm1

min

)

−
(

cm2
max−cm2

min

)

·

⌊

m2

m1

⌋)

·m1
. (4)

Fig. 6. 2×2 WSW1 switching fabric with set C of requested connections (see Fig. 1) set up with the number of FSUs decreased due

to the merging operation.

14



Rearrangeability of 2×2 W-S-W Elastic Switching Fabrics with Two Connection Rate

Equation (4) can be simplified into the following:

k ≥ cm2
max ·m2 +

(

cm1
max −

(

cm2
max − cm2

min

)

·

⌊

m2

m1

⌋)

·m1 . (5)

Equation (5) must be maximized through all possible

sets C. Since cmx
max represents the maximum number of

mx-slot connections in one of the inputs or outputs, the

number of such connections in one input/output will never

be greater than
⌊

n
mx

⌋

. When cmx
max value is maximized, the

value of cmx
min is minimized. When we put cmx

max =
⌊

n
mx

⌋

and

cmx
min = 0 to Eq. (5) we get:

k ≥
⌊

n
m2

⌋

·m2 +

(⌊

n
m1

⌋

−

⌊

n
m2

⌋

·

⌊

m2

m1

⌋)

·m1 (6)

which gives number of FSUs in each interstage links.

4. Examples of Algorithm’s Operation

Let us present a few examples rendering the idea behind

the proof presented clearer. The first example for the 2×2
WSW1 switching fabric was already presented in Section 2.

Example 2. In this example the WSW1 switching fabric

has the following parameters: r = 2, n = 12, z = 2, m1 = 3,

m2 = 5, and the set of connection requests C is shown in

Fig. 7. All connections from the set of requested connec-

tions C can be represented by matrices Hm1 =
[

0 0
2 2

]

and

Hm2 =
[

1 1
0 0

]

. There are cm1
max = 4 and cm2

max = 2 permutation

matrices for Hm1 and Hm2 , respectively. The matrices that

do not contain one element 1 in each row and each column

can be merged together because it means that they represent

connections which are at different inputs and are directed

to different outputs. After decomposition, the number of

permutation matrices received from Hm1 and Hm2 that can-

not be merged with other matrices, is equal to cm1
min = 0

and cm2
min = 0, respectively. But this does not mean that all

of the permutation matrices can be merged together, and

this is because values of n
m1

, n
m2

, and
m2
m1

(or at least the

third value) are not integers. Generally, we can merge only
⌊

m2
m1

⌋

Pm1 matrices with one matrix Pm2 , since connections

in Pm2 occupy m2 FSUs, while connections in Pm1 – only

m1 FSUs. In the presented example, we have m2 = 5 and

m1 = 3, so
⌊

m2
m1

⌋

= 1 and only one Pm1 can be merged with

one Pm2 .

In the first step of Hm1 decomposition, we get Pm1
1 =

[

0 0
1 0

]

,

and Hm1
1 = Hm1 −Pm1

1 =
[

0 0
1 2

]

. The next permutation matrix

is Pm1
2 =

[

0 0
1 0

]

, and Hm1
2 = Hm1 −Pm1

2 =
[

0 0
0 2

]

. Finally, Hm1
2

can be decomposed into two equal permutation matrices

Pm1
3 = Pm1

4 =
[

0 0
0 1

]

.

For Hm2 , the first permutation matrix is Pm2
1 = Pm2

2 =
[

1 0
0 0

]

,

and the second permutation matrix is obtained from

Hm2
1 = Hm2 −Pm2

1 =
[

0 1
0 0

]

= Pm2
2 . When no merging op-

eration is performed, we need 22 FSUs in interstage links,

i.e. four Pm1 matrices, each uses three FSUs, and two Pm2

matrices occupying five FSUs each. When two Pm2 ma-

trices are merged with two Pm1 matrices, the number of

required FSUs is reduced to 16, as shown in Fig. 7.

Example 3. In this example, most connections in I1 are

m2-slot connections, and the rest of FSUs are used by

one m1-slot connection. In I2, all FSUs are occupied by

m1-slot connections This switching fabric with n = 12,

z = 2, m1 = 2, and m2 = 5, as well as the set of con-

nection requests C are shown in Fig. 8. Set C is repre-

sented by matrices Hm1 =
[

1 0
5 1

]

and Hm2 =
[

0 2
0 0

]

. The

number of permutation matrices for Hm1 is cm1
max = 6, and

for Hm2 is cm2
max = 2. After decomposition, for Hm1 we get

the following set of permutation matrices:Pm1
1 =

[

1 0
0 1

]

, and

Pm1
2 = Pm1

3 = Pm1
4 = Pm1

5 = Pm1
6 =

[

0 0
1 0

]

, while for Hm2 we

get two permutation matrices: Pm2
1 = Pm2

2 =
[

0 1
0 0

]

. We can

merge Pm2
1 with Pm1

2 and Pm1
3 , and Pm2

2 with Pm1
4 and Pm1

5 ,

to get number of FSUs in the interstage links k = 14 instead

of k = 22.

Example 4. In the fourth example, all connections in I1
are m2-slot connections, and in I2 we have one m2-slot con-

nection and the rest of FSUs are occupied by m1-slot con-

nections. This switching fabric with n = 11, z = 2, m1 = 2,

m2 = 5, and the set C are shown in Fig. 9. It can be rep-

resented by matrices Hm1 =
[

0 0
3 0

]

and Hm2 =
[

1 1
0 1

]

. The

Fig. 7. 2×2 WSW1 switching fabric with C ={(I1[1],O1[7],5); (I1[6],O2[4],5); (I2[1],O1[1],3); (I2[4],O1[4],3); (I2[7],O2[1],3);
(I2[10],O2[9],3)}, where all connections from input 1 are of size m2 and from input 2 are of size m1.

15



Wojciech Kabaciński, Remigiusz Rajewski, and Atyaf Al-Tameemi

Fig. 8. 2×2 WSW1 switching fabric with C ={(I1[1],O2[6],5); (I1[6],O2[1],5); (I1[1],O1[3],2); (I2[1],O1[1],2); (I2[3],O2[11],2);
(I2[5],O1[1],2); (I2[7],O1[5],2); (I2[9],O1[7],2); (I2[11],O1[11],2)}, where all connections from input 1 are of size m2 or m1, and

from input 2 are of size m1.

Fig. 9. 2×2 WSW1 switching fabric with C ={(I1[1],O1[1],5); (I1[6],O2[6],5); (I2[1],O1[6],2); (I2[3],O1[8],2); (I2[5],O1[10],2);
(I2[7],O2[1],5)}, where all connections from input 1 are of size m2 and from input 2 are of size m1 or m2.

number of permutation matrices for Hm1 is cm1
max = 3, and

for Hm2 is cm2
max = 2. After decomposition, the set of permu-

tation matrices obtained from Hm1 is Pm1
1 = Pm1

2 = Pm1
3 =

[

0 0
1 0

]

, while form Hm2 : Pm2
1 =

[

1 0
0 1

]

and Pm2
2 =

[

0 1
0 0

]

. In

this example, we can merge matrix Pm2
2 with matrices Pm1

1
and Pm1

2 . The number of FSUs in the interstage links is

k = 12 instead of k = 16 without merging.

5. Conclusions

In this article, we considered the rearrangeability of WSW1

switching fabrics for elastic optical network nodes. Up till

now, rearrangeable conditions for switching fabrics with

two inputs, two outputs, two connection rates, and when
n

m1
, n

m2
, and

m2
m1

are integers, have been given. We extended

these conditions to the case with any relations between

values of n, m1, and m2. We described also a few exam-

ples which show the operation of the proposed algorithms

and how merging operation results in reducing the required

number of FSUs in interstage links.
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Abstract—In most cases defragmentation occurs, in elastic

optical networks, in the links between the network’s nodes.

In this article, defragmentation in an elastic optical network’s

node is investigated. The W-S-W switching architecture has

been used as a node. A short description of a purpose-built

simulator is introduced. Several methods of defragmenta-

tion which are implemented in this simulator are described

as well.

Keywords—W-S-W switching fabric, defragmentation.

1. Introduction

Nowadays, a typical optical WDM network offers enough

sufficient bandwidth. However, it is highly probable that

in the nearest future it will not be sufficient to handle a

quickly increasing online traffic. Of course, a higher trans-

mission speed could be used to solve that problem, but an

optical path with the speed of 100 Gb/s, 400 Gb/s or even

1 Tb/s is not needed by all users. Such speeds will be

used mostly by network operators inside the core network.

Hence, some cost-effective and scalable solutions to convey

such diverse traffic will be required. Therefore, the use of

Elastic Optical Networks (EONs) has been proposed [1],

enabling flexible assignment of optical bandwidth. The

total optical bandwidth is divided into a lot of frequency

slots, where one such frequency slot constitutes the small-

est amount of optical bandwidth which can be assigned to

an optical path. Therefore, any connection could demand a

different number of such slots. In general, one connection

demands m such slots. Currently, the slot width granularity

equals 12.5 GHz, and it is referred to as a Frequency Slots

Unit (FSU) [2].

EONs make bandwidth management easier. However, they

offer also new challenges, such as, for instance, spectrum

fragmentation. A sequence of connection and disconnec-

tion operations caused by the dynamic nature of the net-

work’s operation sooner or later results in the existence of

non-aligned, isolated, and small-size blocks of spectrum

segments. These segments can seldom be used for future

connections. In most cases this results in a low spectrum

utilization rate and a high probability of blocking. There-

fore, the use of different defragmentation techniques allows

to set up some, or sometimes all connections which nor-

mally will not be set up due to improper utilization of the

spectrum.

Table 1

Abbreviations used in the paper

Abbreviation Description

BV-WCS
Bandwidth-Variable Wavelength

Converting Switch

BV-WSSS
Bandwidth-Variable Wavelength

Selective Space Switch

BV-WSS
Bandwidth-Variable Wavelength

Selective Switch

EON Elastic Optical Network

FSU Frequency Slot Unit

NED Network Elements Description

PC Passive Coupler

S-W-S
Space-Wavelength-Space switching

fabric

TWBC
Tunable Waveband Bandwidth

Converters

W-S-W
Wavelength-Space-Wavelength

switching fabric

Table 2

Symbols used in the paper

Symbol Description

c Number of TWBCs

k Number of FSUs in each interstage fiber

m Number of FSUs occupied by one

connection

mmax
Maximum number of FSUs

occupied by one connection

n Number of FSUs in each input/output fiber

p Number of switches in the center stage

q
Number of input/output fibers in each

input/output switching element

r Number of switches in the input/output stage
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Several architectures of elastic optical switching nodes are

known [3]–[5]. Recently, new architectures of EONs, re-

ferred to as Wavelength-Space-Wavelength (W-S-W) [6]

and Space-Wavelength-Space (S-W-S) [7] were proposed.

In this paper, two instances of the W-S-W architecture

are considered, called WSW1 and WSW2, respectively [8].

Some abbreviations and symbols used in this paper have al-

ready been introduced, and some will be defined later. For

the reader’s convenience, they are presented in Tables 1

and 2.

The remaining portion of the paper is organized as fol-

lows. In Section 2 a short description of the EON archi-

tectures used is provided. In Section 3 problem statement,

and in Section 4 defragmentation methods are described.

Section 5 introduces the simulator which allows to simulate

W-S-W EONs. The last Section presents conclusions and

the future work.

2. EON’s Architectures

As mentioned before, two W-S-W switching architec-

tures are considered in this paper: WSW1 and WSW2.

In paper [9], only the WSW1 structure was implemented

in the simulator proposed in Section 5. As the simula-

tor in question still remains in the development phase,

both WSW1 and WSW2 switching fabrics are already im-

plemented.

The WSW1 switching fabric (see Fig. 1a) consists of

r Bandwidth-Variable Wavelength Converting Switches

(BV-WCSs) with the capacity of 1×1 in the first and third

stages, and of one Bandwidth-Variable Wavelength Selec-

tive Space Switch (BV-WSSS) with the capacity of r× r in

the center stage. Each BV-WCS contains one Bandwidth-

Variable Wavelength Selective Switch (BV-WSS), one Pas-

sive Coupler (PC), and c Tunable Waveband Bandwidth

Converters (TWBCs). The role of BV-WSS is to direct

connections from the input fiber to different TWBCs, one

connection to one TWBC. In the TWBC, the connection is

moved from one set of FSUs (one frequency slot) to another

set of FSUs (another frequency slot). After conversion in

TWBCs, all connections are combined to the output fiber

by the PC. In turn, one BV-WSSS has r BV-WSSs and

r PCs. For a detailed description of the WSW1 switching

fabric see [8].

The WSW2 switching fabric (see Fig. 1b) consists of r BV-

WCSs with the capacity of q× p in the first stage, r BV-

WCSs with the capacity of p× q in the third stage, and

p BV-WSSSs with the capacity of r× r in the center stage.

Each BV-WCS of the first stage contains q BV-WSS, p PCs

and c TWBCs. Each BV-WCS of the third stage contains

p BV-WSS, q PCs and c TWBCs. For WSW2, c = qp.

The role of BV-WSS is, similarly as in the WSW1 switch-

ing fabric, to direct connections from the input fiber to

different TWBCs, one connection to one TWBC. Then, in

TWBC, the connection is moved from one set to another

set of FSUs. After spectrum conversion, all connections are

combined by PC to the output fiber. In turn, each BV-WSSS

has r BV-WSSs and r PCs. For a detailed description of

the WSW2 switching fabric see [8].

Each input and each output fiber in the W-S-W switching

fabric has n FSUs and each interstage fiber has k FSUs

(see Fig. 1). As mentioned before, a new connection could

require m frequency slots, where m is typically limited by

1 ≤ m ≤ mmax ≤ n. Of course, the following is always

true: n ≤ k.

3. Defragmentation

Defragmentation of EONs very often occurs at the network

level [10]–[12]. This means that input and output node’s

Fig. 1. W-S-W elastic optical networks: (a) WSW1 structure, (b) WSW2 structure.

19



Remigiusz Rajewski

FSUs are defragmented according to the network state, and

for such a defragmentation it is not important which struc-

ture of the network node is used. However, from the node

point of view, defragmentation could be performed inside

the node as well. Defragmentation in an EON node oc-

curs inside interstage links only. This means that the order

of FSUs at each input, as well as at each output link of

the W-S-W switching fabric will not be changed. The only

place where the order of FSUs can be changed is at the

input and output link of the BV-WSSS switch.

The frequency slot unit defragmentation algorithm needs to

address the following questions: when to defragment, what

to defragment, and how to defragment?

3.1. When to Defragment?

Defragmentation in the WSW1 or in the WSW2 switching

nodes could be performed at a different moments:

• The first moment of defragmentation is when an

m-slot connection has just been disconnected and

m free FSUs have appeared in the switching node

for new, future connection(s);

• The second moment of defragmentation is when

a new m-slot connection appears in a node and there

are enough FSUs to establish this connection, with

those FSUs not being adjacent, however.

3.2. What for Defragment?

Defragmentation allows to establish a new connection when

there are enough FSUs in a switching node, with the said

FSUs not being adjacent to each other, however. There are

several methods of defragmentation and they differ in the in

which the unused FSUs are ordered. Therefore, choosing

the right defragmentation method enables to reorder FSUs

in the optical spectrum, which means that after the defrag-

mentation process there will be enough adjacent FSUs to

establish a new connection.

3.3. How to Defragment?

Several methods used to defragment FSUs may be dis-

tinguished: re-optimization [13], make-before-break [14],

push-and-pull [15], and hop-tuning [16]. All of them are

commonly used for defragmentation of an available spec-

trum used in links between EON nodes. In this article

they were used to defragment an optical spectrum inside

a W-S-W node.

4. Defragmentation Methods

In a special simulator, the four methods referred to above

are used to defragment an optical bandwidth inside an

EON node There are, of course, more known methods

of defragmentation. However, they are have not yet been

implemented in the simulator available. The simulator is

described shortly in Section 5 and it is still under de-

velopment.

4.1. Re-optimization

In the re-optimization method, all existing connections have

to be disconnected and set up once again. The advantage of

this method is that no additional transmitters are required.

The time of defragmentation is a disadvantage. Sometimes,

this lead time is very long. A simple example showing how

this method workings is presented in Fig. 2.

Fig. 2. Re-optimization defragmentation method: (a) step 0 –

state before defragmentation, (b) step 1 – disconnecting all ex-

isting connections, (c) step 2 – setting up all connections once

again (state after defragmentation). (See color pictures online at

www.nit.eu/publications/journal-jtit)

4.2. Make-before-break

In the make-before-break method, a copy of some existing

connection is created in free FSUs and two identical con-

nections exist simultaneously at a certain time. To handle

this, an additional transmitter is needed. Moreover, during

the defragmentation process, a new connection cannot be

established due to fact that more FSUs are occupied com-

pared to the “before defragmentation state” in the EON

node. It is obvious that in order to perform defragmenta-

tion using this method, an additional number of free slots

is required (in fact twice as many new FSUs are required

by the new connection) and it will not always be possi-

ble to defragment an optical bandwidth inside the EON’s

node. A simple example showing how this method works

is presented in Fig. 3.

Fig. 3. Make-before-break defragmentation method: (a) step 0 –

state before defragmentation, (b) step 1 – creating a copy of the

existing (blue) connection, (c) step 2 – disconnecting original

connection, (d) step 3 – state after defragmentation.

4.3. Push-and-pull

In the push-and-pull method, some existing connections are

moved within the optical bandwidth. Any connection may
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be moved inside the free adjacent FSUs, until the connec-

tion in question becomes adjacent to the other connection.

In the case in which there are no free FSUs adjacent to the

connection under consideration, this connection cannot be

moved to other FSUs. A simple example showing how this

method works is presented in Fig. 4.

Fig. 4. Push-and-pull defragmentation method: (a) step 0 – state

before defragmentation, (b) step 1 – moving the second (green)

connection to the left side, (c) step 2 – moving the third (blue)

connection to the left side (state after defragmentation).

4.4. Hop-tuning

In the hop-tuning method, an existing connection is moved

to any free FSUs that are not necessarily adjacent to the

connection under consideration. Unlike with the make-

before-break and push-and-pull methods, this method al-

lows to move several connections at the same time. This is

a big advantage, as the time needed for such a defragmen-

tation is very often shorter than 1 µs. In this method, there

is no need to use additional transmitters, which is another

advantage. A simple example showing how this method

works is presented in Fig. 5.

Fig. 5. Hop-tuning defragmentation method: (a) step 0 – state

before defragmentation, (b) step 1 – moving (black) connection

(state after defragmentation).

5. Simulator

In order to simulate the EON WSW1 architecture, a spe-

cial software simulator has been developed, based on the

OMNeT++ discrete event simulator, version 5.0 [17]. The

same tool has been expanded to enable the simulation of

WSW2 switching fabrics. At present, the simulator is op-

erating based on OMNeT++ version 5.2. All functionali-

ties (such as the behavior of all elements) and algorithms

(such as defragmentation methods) have been developed

with the use of C++. All graphical representations of each

element, in turn, have been prepared with the use of Net-

work Elements Description (NED) – a special language

used in the OMNeT++ environment. OMNeT++ ensures

also a variety of generators which can be used as traf-

fic generators. The traffic is very efficient in simulating

all connections appearing in the elastic optical node under

consideration. It also allows to randomly choose a different

size of the new connection – in the case of W-S-W, it is

simply the m value.

The first version of this tool was used to simulate strict-

sense non-blocking conditions for the WSW1 switching

fabric. The results obtained were compared with these

achieved in paper [8]. Then, the second version of the

simulator was expanded to provide for rearrangeable non-

blocking conditions in the WSW1 architecture. The re-

sults obtained were compared with these presented in pa-

per [18]. However, in both simulator versions mentioned

above, graphical representation of the WSW1 switching

fabric was not possible – it merely had the shape of one

or several gray elements. Therefore, a third version of the

simulator was developed, where the graphical representa-

tion of a WSW1 EON was possible (see Fig. 6). Four de-

fragmentation algorithms were added to it as well. In the

current version of the simulator, a new structure of W-S-W

was added, namely the WSW2 switching fabric. In the fu-

ture, more defragmentation algorithms will be added and

more different EON structures will be supported (like, for

instance, S-W-S-type switching fabrics).

Fig. 6. WSW1 node with n = 5, r = 4, and k = 7 operating in

the OMNeT++ environment.

The current software version uses qr+1 cMersenneTwister
random number generators that are already available in the

OMNeT++ simulation environment. There are qr different

generators (one per input) which draw the number of the

output to which the new connection is directed. The size

of the new connection m, in turn, is drawn by another gen-

erator, assigning an integer from the range of 1 and mmax.

In the future, a generator responsible for the Poisson type

of traffic will be added as well.

The WSW1 switching node simulator asks the user, imme-

diately after its start-up, which parameters (like n, r, and k)

should be used during the simulation. By specifying differ-

ent values of n, r and k, different structures of WSW1 will

be obtained. For example, when n = 5, r = 4 and k = 7,

the WSW1 EON looks as presented in Fig. 6. Meanwhile,

with n = 10, r = 2 and k = 15, the WSW1 structure looks

as shown in Fig. 7.
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Fig. 7. WSW1 node with n = 10, r = 2, and k = 15 operating in the OMNeT++ environment.

In the simulator, each BV-WBCS, as well as BV-WBSSS,

are represented by a proper module which consists of

smaller pieces, such as PCs, BV-WSSs and TWBCs. For

example, for n = 5, each BV-WBCS looks as shown in

Fig. 8.

Fig. 8. The BV-WBCS switch implemented in OMNeT++.

For r = 2, the BV-WBSSS switch looks as presented in

Fig. 9, and for r = 7, as shown in Fig. 10.

Fig. 9. The BV-WSSS switch for r = 2.

Fig. 10. The BV-WSSS switch for r = 7.

6. Conclusions

Four defragmentation methods for the W-S-W architecture

have been described in this paper. All of these methods

were already implemented in a purpose-developed simula-

tor. The current version of the simulator offers a graphical

interface as well. However, it is still under development.

The future step is to represent the S-W-S switching fabric
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(another example of an elastic optical network) in the sim-

ulator as well. Both SWS1 and SWS2 architectures will be

implemented. Such a future solution will make it possi-

ble to compare both types of structures with one another.

Other defragmentation methods will be deployed as well.
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Abstract—This paper is devoted to evaluating the per-

formance of Space-Memory-Memory (SMM) Clos-network

switches under a packet dispatching scheme employing static

connection patterns, referred to as Static Dispatching (SD).

The control algorithm with static connection patterns can

be easily implemented in the SMM fabric due to bufferless

switches in the first stage. Stability is one of the very impor-

tant performance factors of packet switching nodes. In gen-

eral, a switch is stable for a particular arrival process if the

expected length of the packet queues does not increase with-

out limitation. To prove the stability of the SMM Clos-network

switches considered under the SD packet dispatching scheme

the discrete Markov chain model of the switch is used and

Foster’s criteria to extend Lyapunov’s second (direct) method

of stability investigation of discrete time stochastic systems are

used. The results of simulation experiments, in terms of aver-

age cell delay and packet queue lengths, are shown as well.

Keywords— Clos-network switch, packet dispatching algorithms,

packet switching network, stability of switching network

1. Introduction

Connecting paths between input and output ports in

switches/routers are provided by switching fabrics, which

are the main part of every packet switching node. The

switching fabrics replace buses which are too slow, mainly

in medium-sized and high-end routers and switches. They

can establish connections between input ports and requested

output ports, while simultaneously transmitting packets.

Single-stage switching fabrics known as crossbar switches

are used mainly in medium-sized routers/switches [1].

Basically, an N×N crossbar switch consists of a square ar-

ray of N2 individually operated crosspoints (N represents

the number of inputs and outputs). Each crosspoint has two

possible states: cross (default) and bar, and corresponds

to the input-output pair. A connection between input port i

and output port j is established by setting the (i, j)-th cross-

point to the bar state, while letting other crosspoints along

the connecting paths remain in the cross state. The crossbar

switch can transfer up to N cells from different input ports

to different output destinations within the same time slot.

The control algorithm for the crossbar fabric is very simple,

as the bar state of the crosspoint can be triggered individu-

ally by each incoming packet when its destination matches

the output address. Crossbar fabrics are complex in terms

of the number of crosspoints, which grows as N2. The ar-

bitration process that has to choose packets to be sent from

inputs to outputs within each time slot can also become the

system’s bottleneck, as the switch size increases.

In high-end routers, multi-stage or even multi-stage and

multi-plane switching fabrics are used. These types of

switching fabrics are currently used by network equipment

vendors in core routers, e.g. Cisco’s CRS series, Juniper’s

T series, and Brocade’s BigIron RX Series. For exam-

ple, in Cisco’s new router called Carrier Routing System-X

(CRS-X), a multi-stage and multi-plane switching fabric is

used. This family of routers focuses on the extreme scale.

One standard deployment of a 7-ft rack chassis of CRS-X

routers can deliver up to 12.8 terabits per second. The sys-

tem can be clustered together in a massive configuration of

up to 72 chassis, which would deliver up to 922 Tb/s of

throughput [2].

Clos-network switches are a very attractive solution for core

routers because of their modular and scalable architecture.

The Clos-network fabric is composed of crossbar switches

arranged in stages [3]. According to the required combina-

torial properties, it is possible to build [4]:

• strict-sense nonblocking (SSNB),

• wide-sense nonblocking (WSNB),

• rearrangeable (RRNB),

• repackable (RPNB) non-blocking networks.

In SSNB [3] networks, no call is blocked at any time.

WSNB [5], [6] networks are able to connect any idle input

and any idle output, but a special path-searching algorithm

must be used. RRNB [5] networks can also establish the re-

quired connections between any idle input-output pair, but

a rearrangement of some existing connections to other con-

necting paths may be needed to change the network state

in order to unblock a blocked call. RPNB [7], [8] networks

employ rearrangements after call termination to prevent the

switching fabric from entering blocking states. The pre-

sented classes of switching networks were proposed in the

past, when circuit-switching telephone exchanges supported

voice traffic.
Currently, telecommunication networks focusing on packet

services and high-speed switching fabrics adopt the use
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of fixed-length packets called cells. All incoming variable-

length packets (e.g. IP packets) are segmented at ingress

line cards into fixed-size cells. Next, they are transmit-

ted within time slots through the switching fabric, and re-

assembled into packets at egress line cards, before they

depart [1]. In high-speed routers it is not necessary to use

SSNB switching fabrics, because a new set of connecting

paths may be set up for each time slot. RRNB fabrics are

sufficient to satisfy all requirements related to one-to-one

connections between all sources and destinations. They can

establish connecting paths for all possible permutations of

input-output pairs. These connections can be established

on a call-by-call basis or simultaneously for a given set

of inputs and outputs. The former technique employs rear-

rangements of the existing paths when a new call cannot be

set up. In the latter method, parallel processing of all re-

quired input-output connections is carried out and, next, the

connecting paths are set up simultaneously in the switch-

ing fabric.
The main difference between circuit switching and packet

switching fabrics is that in circuit switching systems, when

the output port is busy, the call is lost. In packet switching

fabrics, when outputs are busy, cells are buffered and wait

in queues. This means that queues of cells destined for, let’s

say, a very popular output port, may grow, because many

cells should be sent to the same output port, but only one

cell can be sent out within one time slot.
While a cell is being routed in a packet switching fabric,

it can face a contention problem resulting from the fact

that two or more cells compete for a single resource. Algo-

rithms that can solve contentions, are usually called packet

dispatching schemes. Cells that have lost contention must

be either discarded or buffered. Buffers are also used to

alleviate the complexity of packet dispatching algorithms

and to absorb possible contentions. According to buffer al-

location schemes, Clos-network packet switches are classi-

fied as: Space-Space-Space (SSS or S3), Memory-Memory-

Memory (MMM), Memory-Space-Memory (MSM), and

Space-Memory-Memory (SMM) switches. MSM Clos-net-

work switch seems to be the best architecture investigated.

The basic packet dispatching algorithms for this kind of

switching fabrics were proposed in [9], [10]. A modified

MSM Clos-network switch was proposed and investigated

in [11].
In this paper, we analyze the SMM Clos-network switch,

where bufferless modules are used in the first stage and

buffered crossbars in the second and third stages. Due to

bufferless modules in the first stage, a very simple control

algorithm may be implemented to distribute cells to the

central modules, e.g. static dispatching (SD). The SMM

architecture was proposed in [12], where an analytical anal-

ysis for admissible traffic was performed. In [13], different

kinds of backpressure schemes between central modules

and input modules are evaluated, in terms of maximum

buffer usage in central modules. The packet dispatch-

ing scheme proposed in [14] uses static dispatching pat-

terns and internal backpressure signals. It is dedicated for

SMM Clos-network switches, where the second and third

stages are made of crosspoint queued (CQ) switches [15].

In [16], a fault-tolerant desynchronized static round-robin

(FT-DSRR) cell dispatching algorithm was proposed. The

FT-DSRR algorithm is an adaptation of the DSRR algo-

rithm to SMM Clos-network switches, where serious cross-

point faults induced by harsh space radiation environment

may take place. It may be used to control onboard switches.

This paper deals with an SMM Clos-network switch, where

output queued switches are used in the second and third

stages. The main contribution of this paper is the proof of

stability of the SMM Clos-network switch using the Dis-

crete Time Markov Chain (DTMC) model and an analyt-

ical approach based on Foster’s stochastic criteria, analo-

gous to the direct method of Lyapunov which was aimed

at inferring about the stability of deterministic dynamic

systems. The theoretical results were verified by simula-

tion investigations of RRNB and SSNB architectures of

a network under uniform and non-uniform traffic distribu-

tion patterns.

The remainder of this paper is organized as follows. Sec-

tion 2 introduces some background knowledge concern-

ing the SMM Clos-network switch and the SD algorithm.

In Section 3 input traffic analysis is performed. Using

a stochastic Lyapunov-like analytical method, we prove that

the investigated switching fabric is stable under the SD

packet dispatching scheme in Section 4. Section 5 presents

simulation results obtained for the SD scheme. We con-

clude this paper in Section 6.

2. SMM Clos-Switching Fabric

and SD Scheme

The three-stage Clos switching fabric architecture is de-

noted by C(m, n, r), where the parameters m, n, and r en-

tirely determine the structure of the network. There are

r input modules (IM) of capacity n × m in the first stage,

m central modules (CM) of capacity r × r, and r out-

put modules (OM) of capacity m × n in the third stage.

The capacity of this switching system is N × N, where

N = nr. The three-stage Clos-network switch is strictly non-

blocking if m ≥ 2n−1 and rearrangeable non-blocking if

m ≥ n.

In the basic SMM Clos-network switch (shown in Fig. 1),

the first stage consists of r bufferless IMs with n input

ports (IPs) each. The second stage consists of m CMs, and

each of them has r FIFO buffers (COQs), one per out-

put. A maximum of r cells from r IMs may arrive at one

COQ buffer, so it must work r times faster than the line

rate. The third stage consists of r OMs, where each output

port OP( j,h) has FIFO output buffer (OQ). A maximum

of m cells from m CMs may arrive at one OQ, so to store

all cells during one time slot it must work m times faster

than the line rate. The interstage links between IMs and

CMs are denoted by LI(i,k), where i represents the num-

ber of IMs, and k – the number of CMs, whereas LC(k, j)
denotes interstage links between CM(k), and OM( j). In-
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stead of using shared-memory CM and OM modules, it

is possible to employ CQ switches, where speed-up is not

necessary [15].

Fig. 1. An SMM Clos-network switch.

The SD scheme investigated in this paper seems to be the

simplest packet dispatching algorithm that can be imple-

mented in the SMM Clos-network switch. It is an adapta-

tion of the Static Round-Robin Dispatching (SRRD) to the

SMM Clos-network switch, and is less demanding in terms

of hardware, in comparison with other proposed schemes

(e.g. [14]). The SD scheme does not need any special arbi-

tration, e.g. the handshaking processes, to distribute cells to

the CMs. The key idea of the scheme is based around static

connection patterns which are used in each IM. The con-

secutive static connection patterns used in IMs are shown

in Fig. 2.

Fig. 2. A sequence in which the static connection patterns should

be changed in each IM of capacity 3 × 3.

The connection patterns are the same in all IMs and are

shifted to the next one in consecutive time slots. Cells

arriving at each input are at once distributed to the CMs,

and are stored in COQs related to the destined OMs. In

the first time slot, cells from IP(x,1) are sent to CM(1),
from IP(x,2) to CM(2), from IP(x,3) to CM(3); in the

second time slot, cells from IP(x,1) are sent to CM(2),
from IP(x,2) to CM(3), from IP(x,3) to CM(1), and so on.

Arriving cells are evenly distributed to CMs, to decrease

cell delay within the SMM Clos-network switch. The SD

scheme may be also adopted in the MSM Clos-network

switch [7].

3. Input Traffic Analysis

We assume that the traffic directed to each input port IP(i, h)

can be modeled by an i.i.d. Bernoulli process, where the

number of successes – which means the number of cells

arriving in t time slots (in t trails) is tpB with pB denoting

the probability of success in one trial. In such a case, the

ports’ arrival rate is expressed by the expected value:

λIP = lim
t→∞

t pB

t
= pB . (1)

Therefore, the input traffic arriving at one input module is

equal to λ IM=npB, and at the whole switching fabric, all

input modules – rnpB. The SD algorithm balances this in-

put load on CMs and after m time slots the central modules’

arrival rate can be expressed in the following way:

λCM =
n pB r

m
. (2)

There are output queues (COQs) in each central module

which stores cells destined for the predetermined OMs.

When analyzing the input rate of these queues, it is easy to

see that this rate can be assessed as:

λCOQ(i, j) =
npB r

m
pi j , (3)

where pi j represents the probability of a cell arriving from

the i-th input module being destined for the j-th output

module. For example, with traffic uniformly distributed to

the output ports and, in consequence, to the output modules

OMs, pi j = 1/r. This means that even for the maximum

input port load, i.e. for pB = 1, the rate λCOQ(i, j) is less

than or equal to 1, if the number of OMs is m ≥ n.

In the investigated SMM Clos-network architecture, each

central module CM has one link to each OM. This ensures

that in each time slot from any non-empty COQ(i, j), one

cell will be sent to the appropriate OM( j), which can be

described by the COQ(i, j) queue’s service rate µ = 1.

4. Stability Proof

The theory of stability for deterministic dynamic systems

was founded by Lyapunov [18] (see also [19] for survey of

stability ideas) who invented two methods of stability inves-

tigation. His second method, known as Lyapunov’s second

method or indirect method, turned out to be very effective in

proving the stability of a very wide spectrum of determin-

istic systems – linear, non-linear, continuous and discrete.

Later, Lyapunov’s ideas were extended to stochastic sys-

tems, mainly by Foster [20]. The application of this theory

to Markov chains was due to Meyn and Tweedie [21].

The term stability, in the context of dynamic systems de-

scribed by ordinary differential equations, is commonly

used to mean asymptotic stability, i.e. convergence of a sys-

tem’s state paths to a fixed, stable, point.

With Markovian systems, convergence must be understood

in a distributional sense and, therefore, is called stochastic
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stability. It considers stochastic convergence in the time of

a Markov chain X = (Xn; n = 0,1, . . .), as n → ∞.

In general terms, the Markov chain is topologically sta-

ble if there is a positive probability that it does not leave

the compact center of the state space (which is called non-

evanescence [21]), or, using a stronger condition, if the dis-

tributions of the chain as time evolves are tight (bounded

in probability [21]). Meyn and Tweedie say the chain is

probabilistically stable if it returns to sets of positive mea-

sure (Harris recurrence), or if there is a unique invariant

probability measure for it (positive Harris recurrence) [21].

According to [20] and [21], the stability proof of stochastic

systems modeled by Markov chains must show:

1. the irreducibility of the chain, which means that start-

ing from any initial state, it is possible to arrive in

subsequent transitions on any other state of the chain.

Figs. 3 and 4 show examples of irreducible and non-

irreducible Markov chains;

2. the positive recurrence of the chain, which can be

done by demonstrating the negative drift of the Lya-

punov function.

Fig. 3. Example of an irreducible Markov chain.

Fig. 4. Example of a non-irreducible Markov chain.

The positive recurrence of the irreducible chain’s state

means (see for example [21]) that

E(τi|X0 = i) < ∞ . (4)

That is, if state i is positive recurrent, then the chain comes

back infinitely often to state i and the time τi between two

consecutive visits is finite.

Denoting by Pi the conditional probability of the process

started at state i, we say, by definition (see for exam-

ple [21]), that a state i is:

1. transient if Pi(τi = ∞) > 0,

2. null recurrent if Pi(τi < ∞) = 1,

3. positive recurrent if it is recurrent and Ei(τi) < ∞.

For irreducible Markov chains, condition (4) implies

a positive recurrence of state i and, hence, a positive re-

currence of the whole chain, i.e. in a given class, all states

are either positive recurrent, null recurrent or transient.

Lemma 1: If X is irreducible, then all states are of the

same type.

Proof: The proof can be based on the following fact:

If X is irreducible and j 6= k are any two states, then

Pj(τk < τ j) > 0. Now, let us assume the opposite – that

this probability equals 0. Then, by the strong Markov prop-

erty, the process starting from j would never visit state k.

This is, however, in contradiction with the irreducibil-

ity of X.

Let S be the state space of a given DTMC and let P ⊂ S
be a finite subset of S. Denoting by τP the time of the first

visit to set P, one can state the following generalization of

condition (4) (according to the guidelines in [21]):

Lemma 2: Let X = (Xn; n = 0,1, . . .) denote an irreducible

DTMC with state space S and let P ⊂ S be a finite subset

of S. Chain X is positive recurrent if and only if:

E(τP|X0 = i) < ∞ for all i ∈ P . (5)

However, it is rather difficult to determine with Eq. (5)

whether a given Markov chain is positive recurrent or not.

Here, the Lyapunov-Foster criteria can be used [20]:

Let X = (Xn; n = 0,1, . . .) be an irreducible Markov

chain defined on some countable space S with transition

probabilities pi j, i, j ∈ S. On the basis of [20], we

can state:

Theorem 1: The Markov chain X is positive recurrent if

and only if there exists a finite set S0 ∈ S and a function

V: S → R+ with inf{ f (i) : i ∈ S} > −∞ and a constant

ε > 0 such that:

∑
j∈S

pi jV ( j) < ∞ for all i ∈ S0 , (6)

and

∑
j∈S

pi jV ( j) ≤V (i)− ε for all i /∈ S0 . (7)

The function V: S → R+ is commonly referred as the

Lyapunov-Foster function.

Equations (6)–(7) can be rewritten in the equivalent form:

E[V (Xn+1)|Xn = i] < ∞ for i ∈ S0 , (8)

and

E[V (Xn+1)−V(Xn)|Xn = i] ≤−ε for i /∈ S0 . (9)
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Looking at Eq. (8)–(9), it is easy to notice that Foster’s

criteria can be interpreted as conditions for the Lyapunov’s

function drift, which is in analogy with Lyapunov’s stability

direct method for dynamical systems described by ordinary

differential equations.

The function fulfilling Lyapunov’s conditions can be re-

garded as a Lyapunov candidate function (only a candidate

function which allows stability proving is called a Lyapunov

function). There are requirements imposed on Lyapunov

candidate function V (x) [18]:

1. V (x) is scalar on the investigated system’s state vec-

tor x; switching networks’ states are determined by

queue lengths,

2. is positive definite, i.e.: ∀

x6=0
V (x) > 0; V (0) = 0,

3. V (x) grows with the state growth of the investigated

system which, in our case, means that it grows with

the length of switching network queues,

4. for continuous systems: V (x) ∈C1.

Speaking generally, there are two levels of stability [18]–

[21] – the so-called weak stability and the asymptotic sta-

bility. A proof of weak stability for a given switch network

guarantees its full, 100% throughput, but does not prede-

termine the maximum delay of cells, which in general may

be unlimited. The asymptotic stability is a more demanding

level of stability, which guarantees not only full through-

put of the network, but also a finite value of the maximum

cell delay.

Formally, the switching system in which the packet (cell)

arrival is an independent random process is characterized

by the weak (in Lyapunov sense) stochastic stability if for

every ε > 0 there exists δ > 0 that:

∀

ε>0
∃δ > 0 lim

t→∞
P{‖qt‖ > δ} < ε , (10)

or

∀

ε>0
∃δ > 0 lim

t→∞
P{‖qt‖ < δ} < 1− ε , (11)

where P{Z} denotes the probability of event Z, and ||qt ||

is any norm of qt – the measure of queues in the system.

The asymptotic stochastic stability is defined as follows:

a switching fabric in which the packet (cell) arrival is

an independent random stationary process characterized by

asymptotic stochastic stability if:

lim
t→∞

supE{‖qt‖} < ∞ . (12)

Inequality (12) means that the maximum expected value

of ||qt || is finite. Asymptotic stochastic stability guarantees

limited average queue lengths and limited cell delay times.

As shown above, the dynamics of the SMM switching fab-

ric is determined by COQ queues (due to static connec-

tions of the central stage with the first and third stages,

contentions are possible only in the COQ queues).

Let us note that the dynamics of the COQ(i, j) queue

can be represented by the Markov chain’s state diagram

Fig. 5. State graph of a COQ(i, j) queue.

depicted in Fig. 5, where λ represents the queue arrival

rate – λCOQ(i, j), and µ – is the queue service rate.

The proof of stability of this queue can be based on the

Foster-Lyapunov criterion [19]–[21]. It requires that the

Lyapunov candidate function V (qt), defined on the queue

length, has a negative drift, strictly that:

∀

‖qt‖>ε
E [V (qt+1)−V(qt)|qt ] < −δ . (13)

In the following proof of stability, Lyapunov candidate

function is chosen as the simplest possible one:

V (qt) = qt . (14)

The selected function V (qt) satisfies the Lyapunov candi-

date function requirements specified above. After substitut-

ing the selected function V (qt) into the left-hand side of

inequality (13) and taking into account the graph in Fig. 5:

E [V (qt+1)−V(qt)|qt ] = E[qt+1|qt ]−E[qt|qt ] =

= E[qt+1|qt ]−qt =
[

λ
λ+µ (qt +1)+

+ µ
λ+µ (qt −1)

]

−qt = λ−µ
λ+µ ,

(15)

eventually, the stability condition is:

λ −µ
λ + µ

< 0 . (16)

The drift is negative when λ < µ . For µ = 1, the system

will be weakly stable (stable in Lyapunov sense) for λ < 1.

It is worth noting that it does not follow that for λ = 1

the system will not be stable. The Lyapunov method proves

only the stability, and if that fails, the instability of the

studied system does not follow from it.

In order to prove the asymptotic stochastic stability, it

should be shown that:

∀

‖qt‖>ε
E [V (qt+1)−V(qt)|qt ] < −δ ‖qt‖ . (17)

For this purpose, we need another Lyapunov candidate

function V (qt) – we choose it as:

V (qt) = q2
t . (18)
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The drift of this function is:

E
[

V
(

qt+1
)

−V
(

qt
)∣

∣qt
]

=E
[

q2
t+1

∣

∣qt
]

−E
[

q2
t
∣

∣qt
]

=

= E
[

q2
t+1

∣

∣qt
]

−q2
t =

[

λ
λ+µ (qt +1)2+

+ µ
λ+µ

(

qt−1
)2

]

−q2
t = λ

λ+µ
(

q2
t +2qt+1

)

+

+ µ
λ+µ

(

q2
t −2qt+1

)

−q2
t = q2

t

(

λ
λ+µ + µ

λ+µ −1
)

+

+2qt

(

λ
λ+µ −

µ
λ+µ

)

+ λ+µ
λ+µ =

= 2qt
λ−µ
λ+µ +1 = 2qt

−(µ−λ )
λ+µ +1 .

(19)

Solving the inequality:

2qt
−(µ −λ )

λ + µ
+1 < 0 , (20)

the conditions for asymptotic stability can be determined.

For µ = 1 we obtain:

qt >
λ +1

2(1−λ )
and λ < 1 . (21)

This means that the asymptotic stability will only occur for

a sufficiently large qt , for example, assuming λ = 0.9, this

will be an average of 10 cells, that is, when the value is

reached, the cell delay will be limited and stabilized.

5. Simulation Experiments

The experiments have been carried out mainly for the

RRNB Clos-network switch C(8,8,8) of size 64 × 64

(8 switches in each stage) under the SD algorithm. The

SSNB C(8,16,8) architecture, with 8 switches in the first

and last stages, and 15 switches in the second stage was

also investigated. A wide range of traffic loads per input

port, from pB = 0.05 to pB = 1, with the step of 0.05, was

considered in each simulation experiment. 95% confidence

intervals that have been calculated after t-student distribu-

tion for ten series with 250,000 time slots (after the starting

phase comprising 50,000 time slots, which enables reach-

ing the stable state of the SMM Clos-network switch) are

at least one order lower than the mean value of the simula-

tion results, therefore they are not shown in the figures. It

is assumed that in the second and third stages the switches

with output buffers are used, and the size of buffers is not

limited. Three main performance measures have been eval-

uated: average cell delay in time slots, maximum size of

OQs, and throughput. A switch can achieve 100% through-

put under uniform or non-uniform traffic, if the switch is

stable, as it was defined in [22]. It means that the cell

queues do not grow without limitation.

Two packet arrival models are considered in simulation ex-

periments: the Bernoulli arrival model, and the bursty traf-

fic model, where the average burst length is set to 16 cells.

Several traffic distribution models (the most popular one

in this area of research) have been considered, which de-

termine probability pi j that a cell, which arrives at input i,

will be directed to output j. The considered cell distribution

models are: uniform – pi j= pB/N, diagonal – pi j= 2pB/3 for

i = j and pi j= pB/3 for j = (i+1) mod N, and 0 otherwise,

and Hot-spot: pi j= pB/2 for i = j, and pB/2(N-1) for i 6= j.

Selected simulation results are shown in Figs. 6, 7, and 8.

Figure 6 shows the average cell delay, in time slots, ob-

tained for Bernoulli and bursty arrival models, and different

kinds of cell distribution models. The SD algorithm pro-

vides 100% throughput for the investigated switching fab-

ric only for uniform traffic and the Bernoulli arrival model.

Under Bernoulli arrivals, the throughput is limited to 90%

for non-uniform traffic, such as diagonal and Hot-spot. It

is possible to say that the SD scheme, for uniform and

non-uniform traffic distribution patterns under Bernoulli ar-

rivals, performs quite well when the input load is lower

than 0.85. In this case, the average cell delay is not greater

than 10 time slots. For the bursty arrival model, the SMM

Clos-network switch controlled by the SD algorithm is not

Fig. 6. Average cell delay at egress side of the SMM Clos-net-

work switch under the SD scheme.

Fig. 7. Maximum OQ length in OMs under the SD scheme.
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able to achieve 100% throughput for both the uniform and

non-uniform traffic distribution patterns. For the uniform

traffic, the throughput is close to 98%, but for the non-

uniform traffic, the throughput is limited to 80%.

Figure 7 shows the maximum OQ length obtained dur-

ing simulation experiments. These results are consistent

with the charts presented in Fig. 6. It can be seen that for

Bernoulli arrivals the OQ length rapidly grows for a heavy

input load and non-uniform traffic (pB>0.9). In bursty traf-

fic, the OQ length increases very fast for pB>0.75, espe-

cially for non-uniform cell distribution patterns.

Speaking generally, the SD algorithm is very simple to

implement within the SMM Clos-network switch and can

produce good results for the input load of pB<0.7, both

for uniform and non-uniform traffic distribution patterns.

The results related to throughput are not impressive, but

the complexity of this algorithm is very low.

Fig. 8. Average cell delay at egress side of the SMM Clos-

network switch for C(8,8,8) and C(8,15,8) architectures under

bursty traffic.

Figure 8 shows a comparison of the average cell delay

under bursty traffic for RRNB C(8,8,8) and SSNB

C(8,15,8) architectures. As it was stated above, in packet

switching nodes, connection patterns may be changed in

every time slot, so the RRNB switching fabric can set up

all connections possible between inputs and outputs. The

SSNB architecture contains more switches in the second

stage than the RRNB architecture. In this case, cells are

distributed more evenly to a higher number of buffers lo-

cated in the second stage, and can thus reach the destined

output with a lower delay. As it is shown in Fig. 8, the

SSNB fabric can offer 100% throughput and produces bet-

ter results than the RRNB fabric under the SD scheme and

bursty traffic. For input loads lower than 0.9, the average

delay is lower than 100 time slots for all traffic distribution

patterns investigated. The delay grows very fast for input

load greater than 0.9, but the average delay is very high

only for input loads equal to 1, and equals about 5000 time

slots.

6. Conclusions

This paper aims to evaluate performance of the SMM Clos-

network under the packet dispatching scheme employing

static connection patterns, called SD. The system was eval-

uated in terms of stability and basic performance measures,

such as average cell delay and packet queue lengths. In Sec-

tion 4 we showed how to use the DTMC model and an ana-

lytical approach based on Foster’s stochastic criteria, analo-

gous to the direct Lyapunov’s method, to prove the stability

of the SMM Clos-network switch under the SD algorithm.

Taking into account that the stability is proven for ideal, the-

oretical traffic, in Section 5 we showed simulation results

obtained for uniform and non-uniform traffic distribution

patterns, and for Bernoulli and bursty arrival models. Two

architectures of the SMM Clos-network switch were taken

into account: RRNB C(8,8,8) and SSNB C(8,15,8). The

investigated cell dispatching scheme is very simple, but it is

not able to provide satisfactory performance of the RRNB

SMM Clos-network switch for very high input load, greater

than 0.7, especially for bursty traffic The results are better

for the SSNB architecture, but in this case more switches

in the second stage must be used, and the cost of such a

network will be higher. It is also impossible to provide

in-sequence service under this algorithm, which results in

special resequencing buffers at outputs. Furthermore, this

re-sequence function makes a switch more difficult to im-

plement, especially as the port speed and switch size in-

crease.
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Abstract—This paper proposes a fuzzy Manhattan distance-

based similarity for gang formation of resources (FMDSGR)

method with priority task scheduling in cloud computing. The

proposed work decides which processor is to execute the cur-

rent task in order to achieve efficient resource utilization and

effective task scheduling. FMDSGR groups the resources into

gangs which rely upon the similarity of resource character-

istics in order to use the resources effectively. Then, the

tasks are scheduled based on the priority in the gang of pro-

cessors using gang-based priority scheduling (GPS). This re-

duces mainly the cost of deciding which processor is to ex-

ecute the current task. Performance has been evaluated in

terms of makespan, scheduling length ratio, speedup, effi-

ciency and load balancing. CloudSim simulator is the toolkit

used for simulation and for demonstrating experimental

results in cloud computing environments.

Keywords—clustering, pre-processing, quality of service, re-

source allocation.

1. Introduction

In recent years, cloud computing has been used for devel-

oping a manner for providing assorted services and com-

putational resources to the customers [1]. The Internet

and central remote servers were used in cloud computing

to produce scalable services for its customers. There is

a requirement to establish an autonomic resource manage-

ment approach that enhances both QoS targets: resource

centric (reliability, availability, utilization) and user centric

(budget, implementation time) [2]. Task scheduling is per-

formed by the cloud computing platform. Firm resources,

computational power and allocated tasks are used to restrict

the task node. The job management node has various sub-

tasks when a cloud computing task is assigned and stored

in the task pool [3].

The process of resource allocation in cloud computing may

be divided into two categories. The first one is static al-

location. In this type, the cloud customer needs to create

a prior demand for the resources. In this scenario the cus-

tomer recognizes which resources are essential and in how

many cases the resources are required. All that is performed

prior to employing the system. Such an approach leads to

overutilization or underutilization of resources, depending

on the time of application. This is one of the disadvantages

of using static allocation [4].

The other type is dynamic allocation. Here, cloud resources

are required by the cloud customer when there is a demand

for application. At this point, overutilization and underuti-

lization may be prevented [5]. The service provider has

to allocate resources from an alternative cloud information

center [6], [7]. Cloud computing performs most important

tasks between virtual machine (VM) placements, which is

considered to be one of the most severe problems. This

method will select the perfectly suited physical hosts with

respect to energy efficiency and resource consumption –

from the point of view of the cloud provider.

Calculations concerned with the capacity of each resource

node are commonly unstable in heterogeneous or homoge-

neous multi-cluster and multi-resource environments [8].

Therefore, cloud computing scenarios need a consistent

job scheduling scheme and a suitable resource management

model [9], [10].

Scheduling algorithms which are commonly run on dedi-

cated and homogeneous resources, in parallel, and on dis-

tributed systems, cannot perform well in the new cloud

computing scenarios [11]. Transmission delay is a signifi-

cant issue that disturbs the scheduling algorithm in cloud

task scheduling [12], [13]. The creation and full usage

of resources are also significant factors during schedul-

ing [14]–[17].

Gang scheduling is used in distributed systems, and it is

a very useful function [18]. The scheduling algorithm is

necessary for assigning processors to the current activities

in a distributed system. A scheduling algorithm assigns

the functions that need to be performed simultaneously in

the case of similar events, meaning mainly in communi-

cation operations. It is a powerful method for scheduling

such activities, and it depends on time-space sharing [19].

The major role of the scheduling policy of gang schedul-

ing algorithms is to collect the functions of a parallel job,

and to perform them instantaneously on various proces-
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sors. So, the threat of having wait for a function that is

not currently working on any processor is eliminated [20].

In light of the above, one may notice that the quantity of

functions within a gang cannot surpass the number of ac-

cessible processors.

The main objective of this paper is to address an efficient

resource allocation aspect of cloud computing for select-

ing proper resources from a specific gang. It supports task

scheduling with the aim of reducing the selection time.

In this paper, a novel fuzzy Manhattan distance similarity-

based ganging of resources (FMDSGR) technique, devel-

oped for gang formation of resources, with its charac-

teristics aiming to attain better resource scheduling re-

sults in cloud computing, is discussed. Then, gang prior-

ity scheduling (GPS) is proposed to schedule tasks within

a gang of processors.

The subsequent parts of the paper are ordered as follows.

Section 2 reviews the various related works. Section 3

presents proposals for effective pre-processing of resources

and task scheduling. The results are presented and dis-

cussed in Section 4. Lastly, the relevant research work is

described in Section 5.

2. Related Work

In manufacturing relying on cloud systems, there is a con-

siderable amount of assets which have comparable useful

qualities, as indicated by the requirements of the manufac-

turing task at hand. Step-by-step instructions to choose the

ideal assets series or assets combinations to finish the man-

ufacturing task with a number of distributed subtasks was

a key consideration in the investigation of cloud manufac-

turing. Cao et al. [21] had developed a multivariate pro-

cess capability indicator to assess the manufacturing pro-

cess with the unwavering quality of information on cloud

scheduling. As indicated by the fuzzy quality theory, the

strength level of intuitionistic fuzzy esteem was considered

in decision making while selecting the ideal asset chain.

Another technique was proposed for ideal determination of

assets based on the multivariate process indicator and on the

predominance level of intuitionistic fuzzy esteem. A prac-

tical contextual investigation was relied upon to outline the

proposed strategy and technique.

Due to the burstiness of VM in computing clouds, real

application workloads are characterized by spikes that are

more often characterized by periodic occurrence, low fre-

quency and a brief span. Zang et al. [22] explored the

burstiness-mindful server solidification issue from the view-

point of asset reservation, i.e. holding an accurate mea-

sure of additional assets on every physical machine (PM)

to maintain a strategic distance from live movements. The

creator first modeled the asset necessity pattern of each VM

as a two-state Markov chain to catch burstiness, then an as-

set reservation system was intended for every PM, based

on the stationary distribution of the Markov chain.

With the promotion and advancement of cloud computing,

loads of logical computing applications have been devel-

oped in cloud scenarios. A general elastic resource pro-

visioning and task scheduling mechanism performing the

logical work in the cloud was used to address this issue.

Shi et al. [23] had proposed elastic resource provisioning to

perform logical work process employments in the cloud en-

vironment. The issue of elastic resource provisioning was

displayed as a problem that consisted of elastic resource

provisioning algorithms related to VM occupancy.

Saraswathi et al. [24] had proposed a technique that con-

centrated on the assignment of VM to the customer. This

work sets a fundamental standard for low priority occu-

pations (due date of the employment was high), without

postponing the execution of high priority occupations (due

date of the employment was low) and progressively allo-

cated VM assets to the customer who was able to complete

the work within the deadline.

Cloud computing offers the ability to share resources over

various geographical destinations. Cloud resource schedul-

ing has been a task that needs to be performed on a repet-

itive basis, as the issue of finding the best match for the

workload needs to be tackled. Proficient management of the

dynamic nature of resources should be possible with the as-

sistance of cloud workloads. Very few effective resource

scheduling strategies for energy, cost and time-imperative

cloud workloads have been accounted for in writing. Singh

et al. [25] had proposed an effective cloud workload admin-

istration framework, in which cloud workloads have been

recognized, dissected and clustered through K-means on

the premise of weights relegated and their QoS necessi-

ties. The execution of the proposed algorithm had been

assessed with the existing scheduling strategies through the

CloudSim toolkit. While clustering the cloud workloads

utilizing K-means, diverse preparatory allotments can bring

various final clusters, and it does not work well with clus-

ters of different sizes and clusters prone to minimization.

Sfrent and Pop [26] dealt with the problem of schedul-

ing a set of jobs across a set of machines and specifically

analyzed the behavior of the system at very high loads,

which was specific to big data processing. Under certain

conditions, they could easily discover the best scheduling

algorithm, prove its optimality and compute its asymptotic

throughput. Vasile et al. [27] proposed a scheduling al-

gorithm for different types of computation requests: inde-

pendent tasks, like a bag of tasks model, or tasks with de-

pendencies modeled as directed acyclic graphs, and they

will be scheduled for execution in a cloud data center.

The tasks in the requests are scheduled based on the avail-

able resources using the scheduling algorithm suitable for

each request.

Vasile et al. in [28] proposed a resource-aware hybrid

scheduling algorithm for different types of applications,

such as batch jobs and workflows. The proposed algorithm

considers hierarchical clustering of the available resources

into groups in the allocation phase. Task execution was

performed in two steps. In the first phase, tasks were as-

signed to groups of resources and in the second phase,

a classical scheduling algorithm was used for each group
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of resources. The proposed algorithm was suitable for het-

erogeneous distributed computing, especially for modern

high-performance computing systems in which applications

were modeled with various requirements (both IO and com-

putationally intensive), with a particular emphasis on data

from multimedia applications.

Li [29] approach was to design and analyze the performance

of heuristic algorithms based on the equal-speed method.

Pre-power and post-power determination algorithms were

developed for both energy and time-constrained scheduling

of precedence-constrained parallel tasks on multiple-core

processors with continuous or discrete speed levels.

Rimal and Maier in [30] proposed a new cloud-based work-

flow scheduling policy for compute-intensive workflow ap-

plications in multi-tenant cloud computing environments,

which helps minimize the overall workflow completion

time, tardiness, cost of execution of the workflows, and

utilize idle cloud resources in an effective manner. The

proposed algorithm was compared with the state-of-the-art

algorithms, i.e. first come first serve (FCFS), easy back-

filling, and minimum completion time (MCT) scheduling

policies to evaluate the performance levels.

Keshanchi et al. [31] proposed a powerful and improved ge-

netic algorithm to optimize task scheduling solutions. The

proposed algorithm uses the advantages of evolutionary ge-

netic algorithm and heuristic approaches.

Taking into consideration the work mentioned above, we

can say that there is a need to develop a resource man-

agement technique that optimizes both QoS targets: user-

centric (cost and execution time) and resource-centric (re-

liability, availability, and utilization). Due to unavailability

of the required resources at a point in time, some sub-tasks

are stuck in a deadlock condition and continue to struggle

for resources, which further leads to customer dissatisfac-

tion (increasing execution time and cost). The QoS-aware

resource management technique needs to be decentralized.

In centralized distributed systems, it is tough to manage

large numbers of user requests in multiple service queues,

which further leads to performance degradation (decreased

reliability and scalability). Due to the difficulty in predict-

ing the behavior (regarding QoS requirements) and demand

(in terms of resources) of the workload/application, there

is a need for an effective QoS-aware resource management

technique that can easily make the right decision concern-

ing the dynamic scaling of resources.

3. Proposed Resource Pre-processing

and Task Scheduling

The proposed work is divided into in two stages: pre-

processing and task scheduling. Fuzzy clustering is done in

the first stage, where resource characteristics, such as pro-

cessing performance, average communication ability, max-

imum transmission capacity, network position, and many

links are grouped into a gang of resources. Resources with

a similar computing capability are grouped into one gang

Fig. 1. Architecture of the proposed scheme.

by separating all resources into many gangs based on the

Manhattan distance similarity. The resources in one gang

have a similar data transfer rate, as they share a similar

network for communicating with each other. In the sec-

ond stage, the tasks from the users are scheduled based on

gang priority scheduling in order to minimize the schedul-

ing length or makespan. The architecture of the proposed

work is given in Fig. 1.

3.1. Resource Pre-processing using FMDSGR algorithm

There are many typical workflow task scheduling algo-

rithms which are deployed in a heterogeneous environment.

Those methods are based on quantitative characteristics of

the task and do not consider the service-oriented resources.

Moreover, it is hard to describe exactly the task’s demand

for resources. Meanwhile, resource attributes cannot be

described accurately. The fuzzy theory provides various

effective means to solve the uncertain problems in the real

world. Therefore, fuzzy clustering is used to divide the

resources, and the Manhattan distance is used to group the

resources into gangs based on similarity to improve the

efficiency of task scheduling.

Also, computation and communication ability of resources

allocated by the task affects the completion of the sub-

sequent task. Therefore, distinguishing the performance

of resources is conductive to choosing the appropriate re-

sources for workflow task scheduling. However, it is diffi-

cult to describe the attributes of resources accurately, and

there are no attributes to distinguish the processing units

strictly. Fuzzy clustering is an effective method to divide

resources.

Design objective: The purpose of the resource pre-

processing method is to minimize the distance vector of

the processor’s characteristics to achieve effective utiliza-

tion of resources. We can dynamically group the resources

as gangs during scheduling in cloud systems, partitioning

the given data by minimizing the distance objective func-

tion:

f (x) = min(Mt) ∈ ε . (1)
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We have to gang the processing unit with minimum Man-

hattan distance Mt of the n-th characteristic feature t de-

pendent upon the threshold value ε .

Initialization of resources: Consider the original dataset

U with the processing unit {p1, p2, . . . , pM} in which

each processor has its separate characteristics u =
{t1, t2, . . . , tN}. In which, pM is the x-th processor of the

M-th process unit and tN is the y-th characteristic value in

the N-th characteristic elements. The performance of the

scheduling process is improved by forming the resources in

the cloud system as a gang. Qualitative characteristics refer

to qualities or properties of cloud computing resources.

Data standardization and extreme standardization: We

obtain the standardization data U ′ to deal with the data U in

the target system using mean and standard deviation. The

standardized value uik of each data is equal to:

u′xy =
uxy −µxy

σxy
, (2)

where uik denotes the k-th eigenvector of original data. In

the Eq. 2, µxy =
1

MN

M
∑

x=1

N
∑

y=1
uxy is the mean value of uxy and

σxy =

√

1
MN

M
∑

x=1

N
∑

y=1
(uxy −µxy)2 is the standard deviation

of uxy. The final value of the standardized data u′
xyis not

in the range [0, 1]. Therefore, in order to normalize the U ′

to U ′′ an extremely standardized method is presented. The

extreme standardized method is defined as:

u′′xy =
u′xy −u′ymin

uymax′ −u′ymin
, (3)

where u′ymin is the minimum value in u′1y, u′2y, . . . , u′Ny and

u′ymax is the maximum value in u′1k, u′2k, . . . , u′Nk.

Fuzzy similarity matrix: The correlation coefficient be-

tween the elements in the fuzzy matrix includes the similar

index coefficient method. The similar index coefficient can

be calculated as:

Ixy =
1
N ∑ e

3(uxk−uyk)2

4σ ′′2
xk , (4)

where n denotes the number of characteristic features. The

values of x and y belongs to the processing units. The value

of k fits with the characteristic feature.

Consequently, a fuzzy similarity matrix is obtained as a re-

sult of the correlation coefficient between the elements and

is expressed as:

F =[Ixy]2(n+1) =















I11 I12 · · · I1(n+1)

I21 I22 · · · I2(n+1)

...
...

...
...

I(n+1)1 I(n+1)2 · · · I2(n+1)















2(n+1)

.

(5)

Then, fuzzy relation F among x and y is established as

a fuzzy subset of x × y, in which Ixy is the member-

ship function in the interval [0, 1]. The fuzzy similarity

between the processing units is referred to as Ixy in the

formula:

Ixy =







1 x = y
[0, 1] x 6= y . (6)

The fuzzy similarity is based upon the fuzzy relations, such

as equivalence relation, fuzzy relation and similarity rela-

tion, which are necessary for reflexivity and symmetry.

Manhattan distance based gang formation: The process

of grouping the elements or objects into clusters for a prob-

lem with a certain objective is called gang formation. It can

expose formerly hidden relations in a multifaceted data set.

Finding the similarity between two objects is the main is-

sue in gang formation, so that the gang can be formed with

a high similarity between the objects. Manhattan distance

computes the absolute differences between the coordinates

of a pair of objects. This means that the distance between

two items is the total sum of the differences of their par-

allel elements. Figure 2 presents the process flow of the

proposed FMDSGR.

The similarity between the data items of a gang is mea-

sured using the Manhattan distance M. The formula for

this distance between a standardized data item and a center

point is:

Mt =
M

∑
x=1

N

∑
y=1

‖I′xy − ct‖ . (7)

In Eq. (7) ct =

M
∑

x=1

N
∑

y=1
u′′xy

MN
represents the center point of the

t characteristic value calculated after the extremely stan-

dardized output.

The maximum number of center points depends upon the

minimum value of the objective function. Then, the gangs

are formed using those center points represented as a gang.

Members other than the center point could not be assigned

to any gang. Therefore, they belong to two or more gangs.

After forming the gang, we have to decide, which gang

executes the task. Hence, we have to add the separate

characteristics of each gang and sort it in the descending

order. We can decide, which gang processes the task based

on the arrangement.

The objective of this algorithm is to reduce the comple-

tion time of every task in the workflow, whereas the start

time and the finish time are the two important factors af-

fecting the completion time. If the task is allocated to the

different processing units, the execution implementation is

also different. We schedule each task based on its suit-

able processing unit, which minimizes the finishing time of

the task.

35



S. Sharon Priya, K. M. Mehata, and W. Aisha Banu

Fig. 2. Process flow of proposed FMDSGR.

Algorithm 1 : FMDSGR flowchart

Input: N number of processors with characteristics

Output: gang

The algorithm comprises the following steps:

1. Random selection of the gang center

2. Initialization of resources U = [ui j] matrix, U (0)

3. Data standardization

u′xy =
uxy −uxy

δxy
4. Extreme standardization

u′′xy =
u′xy −u′ymin

u′ymax −u′ymin
5. Fuzzy similarity matrix

Fe = [I′xy](n+1)×(n+1) =

=















I′11 I′12 · · · I′1(n+1)

I′21 I′22 · · · I′(n+1)(n+1)

...
...

...
...

I′(n+1)1 I′(n+1)2 · · · I′2(n+1)















(n+1)×(n+1)

6. At k-step: calculate the centers vectors C(k) = [ct ]
with U (k)

ct =

M
∑

x=1

N
∑

y=1
u′′xy

MN
7. Update U (k), U (k+1)

Mt =
M
∑

x=1

N
∑

y=1
‖I′xy − ct‖

If ‖U (k+1)
−U (k)

‖ < ε or the minimum objective is

achieved, then Stop. Otherwise return to step 2.

3.2. Task Scheduling Using GPS Algorithm

Gang based priority scheduling is used to reduce the

scheduling length (makespan) of the task scheduling work-

flow. The scheduling length gets reduced every time the

task is performed and a ready task list (RTL) is established

for priority allocation. If there is any task in the RTL that

denotes the scheduled tasks of the parent node, the priority

of the task is based up on the current-to-exit length (CEL)

value. It represents the largest distance from the present

node to the existing node:

CEL(tx) =
W (tx)

Mp
+ max

ty∈succ(tx)

{

Txy

Mc
+CEL(ty)

}

, (8)

where Mp is the median of the computing ability of the pro-

cessing units, Mc is the median of the transmission ability

between processing units, Txy is the inter-task communica-

tion between tx, and ty ∈ succ(ty) is the closest successor or

child of the task tx. The larger the CEL, the greater its pri-

ority. If greater the attribute priority value of a task means

priority is also greater. After that, group the workflow task

into gangs or jobs based on their priority.

Let us consider all the tasks within the same job being

allocated at the same time. The job consists of a set of

tasks called gangs and each task in the gang starts at the

same time. Assume that every gang G consists of x tasks

and 1 ≤ x ≤ P
s , in which s = 2 and P denotes the processor.

Gang thus formed by cluster the task of parallel jobs and

allocate the tasks simultaneously to different processors.

The degree of parallelism of a gang is the number of the

task in a job. The size of the gang is equal to the number of

tasks in a gang G. If p is the number of processors required

by gang G, then 1 ≤ x ≤ p ≤
P
s . Before scheduling, we

should know that a small gang requires a limited number

of the processing units, and a large gang requires a large

processing unit.

3.2.1. Gang Size Dissemination

The number of tasks of the gang (job) is evenly dissemi-

nated with in the range b1, . . . , P
s c. The mean of the gang

size is represented as:

γ =

[

1+ P
s

2

]

. (9)

The number of jobs that can be processed in parallel de-

pends on the gang size and the scheduling policy. The
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scheduling algorithm selects the task in the gang which is

on the top of RTL. The tasks will be released after execut-

ing each task from the first gang, so the RTL is updated

after each task allocation process. The task from the gang

with the highest priority completes the task with a min-

imum completion time during scheduling. The processor

with the nearest center unit is selected when two processors

have the same completion time.

3.2.2. Computing the Primitive Begin Time (PBT)

While allocating tasks to the suitable processor, in order to

achieve the smallest PBT value, calculate all the processing

units’ PBT assigned by ti to decide about the processing

unit p1.

PBT (tx, py) = max
{

RFT (tx,Py), max
ty∈PRED(tx)

(AT (tx, ty, py)
}

,

(10)

where pred(tx) is the nearest predecessor of tx, RFT (tx) is

the real finish time of the task tx.

RFT (tx, py) = RST (tx, py)+
w(tx)
w(py)

. (11)

When ty ∈PRED(tx) and tasks tx and ty on px and py. w(tx)
is the computation time of the task tx, the processing unit

py computation time is represented as w(py). The obtained

time on tx and ty on px and as py is:

AT (tx, py) = RST (tx, py)+
C(tx, ty)

C(px, py)
. (12)

In Eq. (12) C(tx, ty) is the inter-task communication time

between tx and ty, C(px, py) is the communication time of

the processing unit between px and py.

3.2.3. Computing the Primitive Completion Time

In the same way, the processing unit p2 is selected and

provides the minimum PCT value:

PCT (tx, py) = PBT (tx, py)+wxy , (13)

where wxy is the computing cost of the processing unit.

If the selected processing units are the same, then each

task from the high priority gang is allocated to the first

processor. Then, simultaneously update the LRT. If the

selected processing unit is different, then select the nest

gang of the task in the RTL with a low priority. Continue

the step until the processors p1 and p2 become equal, and

simultaneously update RTL.

The task with the highest priority is scheduled on the pro-

cessing unit that can complete the task with the minimum

completion time. When there is no vacancy in the optional

set, we choose the processing unit of the cluster with the

highest comprehensive performance in the backup set and

calculate the completion time of the current task on this

processing unit. If the completion time of this processing

unit in the backup set is lower than the smallest comple-

tion time of the processing unit in an optional set, we put

the current task schedule on the one in the backup set. If

there are two processing units that have the same comple-

tion time, we can choose the processing unit whose network

location is nearer to the center unit. Because of the con-

sideration of communication cost, whenever possible, we

place the tasks on the critical workflow path of the same

processing unit.

Algorithm 2 : Gang based priority scheduling

Input: Current LRT[LRT= G1,G2, . . . ,Gn];

G1 – largest gang, Gn – smallest gang;

G = p1, . . . , pn

Task: Still exist tasks that haven’t been allocated,

T = t1, t2, . . . , tn
LRT [head]: Head of the LRT

LRC [tail]: Tail of the LRT

Output: Refresh LRT to improve the resources schedul-

ing performance

1: Cluster the processing unit with fuzzy theory

2: Compute each node’s CEL

3: Establish the LRT

4: Choose the first LRT

5: While (Gang) do
{

6: If (LRC→LRT [head]) Then
{

Compute the EST and choose the minimum

value processing unit p1.

Compute the EFT and choose the minimum

value processing unit p2.

7: If (p1 = p2) Then
{

Allocate each task of ti to p1
Remove task of ti from LRT,

update the LRT

Else

To the next task in LRT
}

Else

//LRC→LRT[tail]

Go back to the first task

in LRT,

Compute the difference, and

Choose the processing unit.

8: Allocate ti to pi and delete ti from LRT
} }

4. Results and Discussion

The experimental results were achieved by using the

CloudSim toolkit as a simulation platform to simulate het-

erogeneous cloud environments. CloudSim [26] was also

proposed by R. Buyya, extending the range of features of

GridSim end enabling, modeling and simulating cloud en-

vironments, data centers, virtual machines, cloudlets, etc.
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Five characteristic features have been employed in this pa-

per to improve scheduling performance in the resource net-

work:

• processing performance t1: the average computing

ability among processing units in the resource sys-

tem, it represents the average time per task executed

by a processing unit. If the resultant value is small,

this means that the processing unit costs are also

lower during computation;

• average communication ability t2: the average com-

munication ability value of the processor-connected

links that can be calculated from the average weight

of edges connected to the processing elements;

• maximum transmission capacity t3: the maximum

number of edges connected to a processing unit with

the transmission capacity;

• network position t4: position of the processing ele-

ment in the network, defined as the network position.

If the processing unit is far away from the center of

the network, then the value is greater;

• number of links t5: the number of links that are con-

nected to a processing element.

Table 1 shows the characteristics of the original data U for

the processing units. The cloud resources should be formed

as gangs to use the resources effectively and to divide the

processing units.

Table 1

Original dataset

Processing unit
Characteristic features

t1 t2 t3 t4 t5

P0 20 0.05 0.05 6 1

P1 30 0.08 0.05 9 2

P2 35 0.1 0.1 10 2

P3 50 0.13 0.1 14 4

P4 45 0.13 0.1 13 4

P5 50 0.13 0.1 14 3

P6 30 0.1 0.1 9 1

P7 28 0.1 0.1 8 1

P8 48 0.11 0.03 13 5

P9 33 0.1 0.1 9 1

P10 30 0.08 0.08 8 1

P11 35 0.1 0.1 10 1

P12 40 0.12 0.1 11 1

In the proposed work, first the original data U can be stan-

dardized. Then, the similarity is calculated based on the

Manhattan distance, and we obtain the overall gang for-

mation results as gang 1: {P0,P2,P6,P7,P7,P9,P10,P11,P12}

and gang 2: {P1,P3,P4,P5,P8}. The first gang result forms

gang 1, and the next gang result forms gang 2.

The proposed work ensures better performance when the

data sets are different or detached from one another. Man-

hattan distance-based similarity of the presented method is

compared with the arithmetic mean method in Table 2. The

successful result has not been achieved due to the random

selection of gang center in the arithmetic mean method,

and this method does not work well for categorical data,

i.e. it is applicable only when the mean is defined.

Table 2

Comparison of gangs in Manhattan distance and

arithmetic mean methods

Manhattan distance (MFC) Arithmetic mean

Gang 1 Gang 2 Gang 1 Gang 2

P0 P1 P0 P3

P2 P3 P1 P4

P6 P4 P2 P5

P7 P5 P6 P6

P9 P8 P7 –

P10 – P9 –

P11 – P10 –

P12 – P11 –

– – P12 –

In order to decide which gang to choose to execute the

task at hand, we have to add any of the characteristics

of the processor in the gang and sort the results in the

descending order. In this paper, we have used the average

communication ability t2, and the maximum transmission

capacity t3 as our characteristics, and added all t2 and t3
features of the gang 1 and gang 2 separately.

The total average communication ability equals 0.74 for

gang 1 and 0.59 for gang 2. The total maximum trans-

mission capacity amounts to 0.75 for gang 1 and 0.38 for

gang 2.

After calculating the characteristics, gangs with high aver-

age communication and transmission capacity values have

been sorted in the descending order as [0.75, 0.59] and

[0.75, 0.38]. From this, we can decide that gang 1 is to

to execute the task. Thus, the Manhattan distance based

fuzzy clustering (MFC) is an effective technique for gang

formation enabling a considerable reduction in the cost of

deciding which processor is to execute the task and the

selection of the gang depends on the performance charac-

teristics.

The various performance metrics to compute the results

are:

Makespan: makespan (M) is referred to as the scheduling

length. It is measured by calculating the ending time of the

final task using the proposed algorithm:

M = max
{

PCT (t)
}

, (14)

in which PCT (t) is the primitive completion time of the

task.
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Scheduling length ratio: the scheduling length ratio (SLR)

in the lower bound is the time taken to execute the task on

a serious path. SLR is defined to normalize the schedule

length:

SLR =
M

n
∑

ti∈CPmin

min
p j∈P

{wi, j}

. (15)

SLR is defined as the ratio of makespan to the total sum of

minimum computation cost CPmin of all tasks. The resultant

graph value of SLR is not less than one. When the SLR

output is low, then the scheduling algorithm provides better

performance.

Speed up: the ratio of parallel execution time and the se-

quential execution time is the speedup (S). The scheduling

length on a limited number of processors is the parallel

execution time and the sum of entire computation time of

every task is the sequential execution time:

S = min
p j∈P















n
∑

i=1
wi, j

M















, (16)

where the total sum of the computational time of tasks is

defined as
n
∑

i=1
wi, j , i = 1, 2, 3, . . . , n.

Efficiency: the efficiency is the measure of the utilization

of the processor of a parallel program:

η =
S

NP
, (17)

where S stands for speed up and NP is the number of pro-

cessors.

Fig. 3. Performance comparison of the proposed GPS method

for different number of processors.

Fig. 4. Comparison of the existing LJFS scheduling.

Load Balancing: the ratio of the overall makespan of pro-

cessors and the average execution time is the measure of

load balancing (LB):

LB =
M
A

, (18)

where M is scheduling length. The average A is taken from

the ratio of a sum of the processing time of each processor

and the number of processors used.

The proposed fuzzy-based gang priority scheduling method

is compared with the largest come first serve (LJFS), Yarn,

and Mesos scheduling method.

Fig. 5. Comparison of the proposed GPS method with the LJFS

scheduling.

The comparison of the various performance metrics shows

that the proposed method provides better performance when
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compared with the LJFS method, as presented in Figs. 3

and 4.

The overall comparison of the proposed method with the

LJFS, Yarn, and Mesos scheduling is given in Fig. 5. As

a result, the proposed method minimizes the waiting time

between tasks and reduces the idle time interval among the

processing elements.

5. Conclusion

The work proposed in this paper has led to developing ef-

ficient pre-processing (gang forming) and task scheduling

of cloud resources. Similar resources are ganged based on

the FMDSGR approach to reduce the scheduled time while

selecting the processor. The proposed pre-processing algo-

rithm is fast, robust and easier to understand. When data

sets are different or separated from each other, improved

results are achieved. Thus, the resultant method enables to

form gangs more effectively when compared with the exist-

ing arithmetic mean method. The resources can be utilized

effectively with the resultant gang. The scheduling length

of the workflow is prioritized using the GPS algorithm. Fi-

nally, the QoS performance metrics have been evaluated

in terms of makespan, SLR, speedup, efficiency and load

balancing. The proposed method provides improved perfor-

mance when compared with the existing LJFS, Yarn, and

Mesos method.
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Abstract—It is believed that 5G networks will provide 1000

times more capacity than current solutions. One of the keys

to achieve that goal is not only the utilization of additional

radio bands, but also and foremost, the dynamic and efficient

spectrum sharing. To successfully implement it such feature

statistical observation and analysis of currently operational

legacy systems are required. Comprehensive data on the sig-

nal parameters will allow then to determine and tune the ap-

proach to simultaneous bandwidth usage by existing and new

systems. Therefore, to define and introduce the problem this

paper presents a conceptual analysis of IEEE 802.16e based

WiMAX network operating in the 3.6–3.8 GHz band on the

eve of spectrum sharing introduction.

Keywords—5G, bandwidth sharing, spectrum utilization, statis-

tical characteristics, WiMAX.

1. Introduction

The 5G wireless networks have to face different rigorous

requirements and expectations, broadly defined as 5G Key

Performance Indicators (KPIs). Based on [1] and [2], the

following KPIs can be identified:

• 1000-fold increase in mobile data volume in certain

geographical areas,

• 10 to 100 times higher typical user data rate,

• up to 10 times reduced energy consumption,

• less than 1 ms end-to-end latency,

• 10 to 100 times increased number of simultaneously

connected devices,

• it is assumed that the ubiquitous access will include

also low-density areas.

Such a wide set of requirements entails that the delivery

of various services to the end-users will be possible by

the means of dynamic spectrum aggregation under the um-

brella of 5G networks [3]–[6]. Therefore, the on-going

improvement of existing radio access methods and new

ideas development is required. Prospective enablers include

new waveforms [7], massive Multiple Input Multiple Out-

put (MIMO) [8], [9], network visualization, and Software

Defined Radio (SDR) [10]–[13]. Some approaches aim

to utilize new frequency bands exceeding 6 GHz, such as

centimeter and millimeter waves [14], [15], as they enable

allocation of a wide spectrum for short-range technologies.

Alternatively, flexible utilization of sub-6 GHz frequencies

is envisaged as a key enabler for guaranteeing long-distance

service delivery and more efficient spectrum utilization.

Given that the spectrum is allocated to different operators,

classic coexistence solutions within the licensed and unli-

censed portions of the spectrum may not provide the iso-

lation required. Moreover, typical approaches based on

orthogonal spectrum sharing between operators within li-

censed bands may prove inefficient in future scenarios.

Hence, a new vision for spectrum utilization is required,

and it is highly expected that in the context of future

wireless communications systems two traditional models

of spectrum management and licensing schemes, i.e. ex-

clusive use and license-exempt, will be complemented by

more flexible versions.

One may notice that numerous solutions to advanced re-

source sharing have been foreseen so far. The examples

include infrastructure sharing, as in the Multi-Operator

Core Network (MOCN) approach, Licensed Shared Access

(LSA), with European standards for the 2.3–2.4 GHz band

established by the European Telecommunications Standards

Institute (ETSI) [16], or 3-tier sharing model promoted in

the USA for the 3.55 –3.7 GHz band and known as Citizen

Broadband Radio Service with Spectrum Access System

(CBRS/SAS) [17]. However, implementation of these stan-

dards is still in the trial phase and numerous field-tests and

experiments have to be conducted to verify the applicability

of the proposed solutions.

At the same time, network operators aim to maximize their

revenues from existing infrastructure. One particular exam-

ple is the utilization of the 3.5 GHz band for new wireless

communications systems, as this is the band already allo-

cated to systems such the IEEE 802.16e-2005 [18], based

on WiMAX networks. As Long Term Evolution (LTE)

and LTE-Advanced (LTE-A) networks develop, the num-

ber of customer connected to WiMAX networks declines on
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a continuous basis. So, even though the family of WiMAX

standards is not part of 5G and is considered to be of the

legacy variety and nearly extinct, these networks still oper-

ate and occupy radio spectrum resources.

However, radio resources associated with the WiMAX tech-

nology may be also shared with other technologies. In

general, future radio systems may need to share the radio

spectrum with legacy communications systems. It is impor-

tant to analyze the real characteristics describing the exist-

ing systems, and to draw conclusions regarding prospective

utilization of WiMAX frequency bands for 5G purposes.

Therefore, we have performed an initial field analysis con-

cerning key parameters of the WiMAX system which have

to be considered while deploying new radio systems. More-

over, considerations have been complemented with relevant

observations related to 2.4 and 5 GHz IEEE 802.11 access

networks [19]. In that context, the observations and con-

clusions presented further in this paper may be useful for

operators who need to keep their WiMAX networks run-

ning in the future, but intend to utilize, in the meantime,

the spectrum allocated to them in a more efficient manner,

by sharing it with other radio systems.

The remainder of the paper is organized as follows: Sec-

tion 2 briefly presents deployment of WiMAX within an

INEA network and discusses its key system parameters,

as well as the spectrum sharing scheme considered. Next

two sections present the results of long-term (two years)

and short-term (two weeks) WiMAX signal observations.

Then, Section 5 introduces general similarities with param-

eters of 2.4 and 5 GHz IEEE 802.11 networks. Section 6

concludes the paper.

2. Spectrum Sharing Scenario

2.1. INEA’s WiMAX Deployment

INEA is the largest regional fixed-access telecommuni-

cations operator in the Greater Poland region and pro-

vides various multimedia and connectivity services to over

250,000 of private and business users, relying on differ-

ent backbone and access technologies, i.e. Gigabit Passive

Optical Network (GPON), point-to-point carrier Ethernet

optical fibers, IEEE 802.16e WiMAX, IEEE 802.11 Wi-Fi,

as well as Hybrid Fiber-Coaxial (HFC), twisted pair-based

xDSL and IEEE 802.3 Ethernet [20].

Since 2010, INEA has been rolling-out and maintaining

WiMAX-based services aimed to meet the needs of home

users scattered across 30,000 km2 within the region [21].

Selection of the IEEE 802.16e-2005 standard and the Time

Division Duplexing (TDD) mode made it possible to ad-

just the downlink/uplink ratio to suit the needs of end-

users’ data transmissions. Following comprehensive test-

ing of infrastructure and equipment supplied by various

vendors, INEA has chosen the Motorola (currently Cam-

bium Networks) PMP320 solution due to its compact form

and energy-efficient components. The choice was also in-

fluenced by its uncomplicated management and installation,

which ensured low cost of ownership. So far, this deploy-

ment has provided Internet access and telephony services

to almost 6000 households.

2.2. Key WiMAX Signal Parameters

As far as WiMAX signal parameters are concerned, par-

ticular emphasis should be placed on those which affect

system capacity the most. Knowledge of their statistical

characteristics may then aid and allow coexistence of two

or more systems in the same spectrum, enabling the radio

resources available to be shared.

First and foremost, the capacity of a WiMAX network is

not fixed [22]. Each Customer-Premises Equipment (CPE)

operates with spectral efficiency that changes in time and

is influenced by three parameters: modulation, Forward Er-

ror Correction (FEC) coding and Multiple Input Multiple

Output (MIMO) mode. Therefore, the network capacity of

a given access point (AP) is a function of the number of

CPEs and their spectral efficiency. For example, if one CPE

operates with the modulation of 64-QAM, then its spec-

tral efficiency is 6 bits/s/Hz. If it is using 5/6 FEC, then

the spectral efficiency is reduced to 5 bits/s/Hz, whereas

for MIMO-B its spectral efficiency is doubled and reaches

about 10 bits/s/Hz. The three parameters: modulation, FEC

coding and MIMO mode are mostly affected by Received

Signal Strength Indication (RSSI) and Carrier to Interfer-

ence and Noise Ratio (CINR) values. Therefore, the fol-

lowing analyses are focused on RSSI and CINR statistical

changes.

2.3. Spectrum Sharing of 3.5 GHz Radio Resources

As it has been pointed out, it is usually economically justi-

fied for the network operator to maximize their revenues

from the existing infrastructure and from the spectrum

licenses held. If it was possible to either offer new ser-

vices by relying on the existing infrastructure or utilize the

available spectrum resources in a more efficient way, such

an approach would be highly beneficial for the network

operator.

In INEA’s case, the second option is being considered, as

the WiMAX network has to be kept operational (as the

highest priority, incumbent network). Therefore, the fol-

lowing question arises: can other parallel services be de-

ployed, in particular microwave lines or other point-to-point

transmissions, that will seamlessly operate in the 3.5 GHz

band?

To make such a solution possible, stable methods for the

protection of incumbent (WiMAX) network from harmful

interference have to be implemented. However, this will be

only possible if the key operating parameters that describe

the behavior of the WiMAX network are precisely identi-

fied. For example, in order to calculate the impact of the

induced interference originating from the new network on
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the WiMAX network, one needs to know what the required

average values observed in the downlink (DL) and uplink

(UL) transmission directions in the WiMAX system are. It

is also possible however, to analyze the potential changes

of these parameters over time. Thus, keeping in mind the

main objective of this research project, i.e. is future co-

existence of two wireless systems operating in the same

frequency band, the present study focuses on the analy-

sis of the changes in RSSI and CINR values measured,

as a function of time. Two approaches have been tested,

i.e. 2-year long observations to detect long-term trends, fur-

ther discussed in the context of short, 2-week long measure-

ment campaigns.

3. Long-term Signal Observations

At INEA, every CPE is queried once every hour with the

use of the Network Diagnostics System (NDS) to collect

statistical data about the quality of the connection. These

queries are typically performed using the Simple Network

Management Protocol (SNMP), and the results are stored

for at least one year. In the case of the WiMAX network,

data for last two years has been obtained, covering the pe-

riod from April 2015 to April 2017. This data is based

on information collected from about 6000 CPEs and in-

cludes various network parameters (such as MAC address,

IP address, base station ID), and two PHY layer signal pa-

rameters:

• RSSI for both downlink and uplink,

• CINR for both downlink and uplink.

First of all, the distribution of RSSI and CINR values

should be analyzed. Figure 1 presents the distribution

of average RSSI values in downlink and uplink directions.

Fig. 1. Distribution of RSSI.

It can be observed that DL RSSI values are spread across

a wide range of values, from –50 to –90 dBm, with the

mean value at –66 dBm, while UL RSSI values oscil-

late closely around the mean at –71 dBm. This can be

explained by the transmit power control mechanism im-

plemented for uplink, as the WiMAX access point imple-

ments a power control mechanism to mitigate path loss,

shadowing, etc.

The access point is then configured with a target RSSI

value, which is set, in INEA’s network, at –71 dBm. There-

fore, WiMAX access points instruct all the connected CPEs

to adjust their transmit (TX) power to meet the target RSSI

value. Hence, the RSSI values are distributed closely to

the mean value which, in turn, is equal to the configured

target RSSI value. In the downlink direction, each access

point transmits at maximum power, and, therefore, all DL

RSSI values are proportional to the path loss, shadowing,

etc. Thus, the range of values for DL RSSI is much wider

than for UL RSSI.

As it is visible in Fig. 2, the CINR density function fol-

lows trends that are similar to RSSI, and DL values oc-

cupy a much wider range than UL. It can be observed that

DL CINR values are ranging from 15 to 40 dB, with the

mean at 30 dB, while the most of UL CINR values are

located within the range of 25 to 33 dB, with the mean

at 28.5 dB.

Fig. 2. Distribution of CINR.

Fig. 3. Average RSSI.

Moreover, signal parameter variations during an average

day have been examined. They are calculated as an aver-

age for all of CPEs during the two-year observation period.

Figures 3 and 4 depict the average RSSI and CINR values

as observed round-the-clock. It can be noticed that the val-

ues oscillate around the mean values, and that the variation

is much smaller for UL parameters than for DL. Moreover,

one can observe that DL RSSI values are inversely propor-

tional to the expected seasonal temperature trends.
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Fig. 4. Average CINR.

Fig. 5. Average RSSI for each season.

Fig. 6. Average CINR for each season.

To verify if there is any correlation between the RSSI val-

ues and temperature, downlink RSSI and CINR for dif-

ferent seasons of the year (calculated as an average for all

CPEs during a given season or the two-year observation

period) have been plotted in Figs. 5 and 6 respectively.

Indeed, Fig. 5 suggests that there is an inverse correlation

between RSSI and temperature, because the highest RSSI

values can be observed during winter, while in spring and

autumn RSSI values are lower and also exhibit a significant

decrease during daylight hours. Accordingly, in summer,

RSSI values are the lowest. Figure 6 shows some ambiva-

lent trends though. Apparently, in each season a mid-day

CINR increase is observed. Still, in summer the CINR

values are the lowest, while their highest levels are recorded

in winter.

4. Short-term Signal Observations

Since two years of observations presented in the previous

section did not exhibit a clear correlation between CINR

values and temperature, we have decided to capture more

dense data from the WiMAX network, and additionally

combine it with humidity and temperature values from

the Industrial Institute of Agricultural Engineering (PIMR)

Fig. 7. Temperature for the two weeks period.

Fig. 8. Download RSSI for the two weeks period. (See color

pictures online at www.nit.eu/publications/journal-jtit)

Fig. 9. Download CINR for the two weeks period.

weather station located in Poznań, Poland1. In this exper-

iment, 200 WiMAX CPEs located in close proximity to

the PIMR weather station have been used. Each CPE has

been queried using SNMP every minute during a two-week

period between 14 and 28 April 2017. In this way, the fol-

lowing parameters have been collected:

1 Data are available at http://www.pimr.poznan.pl/bup/gethd2003.php
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• RSSI for both downlink and uplink,

• CINR for both downlink and uplink,

• average throughput (expressed in kbit/s) for both

downlink and uplink,

• Modulation and Coding Scheme (MCS) index for

both DL and UL,

• TX power for UL,

• temperature,

• humidity.

As a reference, Fig. 7 demonstrates varying temperature

values during the two-week period of interest.

Due to frequent and transient changes of RSSI and CINR,

RSSI and CINR mean values for all 200 CPEs have been

calculated. These mean trend lines, as well as data points

for each minute within the two weeks for all CPEs, are

shown in Fig. 8 and 9, respectively. Each of the 200 CPEs

was assigned with a different color and the black line in

the middle represents the mean value for all CPEs. The

mean trajectory expresses a trend which is not specific to

any particular CPE, but to the whole network under con-

sideration.

4.1. Correlation between Parameters

To analyze the correlation between CINR, RSSI and

other network and environmental parameters, a correlation

matrix has been plotted, as shown in Fig. 10. This ma-

trix presents the Pearson correlation between all pairs of

parameters.

An in-depth analysis of the parameter correlation matrix

offers different interesting insights, such as:

• mean DL CINR exhibits positive correlation with

temperature and negative correlation with humidity

and mean DL RSSI,

• mean DL RSSI exhibits negative correlation with

temperature and mean DL CINR,

• mean DL RSSI seams to affect DL CINR and DL

MCS index,

• mean DL CINR also seems to affect DL MCS index,

• DL throughput is correlated with UL throughput

(since Transmission Control Protocol (TCP) based

data transfer required communication in both direc-

tions),

Fig. 10. Parameters correlation matrix.
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• most of uplink parameters do not show any strong

correlation with any other parameter, except of uplink

TX power which affects DL RSSI, DL CINR and DL

MCS index. We consider this finding as the most

intriguing, since we cannot identify any reason for

such a behavior. TX power on the UL is controlled

by adaptive power control, and it should mitigate path

loss and shadowing on the UL without affecting DL

parameters.

Fig. 11. UL TX power vs. DL RSSI.

Fig. 12. Temperature vs. DL RSSI.

Fig. 13. Temperature vs. DL CINR.

To investigate the correlation between parameters further,

we have plotted three pairs exhibiting the highest and almost

linear correlation with some limited variations. In Fig. 11

negative correlation between DL RSSI and UL TX power

is visible. Figure 12 presents negative DL RSSI correlation

with temperature. Conversely, in Fig. 13 positive DL CINR

correlation with the temperature can be observed.

5. Neighboring Radio Bands

In order to perceive changes in WiMAX signal charac-

teristics in a broader sense, it is worthwhile to refer to

similar parameters of widely utilized neighboring Internet-

bearing unlicensed radio bands. As a matter of fact, the

present research has been partially inspired by an earlier

study conducted at INEA between 10 June and 10 July

2016 [23], where 330 mobile 2.4 GHz and 10 access points

were used. Mobile access points were mounted on-board

public buses and trams in Poznań and Konin. Their main

everyday task is to provide passengers (and other nearby

users) with a Wi-Fi service. Each device is a RouterBoard

RB751U equipped with a 2.5 dBi omnidirectional antenna

and a 4G network modem to provide Internet connection.

Each of the selected stationary access points is based on

Router Board RB433 connected to a 16 or 19 dBi external

sector antennas.

Data has been obtained using SNMP queries issued every

15 minutes to collect information on the noise floor level

perceived by each AP, and the RSSI value for each con-

nected client. The sampling interval was chosen to guar-

antee the frequency required to ensure a complete picture

of round-the clock variations, without affecting operation

of the access point and the end-user experience.

Fig. 14. Average noise floor in 2.4 and 5 GHz networks.

As a result, RSSI for 5 GHz network and noise floor char-

acteristics presented in Fig. 14 have been obtained. It is

clearly visible that their shapes resemble the curvature of

average RSSI in a 3.5 GHz WiMAX network in summer, as

depicted in Fig. 5. Most interestingly, 2.4 and 5 GHz net-

works operated in seemingly different environmental con-

Fig. 15. Average RSSI in a 5 GHz network.
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Fig. 16. Distribution of RSSI in a 5 GHz network.

ditions, and yet, the similarities to WiMAX are striking.

Access points were not only operating in separated radio

bands, but were also equipped with antennas of signifi-

cantly different gains, and thus, exposed to different an-

gles of noise sources. Mobile APs were traversing busy

metropolitan streets, while stationary access points were

mounted on aerial masts in more scattered locations. Due

to their fixed position, it is also beneficial to refer to the

comparable shape of average RSSI in the 5 GHz network

presented in Fig. 15. The similarities with WiMAX param-

eters can be further illustrated by 5 GHz RSSI distribution,

as depicted in Fig. 16.

6. Conclusions

In this paper, we have presented statistical characteristics of

actual, IEEE 802.11e compliant WiMAX signals, as seen

from the perspective of improving spectrum utilization by

means of simultaneous use of given frequency bands by

two wireless systems. As interference will play a key role

in such a scenario, in our discussion we have revealed the

changes of RSSI and CINR parameters as functions of time.

Based on the highlighted results, the following conclusion

can be drawn.

There is a direct correlation between, firstly, the mean RSSI

and CINR values observed, and, secondly, the season and

time of the day. However, in the context of season changes,

these variations are rather negligible (around 1 dB), and in

practice, an appropriate interference margin can be included

to reflect these changes.

On the other hand, there are high variations of RSSI and

CINR changes observed, noticeable in a shorter time scale.

When analyzed per CPE, not per network, as the average

RSSI and CINR, they are again more or less stable. These

may reach even up to a few dB, and such a change has to be

taken into consideration while deploying a new and paral-

lel wireless network. Finally, the specificity of the WiMAX

system (i.e. power steering in upload direction) entails the

need for the system to adjust to the changes in ambient

environment in UL, probably without any loss in average

RSSI or CINR. The key problem will affect DL, and due

for that circumstance, application of careful network plan-

ning algorithms may be needed. The analysis presented

has demonstrated that some changes in transmission pa-

rameters are natural even in the fixed (stationary) WiMAX

network that INEA operates. It is also worth pointing out

that spectrum sharing requires long-term measurements of

the parameters of the entire radio system (WiMAX in the

presented case) in order to obtain key characteristics of

the signal and to identify bottlenecks. For example, dete-

rioration in CINR values must not necessarily be due to

interference from the secondary spectrum user.

It may be due to ambient temperature (or other external

factors) as shown in the article, both for 3.5 GHz WiMAX

and for 2.4 and 5 GHz networks. In order to explain it

with a higher level of certainty, additional investigation of

a broader scope and nature seems to be required. More-

over, the presented study suggests that various not obvious

relations between observed parameters may emerge, which

indicates that further research is required in order to explain

the causes of and the practical significance of the findings.

As it has been stressed, even though the WiMAX tech-

nology is currently considered outdated, networks based

on this technology still operate and occupy radio spec-

trum resources. Moreover, they often have to be main-

tained due to the legal commitments towards customers,

and this will still be the case, at least in the nearest fu-

ture. Therefore, the findings presented may be of key im-

portance for operators who need to continue maintaining

WiMAX networks and use the spectrum more efficiently in

the presence of other (new) systems coexisting in the same

band. Further studies and results of similar nature may be

also valuable to equipment vendors and regulatory offices

to aid their efforts aiming to optimize utilization of the

spectrum.
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Abstract—The paper presents a novel hybrid spectrum sens-

ing method used in cognitive radio and presents a hybrid de-

tector (HD) which improves the sensing performance. The

proposed HD takes advantage of the energy detection (ED)

principle and a method based on Covariance Absolute Value

(CAV), as well as on Cyclic Autocorrelation Function (CAF).

The paper shows the limitations of using ED, resulting from

the uncertainty of spectral density of noise power estima-

tion, known as the SNR wall. The paper describes a system

model and presents simulation results for the OFDM signal of

a WiMAX-based communications system. The simulation re-

sults refer to an ideal environment with well-known param-

eters, and to an environment with uncertain spectral density

of noise power estimation.

Keywords—Covariance Absolute Value, Cyclic Autocorrelation

Function, hybrid detector, noise uncertainty, OFDM, SNR wall,

WiMAX.

1. Introduction

Cognitive radio systems [1], [2] are an effective solution

to the problem of spectrum scarcity, providing dynamic

spectrum access to frequencies that are temporarily not

used by primary users (PU). Spectrum sensing is one of

the basic tasks of cognitive radio which must be carried

out to enable communications. It relies on monitoring

wide-band spectrum and finding the channels not occupied

by PU (licensed) users, which can be used by secondary

users (SU).

There is a lot of research dealing with optimization of spec-

trum sensing. A common approach is to increase efficiency

of hybrid architecture detectors, based on a combination of

various detection methods [3], [4]. The structure of a hy-

brid sensing model depends on the spectrum recognition

scenario used. A two-phase system which uses energy de-

tections (ED) in the first phase could be an example of the

simplest and fastest method of sensing. It enables reliable

detection of strong signals, using a relatively small num-

ber of samples. In other cases, if the detected energy level

does not allow for accurate ED estimation, another, more

accurate method can be used.

ED is characterized by low computational complexity and

simple implementation [5]. Unfortunately, it is sensitive

to the uncertainty of spectral density of noise power es-

timation [6], [7]. Therefore, the second phase of the hy-

brid detector (HD) uses a method that does not require this

parameter. These methods most often use distinctive fea-

tures which let us distinguish noise from modulated signals.

However, they are usually complex or require many sam-

ples to ensure high detection reliability. Examples of meth-

ods that can be used in the second HD phase include the

following: matched filter, cyclostationary features detector,

eigenvalue-based sensing detector, wavelet-based sensing

detector or covariance-based detector.

The results of HD research show, inter alia, superiority of

the hybrid method [8], [9]. However, these papers refer

to an ideal scenario in which the uncertainty of spectral

density of noise power estimation is considered. In real

systems it is not possible to accurately estimate noise vari-

ance, which results in restrictions affecting the use of ED.

Any measurements are characterized by finite accuracy and,

thus, uncertainty. In the case of ED, this uncertainty in re-

lation to the measurement of the spectral density of noise

power is revealed as the so-called SNR wall [10].

When noise is affected by uncertainty, the existing approach

turns out to be too idealistic. For this reason, the paper

shows an analysis of HD efficiency in an environment with

uncertainty associated with spectral density of noise power

estimation.

The remaining parts of this paper present two hybrid sens-

ing methods (HDCAV and HDCAF) using ED and CAV or

ED and CAF, respectively. A system model for which sim-

ulations have been carried out is characterized. The results

of the study for the WiMAX system are presented for two

cases: the ideal case of an environment with well-known

conditions, as considered in the literature so far, and for an

environment with uncertainty related to spectral density of

noise power estimation.

2. Hybrid Detector

A two-phase hybrid detector is proposed, combining the

advantages of ED and CAV or CAF sensing approaches

(Fig. 1).

For each channel, first the presence of PU is determined in

the ED detection phase. Although this method is sensitive

to good noise uncertainty, its undoubted advantage is the
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Fig. 1. Hybrid detector block diagram.

high speed of detection and accuracy at high SNR values.

The decision about PU signal presence H1 is taken only

when the energy of the received signal (T1 = TED) is higher

than the first phase detection threshold (λ1 = λED) calcu-

lated for the assumed probability of a false alarm (Pf a).

If the decision cannot be made using ED, CAV or CAF,

the second phase of hybrid detection is used as a more

accurate approach. The decision about PU signal presence

is taken when decision statistic T2 is greater than the second

phase threshold λ2. Otherwise, a decision about PU signal

absence H2 is made. Depending on the detector used in the

second phase (CAV or CAF), here T2 = TCAV and λ2 = λCAV ,

or T2 = TCAF and λ2 = λCAF .

2.1. ED Method

The decision rule for the energy detector can be expressed

by [5], [11]:

TED =
1

NS

NS−1

∑
n=0

|y(n)|2 , (1)

where: y(n) is the received signal, NS is the number of

signal samples.

The detection threshold for the assumed Pf a value is ex-

pressed as:

λED = σ 2
η

(

Q−1(Pf a)
√

2NS +NS

)

, (2)

where: σ 2
η is noise variance, Q(t) is the Q function given

by:

Q(t) =
1√
2π

+∞
∫

t

e−
u2
2 du . (3)

Equation 2 can be used in an ideal environment, for which

it is possible to estimate the noise variance with a high

level of accuracy. Under real conditions, the uncertainty

of measurement needs to be taken into consideration [10],

assuming that the actual variance of noise is within the

uncertainty interval such as:

σ2 =

〈(

1
ρ

)

σ2
η ;ρσ2

η

〉

, ρ > 1 , (4)

where ρ is parameter that quantifies the uncertainty degree.

Considering the uncertainty associated with spectral density

of noise power measurements, the detection threshold is:

λED = ρσ 2
η

(

Q−1(Pf a)
√

2NS +NS

)

. (5)

The time (represented by number of samples NS) required

to the channel state corresponds to the probability values

assumed and is expressed as [10]:

N ≈ 2
(

Q−1(Pf a)−Q−1(Pd)
)2

(

SNR−
(

ρ − 1
ρ

))2 . (6)

Equation 6 shows that the required number of samples

reaches infinity when the decreasing SNR reaches a value

comparable to the area of approximated spectral density

of noise power uncertainty. Figure 2 shows the number

of samples needed to obtain the assumed probabilities in

the SNR function [10]. Depending on the accuracy of the

spectral density of noise power estimation expressed as un-

certainty (x = 10logρ), the SNR wall level is achieved at

lower SNRs, but as the limit approaches, the number of

samples necessary to maintain the required credibility in-

creases rapidly.

Fig. 2. Number of samples as a function of SNR, depending on

the uncertainty of spectral density of noise power estimation.

The detector cannot provide a reliable decision if the signal

power level is lower than the uncertainty associated with the

spectral density of noise power measurement. SNR wall as
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function of uncertainty is expressed by Eq. 7 and shown

in Fig. 3:

SNRWall =
ρ2−1

ρ
. (7)

Fig. 3. SNR wall as a function of noise uncertainty.

2.2. CAV Method

CAV is based on differences between noise and signal auto-

correlation. The autocorrelation of received signal is [12]:

φ(l) =
1

NS

NS−1

∑
n=0

y(n) · y(n− l), l = 0,1, . . . , L−1 , (8)

where NS is number of signal samples, L is the smoothing

factor.

Statistical covariance matrices Rx of the entire signal and

noise can be estimated using an R̂x matrix symmetric and

Toeplitz formed for L consecutive signal samples:

R̂x(NS) =











φ(0) φ(1) . . . φ(L−1)
φ(1) φ(1) . . . φ(L−2)

...
...

. . .
...

φ(L−1) φ(L−2) . . . φ(0)











. (9)

Based on the symmetric property of the autocorrelation

matrix, T1 and T2 ratios are expressed as follows:

T1 =
1
L

L

∑
n=1

L

∑
m=1

|rnm| , (10)

T2 =
1
L

L

∑
n=1

|rnn| , (11)

where rnm and rnn are R̂x matrix elements.

The decision statistic for CAV is:

TCAV =
T1

T2
, (12)

and detection threshold λCAV is calculated as:

λCAV =

(

1+(L−1)

√

2
NSπ

)(

1− Pf a

Q

√

2
NS

)

−1

. (13)

2.3. CAF Method

According to [13], the complex x(t) process with the av-

erage zero value is cyclostationary in a wide sense, if its

autocorrelation function (varying in time domain) is peri-

odic with the repetition period Tf and can be represented

as a Fourier series:

Rxx(t,τ) = ∑
α

Rα
xx(τ)ej2παt , (14)

where values are added by integral multiplies of the ba-

sic frequency α = k
Tf

, k = 1, 2, 3 . . .. The Fourier series

coefficients depending on the time lag have the following

form:

Rα
xx(τ) = lim

T→∞

1
T

T
2

∫

−
T
2

Rxx(τ)e−j2παt dt (15)

The Rα
xx(τ) function is called the cyclic autocorrelation

function (CAF) [14], and the CAF Fourier transform:

Sα
xx( f ) =

∞
∫

−∞

Rα
xx(τ)e−j2π f τ dt (16)

is called the spectral correlation density function.

One can see that CAF is discrete in terms of frequency and

continuous in terms of time lag.

For non-cyclostationary CAFs processes, Rα
xx (τ) = 0,

∀α 6= 0. Each non-zero value of the α parameter, where

Rα
xx(τ) = 0, is called the cyclic frequency.

CAF for the OFDM signal has the following form [15]:

Rα
xx =

A
TS

sin(πNS∆ f τ)

sin(π∆ f τ)
ej2π

(

f0+∆ f
NS−1

2

)

×

×
∞

∫

−∞

e−j2π(αn− f )G( f )G(αn− f )d f ,

(17)

where G( f ) is the Fourier transform of a rectangular pulse

shape, A is the variance of symbol sequence, Ts = Tu +Tg
is the symbol duration, Tu = 1

∆ f is the useful symbol du-

ration, ∆ f is the subcarrier spacing, and Tg is the guard

interval duration. The detection threshold λCAF is:

λCAF = tg · 1
2

π
(

1−Pf a CAF
)

. (18)

3. System Model

In cognitive radio, the sensing of the primary user’s signals

is directly connected with the cognitive system scenario. In

this paper the WiMAX (IEEE 802.16-2004 [16]) was as-

sumed as the licensed system with its parameters specified

in Table 1. The following detection parameters were also

assumed:

• probability of a detection Pd = 0.9,

• probability of a false alarm Pf a = 0.1,

• uncertainty associated with spectral density of noise

power estimation x = ±1 dB.
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For the HD second phase using the CAF, detection of

a single CAF peak is used (α = 0 and τ = Tu). This case

is similar to [17], and the difference lies in other decision

statistics.

Table 1

Parameters of the licensed system used

Parameter Value

Bandwidth 3.5 MHz

OFDM symbol duration 80 µs

OFDM useful symbol duration 64 µs

Cyclic prefix ratio 1/4

FFT size 256

The decision statistics for proposed CAF is:

TCAF =

∣

∣

∣

∣

∣

Rα
x

Rα
y

∣

∣

∣

∣

∣

, (19)

where: Rα
x is the empirical CAF of the OFDM signal,

Rα
y is the empirical noise CAF. TCAF test is a simple ratio

test between Rα
x and Rα

y evaluated for α = 0 and τ = Tu.

The test compares characteristic points of CAF for OFDM

signals and noise.

The question that remains open is how to acquire noise

samples for the test. One of the solutions proposed in liter-

ature is to take data from a rarely used channel. American

channel 37 reserved for radio astronomy is a good example

here. Another proposal is to use samples from the tested

channel, provided that a previous decision has been made

that there is no emission in the PU channel.

4. Simulation Results

The aim of the simulations was to check the efficiency of

HDCAV and HDCAF methods in comparison to other avail-

able techniques, i.e. ED, CAV, CAF. Three metrics were

used to evaluate the sensing efficiency:

• sensitivity of the sensing Pd,

• reliability of the sensing Pf a,

• sensing time.

HD sensing should significantly increase efficiency. How-

ever, insertion of the uncertainty of noise variance into the

scenario may significantly worsen the results. For this rea-

son, the proposed hybrid detectors were first tested for the

ideal case, i.e. in an environment that did not take into

account the uncertainty of spectral density of noise power

estimation. Then, the tests were repeated for an environ-

ment with such uncertainty.

To determine the dependence of Pd on SNR with the as-

sumed number of samples, the probability of a false alarm

was set at 10% (Pf a = 0.1).

Figure 4 shows a comparison of HDCAV performance with

ED and CAV sensing techniques for N OFDM signal sym-

bols versus SNR for the ideal case. For 10 OFDM sym-

Fig. 4. Probability of detection vs. SNR for HDCAV without

the influence of uncertainty of spectral density of noise power

estimation.

bols, HDCAV reaches Pd = 90% for SNR lower by at least

0.8 dB, and for 50 symbols, it is 2 dB referring to the best

of of the two single methods (ED). The hybrid detection

scheme considered achieves better results than detectors

based on exclusively on ED or CAV.

Fig. 5. Probability of detection vs. SNR for HDCAV with the

influence of uncertainty of spectral density of noise power esti-

mation.

Figure 5 shows the same comparison as presented in Fig. 4,

but with the uncertainty of noise variance. In this situation

the results are considerably worse. For 10 OFDM sym-

bols, HDCAV reaches Pd = 90% for SNR lower by almost

0.6 dB, and for 50 symbols, it is 0.25 dB referring to the

best of the two single methods (CAV). The uncertainty

of noise variance leads to significant deterioration of the

HD detection performance. One can see that the biggest

gain from the use of HD is achieved for short signals.

So, the longer the signal, the more dependent HD perfor-

mance becomes on the method used in the second phase of

detection.

Figure 6 shows the comparison of HDCAF performance with

the ED and CAF sensing techniques for N OFDM signal

symbols versus SNR for the ideal case. For 10 OFDM sym-
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Fig. 6. Probability of detection vs. SNR for HDCAF (without

the influence of uncertainty of spectral density of noise power

estimation).

bols, HDCAF reaches Pd = 90% for SNR lower by 0.7 dB,

and for 50 symbols, it is 1.7 dB referring to the best of

the two single methods (ED). Also, in this case, HD shows

better detection parameters than other methods. For HD,

the assumed Pd = 0.9 is reached at lower SNR values than

for the other methods.

Fig. 7. Probability of detection vs. SNR for HDCAF with the

influence of uncertainty of spectral density of noise power esti-

mation.

Similarly, Fig. 7 shows the performance of the same detec-

tors as in Fig. 6, with the uncertainty of noise variance. In

this scenario, the results are much worse. For 10 OFDM

symbols, HDCAF reaches Pd = 90% for SNR lower by al-

most 0.6 dB referring to the best of the two single methods

(ED). However, for 50 symbols, HDCAF is worse than the

best of the two single methods (CAF) by 0.15 dB. It can

be seen that for the environment with the uncertainty of

spectral density of noise power estimation, the gain from

the use of HDCAF is achieved just for a short signal obser-

vation time.

In order to compare the presented detectors, the receiver

operating characteristic (ROC) curves were determined (for

HDCAV – Fig. 8, Fig. 9, and for HDCAF – Fig. 10, Fig. 11).

It can be noticed that for the ideal case (Fig. 8), HDCAV
is significantly better than the other single detectors.

HDCAV reaches Pd = 90% for Pf a lower than 6.5%, com-

pared to the better of the single methods (ED). According to

the theoretical assumptions, introduction of HD increases

reliability sensing due to minimizing Pf a.

Fig. 8. ROC curves for HDCAV (without the influence of uncer-

tainty of spectral density of noise power estimation).

Fig. 9. ROC curves for HDCAV (with the influence of uncertainty

of spectral density of noise power estimation).

Figure 9 shows the ROC curves taking into account the

uncertainty of the noise variance effect. In this case, the

results are much worse. HDCAV reaches Pd = 90% for Pf a
lower by at least 2.5%, compared to the better of the single

methods (CAV).

In the ideal case (Fig. 8), the detection threshold for the first

phase based on ED (λ1 = λED) was calculated from Eq. 2,

which did not account for the uncertainty of noise variance.

That is why the results show HD superiority compare to

other methods. However, by analyzing the ROC curves

after taking into account the uncertainty (Fig. 9), one may

notice that ED and SNR wall have a great impact on the

reliability of HD.

Considering hybrid detection based on CAF in the second

phase, one can see that for the ideal case (Fig. 10), HDCAF
is also better than other single detectors. HDCAF reaches

Pd = 90% for Pf a lower than 6%, compared to the better
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of the single methods (ED). This time, the introduction of

HD (by minimizing Pf a) also increases the reliability of

sensing.

Fig. 10. ROC curves for HDCAF (without the influence of un-

certainty of spectral density of noise power estimation).

Fig. 11. ROC curves for HDCAF (with the influence of uncer-

tainty of spectral density of noise power estimation).

Figure 11 shows the ROC curves taking into account the

uncertainty of the noise variance effect. In this case the

results are much worse. For the conditions under consid-

eration, HDCAF does not reach Pd = 90%. But generally,

HDCAF allows for decreasing Pf a by 3% comparing to the

better of the single methods (CAF).

This time, the weak performance of ED in an environment

with the uncertainty of spectral density of noise power es-

timation results in the fact that HDCAF is useless and the

SNR wall has too big an impact on the reliability of HD.

To compare both HD solutions in terms of detection time,

the results achieved were presented and compared with the

number of samples.

The simulation results show Pd vs. sensing time, expressed

in the number of samples for HDCAV and HDCAF in Figs. 12

and 13, respectively. The results have been presented just

for an environment with the uncertainty of spectral density

of noise power estimation, in order to show how consider-

able a reduction of sensing time is possible with the HD

method.

Figure 12 shows that for –5 dB SNR, Pd = 90% can be

achieved for a number of samples lower by at least 400,

which represents a reduction of sensing time by 26%.

For –10 dB SNR, Pd = 90% can be achieved 1600 signal

samples faster (17% less time).

Fig. 12. Probability of detection vs. sample numbers function

for HDCAV (with the influence of uncertainty of spectral density

of noise power estimation).

Fig. 13. Probability of detection vs. sample numbers function

for HDCAF (with the influence of uncertainty of spectral density

of noise power estimation).

In Fig. 13, simulation results for HDCAF show that for –

5 dB SNR, Pd = 90% can be achieved for a number of

samples lower by at least 4000 (13% reduction of sensing

time). For –10 dB SNR, HDCAF does not reach the required

level of Pd for the taken number of samples considered in

the simulations. It can be concluded that HDCAF is slower

than HDCAV – it requires more samples.

5. Conclusions

The HD allows for the increase of sensing efficiency in cog-

nitive radio, especially in comparison to individual meth-

ods, i.e. ED, CAV or CAF. By taking into account two
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extreme cases: the ideal and the worst ones (with 1 dB

uncertainty of spectral density of noise power estimation),

it is possible to conclude that the more accurate the esti-

mation of SNR, the higher the HD gain. And even in the

worst scenario, HD makes it possible to detect the signal

quicker (even by 26%), at the same time lowering Pf a and

increasing Pd.
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Abstract—In this paper, the Space Polarization Shift Keying

(SPSK) system, which is an extended version of Space Shift

Keying (SSK) and includes both space and polarization dimen-

sions with dual polarized antennas, is studied. The capacity

and error probability analysis of SPSK for different polar-

ization configurations are dealt with over the Rayleigh fading

channel with a rich scattering environment. The analysis con-

ducted shows that the SPSK with a dual polarized antenna

(DP) offers better results than SPSK with a single orthogo-

nal polarized antenna SPSK(SP), under non-LOS conditions.

SPSK(DP) outperforms SSK by 4.2 dB over the correlated

Rayleigh fading channel at 3 bits/s/Hz.

Keywords—ABER, dual polarized antenna, Rayleigh fading,

spatial modulation, SPSK, SSK.

1. Introduction

In wireless communications, the need for high data ex-

change rates and spectral efficiency is increasing on a con-

tinuous basis. Demand for spectral efficiency means that

the power required for transmission is growing as well. As

the power increases, more radiation will be emitted from

the antenna which, in turn, increases the pollution. So, re-

duction of the transmit power, achieved with a simultaneous

data rate increase, is the major concern. High data exchange

and spectral efficiency rates can be achieved by using more

antennas, both in the transmitter and the receiver, and this

means that the Multiple Input Multiple Output (MIMO)

scheme is employed. The higher number of transmit an-

tennas increases the data exchange rate and information is

transmitted in a parallel way.

One such case is the Vertical-Bell Laboratories Layered

Space- Time system (V-BLAST), where information is spilt

into many parallel sub-streams which are allowed to trans-

mit from all transmit antennas at the same time. This in-

creases both the data rate and the spectral efficiency, but

synchronization is required for all the transmit antennas to

send information at the same time. V-BLAST employs spa-

tial multiplexing here. The major disadvantage is linked to

Inter Channel Interference (ICI) and Inter Antenna Interfer-

ence (IAI). As more antennas are active at the same time,

many RF channels are required to transmit the information,

which increases the level of radiation.

In the development of green wireless communication spatial

modulation (SM), as introduced by Mesleh et al., where

multiplexing was used to increase the data rate of a single

antenna system, it is proposed that the complexity of the

receiver design should remain low [1]. In SM, only one

antenna is active at a given time, hence one RF chain is

required which, in turn, reduces radiation. IAI and ICI can

be avoided. In SM information is conveyed through both

modulation index M and antenna index Nt . As the number

of transmit antennas increases, the number of information

bits increases as well. The total number of information bits

transmitted is log2(M×Nt). In Space Shift Keying (SSK),

however, the information is conveyed through the antenna

index only [2].

Polarization Shift Keying Modulation (PSKM) is presented

in [3], where binary bits are encoded as orthogonal states

of polarization. In contrast to binary PSKM scheme, the

multi-level PSKM scheme supports higher data rates, as

multiple bits are encoded in one symbol. An additional

polarization index is also added to the antenna index to

relay the information, known as Space Polarization Shift

Keying (SPSK) [4]. In SPSK, instead of a modulation

index, a polarization index P is used along with dual polar-

ized antennas at both input and output points. So, the total

number of bits transmitted is log2(2Nt ×P). For example,

instead of using four single polarized transmit antennas in

SM, only two dual polarized antennas are used here, which

reduces the installation cost and also improves the spectral

efficiency compared to single polarized antennas. Appli-

cations like Internet of Things and mobile devices with

receive antenna orientation may opt for SPSK(DP) to im-

prove spectral efficiency.

This paper is organized as follows: Section 2 introduces

the system model. Section 3 deals with the performance

analysis in detail. Section 4 discusses the results achieved

by the system proposed in this paper.

2. System Model

A general system model is shown in Fig. 1, consisting of

Nt dual polarized transmit antennas and Nr dual polarized

receive antennas. A random sequence of information bits
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Fig. 1. SPSK system model with dual polarized antennas.

enters the encoder which groups the information sequence

of size m = 2log2 Nt +1 to a constellation vector:

s jp =







0 0 . . . 0 1p 0 . . . 0 0
↑

j-th position







,

where j is the active antenna index and p is the polar-

ization index (x denotes horizontal and y denotes vertical

polarization).

Each group is divided into two blocks, the first bit chooses

the polarization index and the next 2log2 Nt bits choose

the antenna index. In the SPSK system, only one antenna

is active during the transmission. All others are idle. Com-

pared to the SPSK system with a single polarization trans-

mit antenna, the SPSK(DP) system proposed, with dual

polarized transmit antennas, increases the spectral effi-

ciency twice compared to the earlier system. The receiver

combines the signal received from Nr receive antennas.

ML detector estimates the polarization index, the antenna

index and the estimated symbol ŝ is obtained.

3. SPSK(DP) Performance Analysis

The horizontal polarized component Ex and vertical po-

larized component Ey are represented as:

Ex = a1 cos(ωt +θ1)

Ey = a2 cos(ωt +θ2)
, (1)

where a1 and a2 are Rayleigh distributed random variables

and θ1 and θ2 are uniformly distributed random variables.

The signal received at the two antenna elements is given

by:

V1 = Ey cosα +Ex sinα
V2 = −Ex cosα +Ey sinα

, (2)

where only the vertical component is present for α = 0◦ and

only the horizontal component is present for for α = 90◦.

The dual polarized antenna at the receiver side, receives the

transmitted signal with two branches. Due to the multipath

effect, the signal with either horizontal or vertical polariza-

tion may get depolarized. So, the channel is assumed to be

constant during the symbol time. The perfect knowledge of

the channel state at the receiver side is assumed. Maximum

Likelihood (ML) detection is performed at the receiver side.

From the combined receive signal Y , first antenna index ĵ
is estimated, then the polarization index p̂ of the active

antenna is estimated based on cross-correlation comparing

the signal strength from co-polar and cross-polar branches.

The two estimation processes are interdependent. The av-

erage received power on the co-polar branches is greater

than on the cross-polar branches. Therefore, polarization

index estimation does not lead to errors. Hence, in the sys-

tem with Nr receive and Nt transmit antennas the overall

probability of error is reduced compared to SSK.

The signal at the receiver is:
















y1
y2
.
.
.

yNr

















=
√

ES

















ak,1e− jθk,1

ak,2e− jθk,2

.

.

.

ak,Nr e
− jθk,Nr

















+

















n1
n2
.
.
.

nNr

















. (3)

The received signal in vector form is,

Y = Sk +N . (4)

In Eq. (4), the received signal is represented as

[y1, y2, . . . , yNr ]
T ,

√

Es is the signal power, ak, j is ampli-

tude and θk, j is angle of signal sk multiplied with channel

coefficients h j. [n1, n2, . . . , nNr ]
T is the noise vector with

AWGN symmetric parameters.

The decision metric Dk is given by:

Di|uk
=<y, ŝi > −

1
2

< ŝi, ŝi >

Di|uk
=< ŝk, ŝi > + <w, ŝi > −

1
2

∥

∥ŝi
∥

∥

2
. (5)

The ML decision rule of SPSK(DP) for BPSK modulation

is written as:

û =

{

u1 if D1 > D2

u2 otherwise
, (6)
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where < ŝi, ŝi > is the inner product of vectors ŝi and ŝi.

u1, u2 are binary symbols transmitted by signals s1(t)
and s2(t).
The conditional error probability is given by [4]:

p(e|H) =
1
2

pu1(e|H)+
1
2

pu2(e|H) , (7)

p(e|H) = p(||ŷ− ŝ1||
2
−||ŷ− ŝ2||

2) , (8)

p(e|H) = p(X > ||ŝ1 − ŝ2||
2) , (9)

p(e|H) = Q





√

Es||ŝ1 − ŝ2||2

4N0



 . (10)

By the explanation of Q function

p(e|H) =
1
π

∫ ∞

0
exp

(

ρ
4sin2 θ

)Nr

fρ (ρ)dρdθ , (11)

p(e|H) = Mρ(s)Nr

∣

∣

∣

∣

s= ρ
4sin2 θ

dθ . (12)

The Eq. 12 is reduced as closed form expression using [5]:

p(e|H)=

(

1−µ(c)
2

)Nr m−1

∑
k=0

(

m−1+k
k

)(

1+µ(c)
2

)k

, (13)

where c = ρ
4 and µ(c) =

√

c
1+c .

The average error probability of Nt transmit antennas is [4]:

Pb =
Nt
2

Nt −1

[

1
Nt

Nt

∑
m=1

Nt

∑
m6=n=1

p(e|H)

]

. (14)

4. Results and Discussion

For Nt = 4 and Nr = 4 transmit antennas SPSK symbol with

the speed of 3 bits/s/Hz is analyzed in the SPSK(DP) mod-

ulation scheme. The dual polarized antenna at the receiver

side, receives the transmitted signal with two branches. The

theoretical expressions are validated by Monte Carlo sim-

ulation. From Fig. 2, the SPSK system with dual polar-

ized antennas SPSK(DP) outperforms both SSK and SPSK

with a single polarized antenna. The power allocated to

SPSK(SP) and SPSK(DP) is the same in the rich scatter-

ing Rayleigh environment. For the SNR of 14 dB, SSK,

SPSK(SP) and SPSK(DP) achieve the error performance

of 1.48 · 10−5, 4.9 · 10−6 and 3.57 · 10−7, respectively. In

the case of LOS, single polarized antennas will outperform

dual polarized transmit antennas [4]. For the fixed average

bit error rate (ABER) value, SPSK(DP) outperforms SSK

and SPSK(SP) by 4.2 dB and 3 dB, respectively.

From Fig. 3, the capacity of SPSK schemes is increased

compared to SSK. In the SSK system, the information

bits are transmitted only through the antenna index, and

in SPSK, orthogonal polarization is also indexed for the

transmission of information.

Fig. 2. Average bit error probability of different configurations

compared to SSK.

Fig. 3. Channel capacity of different configurations compared

to SSK.

5. Conclusions

This paper compares the performance of SSK, SPSK(SP),

SPSK(DP) systems. Dual polarized antennas at the trans-

mitter and receiver of SPSK increase channel capacity and

reduce error probability compared to SSK systems in the

rich scattering environment. The increase in size of spatial

constellation with dual polarized antennas results in better

performance.

System performance studied over generalized fading chan-

nels is the subject of future work. The SPSK(DP) system

can be experimentally evaluated using the NI LabVIEW

software and the 18-slot PXIe chassis hardware platform.

USRP RIO 2943R with the 2×2 MIMO configuration can

be used as transceivers.
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Abstract—In this paper, a bidirectional full-duplex amplify-

and-forward (AF) relay network with multiple antennas at

source nodes is proposed. Assuming that the channel state

information is known at the source nodes, transmit antenna

selection and maximal ratio combining (MRC) are employed

when source nodes transmit information to the relay node

and receive information from the relay node respectively, in

order to improve the overall signal-to-interference plus noise

ratio (SINR). Analytical expressions are derived for tight up-

per bound SINR at the relay node and source nodes upon

reception. Further, closed form expressions are also derived

for end-to-end outage probability of the proposed bidirectional

full-duplex AF relay network in the Nakagami-m fading chan-

nel environment. Although self-interference at the relay node

limits the performance of the full-duplex network, the outage

performance of the proposed network is better than that of

conventional bidirectional full-duplex and half-duplex AF re-

lay networks, due to the selection diversity gain in TAS and

diversity and array gain in MRC.

Keywords—channel state information, Nakagami-mmm fading

channel, self interference, SINR.

1. Introduction

Bidirectional full-duplex relay assisted wireless networks

have attracted considerable interest in the field of wireless

communications due to their capability to improve network

coverage, capacity, data rate and spectral efficiency [1]–[4].

Several IEEE protocol standards, such as IEEE 802.16j and

LTE-A, adopted the relay technology to improve coverage

and capacity [5], [6]. In a bidirectional full-duplex amplify-

and-forward (AF) relay network, source nodes transmit data

to the relay node and, at the same time, the relay node

forwards the amplified signal back to the source nodes to

utilize the spectral resources more efficiently [7]. There-

fore, the data rate is doubled compared to the conventional

half-duplex decode-and-forward (DF) relay network with

physical-layer network coding (PLNC) for mutual data ex-

change [8]. However, its performance is limited mainly

by self-interference due to the leakage from the full-duplex

relay node transmission to its own reception.

Bidirectional relaying has become a potential candidate for

sustaining the evolution of fifth generation (5G) technolo-

gies towards denser heterogeneous networks, with flexi-

ble relaying modes being studied recently [9]. There are

many issues, such as synchronization and channel esti-

mation errors, which are considered in [10]–[13]. It has

been reported that the increased degree of freedom (DoF)

offered by spatial domain antenna arrays of multiple in-

put multiple output (MIMO) networks may be utilized

to provide a range of new solutions for self-interference

cancellation/suppression [14]. Wireless transmission and

reception using multiple antennas also improves the overall

signal-to-noise ratio (SNR) of the network through diver-

sity and array gains, and, hence, provides high capacity and

reliability [15], [16].

However, as the number of antennas increases, the re-

quirement to provide expensive radio frequency chains also

grows [17]. Further, designing power amplifiers with the re-

quired large linearity region is a major challenge. Transmit

antenna selection (TAS) is one of the alternatives enabling

to solve this problem. In TAS, the transmitter selects the

best antenna based on the channel state information from

the receiver, obtained through the feedback channel. Thus,

it requires only one RF chain, although many cheap antenna

elements are used in the network. In [18]–[21] different al-

gorithms have been proposed for antenna selection in a one

way AF relay network.

In [22] antenna selection is done at both transmitter and

receiver ends of the bidirectional half-duplex MIMO AF

relay network. In [23], [24], the combination of TAS and

maximal ratio combining (MRC) at the receiver is used in

a one-way AF relay network. In [25], the performance of
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a dual hop AF MIMO multi-antenna relay network with

the best end-to-end antenna selection was considered and

compared with the transmit beamforming MRC in [26].

In [27], a wide variety of antenna selection schemes based

on low complexities are proposed for one way full-duplex

relaying. In [28], source transmit antenna selection for

MIMO DF relay networks is proposed based on the channel

state information to maximize the diversity and joint coding

for multiple relay networks.

The focus of earlier research work was on transmit an-

tenna selection in half-duplex bidirectional wireless relay

networks, self-interference is the major limiting factor in

full-duplex bidirectional relay network. In this paper, a bidi-

rectional full-duplex AF relay network with multiple an-

tennas at source nodes is proposed. Assuming that the

channel state information is known at the source nodes,

TAS and MRC are employed when source nodes trans-

mit information to the relay node and receive information

from the relay node respectively, in order to improve the

overall SINR.

The major contributions of this paper are:

• TAS and MRC are employed at source nodes in the

proposed bidirectional full-duplex AF relay network,

which maximizes the overall SINR.

• A closed form analytical expression is derived for

end-to-end outage probability of the proposed net-

work in the Nakagami-m fading channel environment.

The Nakagami-m fading model represents a wide va-

riety of realistic line of sight (LoS) and non-LoS fad-

ing channels encountered in practice. Hence, the de-

rived analytical expression of outage probability can

be used to investigate the outage characteristics under

different fading severity conditions of the proposed

bidirectional AF full-duplex relay network.

• The outage performance of the proposed network is

also compared with a half-duplex bidirectional AF

relay network with TAS and MRC in the Nakagami-m
fading environment.

The remaining part of this paper is organized as follows.

The system model of the proposed bidirectional full-duplex

AF relay network is presented in Section 2. Section 3 pro-

vides the outage performance analysis of the proposed bidi-

rectional AF relay network with TAS and MRC. Numerical

results are presented in Section 4, and concluding remarks

are given in Section 5.

2. System Model

A bidirectional FD AF relay network is shown in Fig. 1.

The source nodes S j, j = 1,2 are equipped with N mul-

tiple antenna terminals and an intermediate FD AF relay

node terminal R is equipped with two antennas, one for

transmitting and the other for receiving.

Let Ps and Pr be the transmit power at source nodes S1,S2
and relay node R respectively.

Fig. 1. System model of a bidirectional FD AF relay network.

The direct link between the source nodes does not ex-

ist due to the shadowing effect. The channel impulse

response vector between source nodes S1,S2 and relay

node R is written as h jr =
[

h(1)
r j ,h(2)

r j , . . . ,h(N)
r j

]T
, j = 1,2,

where T denotes the transpose of channel vector. Each ele-

ment of the channel impulse response vector is denoted by

h(l)
r j =

∣

∣

∣
h(l)

r j

∣

∣

∣
e jθ , l = 1,2, . . . , N, where

∣

∣

∣
h(l)

r j

∣

∣

∣
is Nakagami-

m distributed with shape and scale parameters m, Ω and θ
being uniformly distributed over [0, 2π ]. The probability

density function (PDF) of

∣

∣

∣
h(l)

r j

∣

∣

∣
is given by:

f∣
∣

∣
hl

r j

∣

∣

∣

(x) =
2

Γ(ml)

(

ml

Ωl

)ml

x2ml−1 e
−

ml

Ωl
x2

,

x ≥ 0, l = 1, 2, . . . , N , (1)

where Γ(.) is the Gamma function, defined as Γ(Φ) =
∫ ∞

0 xΦ−1e−Φdx. The shape parameters m1, m2, . . . , mN and

scale parameters Ω1, Ω2, . . . , ΩN are independent. Naka-

gami-m fading represents a wide range of fading scenarios

through its shape parameter m, which ranges from 0.5 to ∞.

The m = 0.5 represents worst-case fading and m = ∞, no

fading. m = 1 corresponds to Rayleigh fading. Hence,

Rayleigh fading becomes a special case of the Nakagami-m
fading channel. As m increases further, the severity of fad-

ing reduces [16]. It is assumed that channel reciprocity

exists between source nodes and the relay node; then

h(l)
r j = h(l)

jr l = 1, 2, . . . , N holds.

The transmit antenna selection q j at the source nodes

S j, j = 1, 2 is based on the following criteria:

q j = argmax
q∈{1,2,...,N}

[

∣

∣

∣
hq

jr

∣

∣

∣

2
]

, j = 1, 2 . (2)

The antenna selection information is sent to the relay node

R through a dedicated control channel. In k-th time slot,

the receive signal at relay node R is given by:

yr(k) =
√

Psh
q1
r1x1(k)+

√

Psh
q2
r2x2(k)+hrrtr(k)+nr(k) . (3)

The symbols x j (k) , j = 1, 2 transmitted by both source

nodes S j, j = 1, 2 belong to the unit symbol energies

E
{

∣

∣x1
∣

∣

2
}

= 1 and E
{

∣

∣x2
∣

∣

2
}

= 1. The nr(k) is an additive

white Gaussian noise at relay node R with zero mean and

variance of σ 2
n . As the relay node R operates in a full-duplex

mode, it broadcasts the receive signal at the (k−1)-th
time slot to both the source nodes S j, j = 1, 2 with an
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amplification factor βr. The transmit signal tr(k) at relay

node R at k-th time slot is given by:

tr(k) =
√

Prβryr(k−1) . (4)

The self-interference hrr at relay node R is also modeled as

Gaussian distributed with zero mean and variance σ 2
e,r.

Substituting Eq. (3) with Eq. (4), tr (k) can be expressed

as:

tr (k) = βr
√

Pr

∞

∑
n=1

(

hrrβr
√

Pr
)n−1 g(k−n) , (5)

where g(k) =
√

Psh
q1
r1x1(k−n)+

√

Psh
q2
r2x2(k−n)+nr(k−n).

The variance of tr (k) is derived as:

E
[

∣

∣tr(k)
∣

∣

2
]

=

=
(

Ps
∣

∣hq1
r1

∣

∣

2
+Ps

∣

∣hq2
r2

∣

∣

2
+σ 2

n

) β 2
r Pr

1−
∣

∣hrr
∣

∣

2β 2
r Pr

= Pr . (6)

The variance of tr (k) should be equal to Pr. Equating the

right-hand side expression of Eq. (6) with Pr to prevent the

oscillation at the relay node R, the amplification factor βr
of the relay node is calculated as:

βr =
1

√

Ps
∣

∣hq1
r1

∣

∣

2
+Ps

∣

∣hq2
r2

∣

∣

2
+Pr |hrr|

2 +σ 2
n

. (7)

The receive signals at l-th antenna of source nodes S j,

j = 1, 2 are:

yl
j(k) = hl

jrtr(k)+
√

Psh
q j
j jδ (l −q j)x j(k)+nl

j(k),

l = 1, 2, . . . , N, j = 1, 2 (8)

where δ (l −q j) =

{

1 if l = q j
0 if l 6= q j

.

By substituting Eq. (4) and Eq. (7) in Eq. (8), the receive

signal at S j, j = 1, 2 by l-th antenna is expressed as:

yl
j(k) =

√

PrPsβrhl
jrh

q j
jr x j(k−1)+

+
√

PrPsβrhl
jrh

q j̄
j̄r x j̄(k−1)+

+
√

Prβrhl
jrhrrtr(k−1)+

+
√

Psh
q j
j jδ (l −q j)x j(k)+

√

Prβrhl
jrnr(k−1)+

+nl
j(k),

l = 1,2, . . . , N, j = 1, 2 , (9)

where { j, j̄}= {1,2} or {2,1}. In vector form, it is written

as:

y j(k) =
√

PrPsβrh jrh
q j
jr x j (k−1)+

+
√

PrPsβrh jrh
q j̄
j̄r x j̄ (k−1)+

+
√

Prβrh jrhrrtr (k−1)+

+
√

PsDq jh j jx j (k)+
√

Prβrh jrnr (k−1)+

+n j (k) ,

j = 1, 2 . (10)

The first term in Eq. (10) is the self-information signal at

the source node S j, j = 1, 2 and it can be subtracted. The

second term is the useful signal from S j̄. The third and

fourth terms are the self-interference at relay node R and

source S j respectively. The last two terms are the noise at

relay node R and source node S j. The term Dq j is a diag-

onal matrix in which the q j-th diagonal element is unity.

After subtracting, the self-information signal term is:

y j (k) =
√

PrPsβrh jrh
q j̄
j̄r x j̄ (k−1)+

+
√

Prβrh jrhrrtr (k−1)+

+
√

PsDq jh j jx j (k)+
√

Prβrh jrnr (k−1)+

+n j (k) ,

j = 1, 2 . (11)

Since each node is equipped with multiple antennas, MRC

is applied at each source node to obtain diversity gain. Now

the MRC output at the source nodes S j is expressed as:

z j (k) = h∗
jry j (k) . (12)

Substituting Eq. (11) in Eq. (12), the MRC output is:

z j(k) =
√

PrPsβr
∥

∥h jr
∥

∥

2 h
q j̄
j̄r x j̄ (k−1)+

+
√

Prβr
∥

∥h jr
∥

∥

2 hrrtr (k−1)+
√

PsDq jh j jx j (k)+

+
√

Prβr
∥

∥h jr
∥

∥

2 nr (k−1)+h∗
jrn j(k) . (13)

Since source nodes S j, j = 1, 2 are ideal and non-iterative,

the effect of self-interference term
√

PsDq jh j jx j (k) is ne-

glected. Now, the MRC output is rewritten as:

z j (k) =
√

PrPsβr
∥

∥h jr
∥

∥

2 h
q j̄
j̄r x j̄ (k−1)+

+
√

Prβr
∥

∥ h jr
∥

∥

2 hrrtr (k−1)+

+
√

Prβr
∥

∥h jr
∥

∥

2 nr (k−1)+h∗
jrn j (k) .

(14)

Given h jr, the end-to-end receive SINR at each source node

is:

γ j =
PrPsβ 2

r
∣

∣h
q j̄
j̄r

∣

∣

2 ∥
∥h jr

∥

∥

4

P2
r β 2

r |hrr|
2∥
∥h jr

∥

∥

4
+Prβ 2

r

∥

∥h jr
∥

∥

4σ2
n +

∥

∥h jr
∥

∥

2 σ2
n

,

j = 1, 2 . (15)

Substituting for βr from Eq. (7) in Eq. (15), the SINR

expression is:

γ j =
PrPs

∣

∣

∣
h

q
j̄

j̄r

∣

∣

∣

2 ∣
∣h jr
∣

∣

2





P2
r |hrr |2‖h jr‖

2
+Pr‖h jr‖

2σ 2
n +Ps

∣

∣

∣
h

q j
jr

∣

∣

∣

2
σ 2

n

+Ps

∣

∣

∣

∣

h
q

j̄
j̄r

∣

∣

∣

∣

2
σ 2

n +Pr|hrr |2σ 2
n +σ 4

n





,

j = 1, 2 . (16)

Let ξr = Pr
σ 2

n
, ξs = Ps

σ 2
n

and σ 2
e,r = |hrr|

2
. The term ξs denotes

the SNR at source nodes, ξr denotes the SNR at relay and
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σ2
e,r denote the variance of the self-interference at relay

node R. After simple manipulations, the end-to-end receive

SINR at source nodes S j, j = 1, 2 is:

γ j =

=
ξs

∣

∣

∣
h

q
j̄

j̄r

∣

∣

∣

2
ξr
∥

∥h jr
∥

∥

2

ξr(σ 2
e,r+1)

∥

∥h jr
∥

∥

2
+ξs

(

∣

∣

∣
h

q
j̄

j̄r

∣

∣

∣

2
+
∣

∣

∣
h

q j
j̄r

∣

∣

∣

2
)

+σ 2
e,r+1

. (17)

The variance of the self-interference |hrr|
2 ξr at relay node

is defined as σ 2
e,r. As the variances of the self-interference

terms are too small, the upper bound of instantaneous SINR

at the source nodes is:

γ j <

ξrξs

∣

∣

∣
h

q j̄
j̄r

∣

∣

∣

2∥
∥h jr

∥

∥

2

ξr(σ 2
e,r +1)

∥

∥h jr
∥

∥

2
+ξs

∣

∣

∣
h

q j̄
j̄r

∣

∣

∣

2 . (18)

3. Performance Analysis

The overall outage probability of the proposed system oc-

curs when γ j falls below the threshold γ-th = 2Rt
−1, where

Rt is the required target data rate. To derive the closed form

expression for overall outage probability, SINR expression

is to be rewritten in a suitable form.

The upper bound of instantaneous end-to-end SINR at

source nodes S j, j = 1, 2:

1
γ j

>
(σ 2

e,r +1)

ξs

∣

∣

∣
h

q j̄
j̄r

∣

∣

∣

2 +
1

ξr
∥

∥h jr
∥

∥

2 . (19)

Further, it can be approximated as:

1
γ j

> max











(σ 2
e,r +1)

ξs

∣

∣

∣
h

q j̄
j̄r

∣

∣

∣

2 ,
1

ξr
∥

∥h jr
∥

∥

2











. (20)

Hence, the tight upper bound of end-to-end SINR us-

ing [29] at the source nodes is:

γ j ≤ min











ξs

∣

∣

∣
h

q j̄
j̄r

∣

∣

∣

2

(

σ2
e,r +1

) ,ξr
∥

∥h jr
∥

∥

2











,

j = 1, 2 . (21)

Then, the outage probability for the proposed bidirectional

AF relay network is expressed as

P
s j
out = Pr(γ j < γ-th) (22)

Substituting Eq. (21) in Eq. (22), the outage probability is:

P
s j
out = Pr






min











ξs

∣

∣

∣
h

q j̄
j̄r

∣

∣

∣

2

(

σ2
e,r +1

) ,ξr
∥

∥h jr
∥

∥

2











≤ γ-th






,

j = 1, 2 . (23)

Let Px = ξs
(σ 2

e,r+1)
and Py = ξr. Equation (23) can be rewrit-

ten as:

P
s j
out = Pr

{

min
{

Px

∣

∣

∣
h

q j̄
j̄r

∣

∣

∣

2
,Py
∥

∥h jr
∥

∥

2
}

≤ γ-th

}

,

j = 1, 2 , (24)

P
s j
out = 1−

(

1−Pr
{

∣

∣

∣
h

q j̄
j̄r

∣

∣

∣

2
<

γ-th

Px

})

×

×

(

1−Pr
{

∥

∥h jr
∥

∥

2
<

γ-th

Py

})

,

j = 1, 2 . (25)

Since
∣

∣h
q j̄
j̄r

∣

∣ is Nakagami-m,
∣

∣h
q j̄
j̄r

∣

∣

2
follows the Gamma dis-

tribution with shape parameter mq j̄
and scale parameter

βq j̄
=

Φq j̄
mq j̄

, the PDF of X =
∣

∣h
q j̄
j̄r

∣

∣ is given by:

fX (x) =
1

Γ(mq j̄
)βq j̄

x
mq j̄

−1
e
− x

βq j̄ . (26)

Similarly,
∥

∥h jr
∥

∥

2
= ∑N

l=1

∣

∣

∣
hl

jr

∣

∣

∣

2
follows the Gamma distri-

bution with shape parameter, l = 1, 2, . . . , N and shape pa-

rameter βq j̄
=

Φl
jr

ml
jr

, l = 1, 2, . . . , N, the PDF of Y =
∥

∥h jr
∥

∥

2

is given by:

fY (y) =
1

Γ
(

Nml
jr

)

β l
jr

yNml
jr−1 e

− y
β l

jr . (27)

Substituting the Eq. (27) in Eq. (25), Pr
{

∥

∥h jr
∥

∥

2
<

γ-th
Py

)

is

computed as:

Pr
{

∥

∥h jr
∥

∥

2
<

γ-th

Py

)

=

=

∫
γ-th
Py

0

1

Γ
(

Nml
jr

)

β l
jr

yNml
jr−1 e

−y
β l

jr dy = (28)

=
1

Γ
(

Nml
jr

)

β l
jr

∫
γ-th
Py

0
yNml

jr−1 e
−y
β l

jr dy . (29)

The outage probability at the source nodes due to MRC is

computed as [30]:

Pr
{

∥

∥h jr
∥

∥

2
<

γ-th

Py

}

=
1

Γ
(

Nml
jr

)Γ

(

γ-th

Pyβ l
jr

,Nml
jr

)

. (30)

It is worth noting that, even though a single active antenna

is selected at both the source nodes, it is possible to achieve

the N diversity order between the source nodes and the relay

node. Similarly by using the PDF given in Eq. (26), the

outage probability at the relay node is:

Pr
{

∣

∣

∣
h

q j̄
j̄r

∣

∣

∣

2
<

γ-th

Px

}

=





1

Γ
(

mq j̄

) Γ

(

γ-th

Pxβq j̄

,mq j̄

)





N

. (31)
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Substituting Eq. (30) and Eq. (31) in Eq. (25), the outage

probability of the proposed system is:

Pr(γ j <γ-th)= 1−







1−





1

Γ
(

mq j̄

)Γ

(

γ-th

Pxβq j̄

,mq j̄

)





N




×

×



1−
1

Γ
(

Nml
jr

)Γ

(

γ-th

Pyβ l
jr

, Nml
jr

)



 , (32)

where Γ(...) is the incomplete Gamma function and it is

given by Γ(z,Φ) =
∫ z

0 xΦ−1e−xdx.

4. Numerical Results and Discussions

In this section, the outage performance of the proposed

bidirectional full-duplex AF relay assisted network with

TAS and MRC is analyzed using the analytical expressions

derived in Section 3. The parameter values for the analyti-

cal expression and simulations are based on [7] for outage

analysis and are listed in Table 1.

Table 1

List of parameters

Parameters Values

Target data rate Rt 1, 2, 4 bps/Hz

Number of antennas at source
nodes N 1, 2, 4

Shape parameter m 1, 1.5, 2

Variance of channel β 2

Variance of self-interference σ 2
e,r –20 to 30 dB

SNR at source nodes 0–30 dB

Relay power Pr 30 dB

The outage performance of the proposed bidirectional full-

duplex AF relay network is shown in Fig. 2 at a target

Fig. 2. Outage performance of the proposed bidirectional AF

relay network in Rayleigh fading channel.

rate of Rt = 4 bps in the Nakagami-m fading environment

with shape parameter m = 1 and for various numbers of

antennas N at source nodes. At the outage probability of

10−1 it is observed that the minimum SNR requirement

is approximately 20 dB when a single antenna N = 1 is

employed at the source nodes. In the case of a bidirec-

tional full-duplex (BFD) AF relay network without TAS and

MRC [7], the SNR requirement is approximately 25 dB at

N = 1. As the number of antennas N at the source nodes

increases to 2, the minimum SNR requirement decreases to

14 dB. This improvement is due to the transmit diversity at

the source nodes and the receive diversity and array gains at

source nodes from MRC. It is observed that the analytical

results precisely match exactly with the simulation results

for N ≥ 2. But, in a single antenna environment, there is

a small deviation between analytical data and simulations at

high SNR, due to the approximations that have been made

to obtain the tight upper bound.

Fig. 3. Outage performance of the proposed bidirectional full-

duplex AF relay network in Rayleigh fading channel and bidirec-

tional half-duplex.

The outage performance of the proposed bidirectional full

duplex AF relay network is compared with the bidirec-

tional half-duplex AF relay network at a target rate of Rt =
2 bps/Hz using Fig. 3 for various numbers of antennas N
at source nodes. For bidirectional half-duplex AF relay net-

work, the outage probability expression is:

Pr
(

γ j < γ th
HD
)

=

= 1−







1−





1

Γ
(

mq j̄

)Γ

(

γth
HD

PHD
x βq j̄

,mq j̄

)





N




×

×



1−
1

Γ
(

Nml
jr

)Γ

(

γth
HD

Pyβ l
jr

,Nml
jr

)



 , (33)

where γ th
HD = 22Rt

−1 and PHD
x = ξs.
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It is observed that the proposed bidirectional full-duplex

AF relay network has better outage performance when com-

pared with a half-duplex relay network. At the outage prob-

ability of 10−2, the SNR requirement in a half-duplex relay

network is 20 dB when N=2, whereas in a full duplex net-

work it is 13 dB. With a further increase in N value to 4,

the SNR requirement in half duplex decreases to 14 dB,

whereas in full-duplex it falls to 7 dB.

Fig. 4. Outage performance of the proposed bidirectional full-

duplex AF relay network by varying the variance of the self-in-

terference.

In Fig. 4, the effect of self-interference on the outage per-

formance of the proposed full duplex AF relay network is

examined under various target rates Rt in bps/Hz and SNR

with the number of antennas at the source nodes N = 4.

The outage probability of an FD network increases as the

variance of the self interference increases. As the HD net-

work has no effect of self-interference, its outage perfor-

mance does not vary. However, the outage performance of

an FD network is better than that of an HD network when

the variance of self-interference σ 2
e,r is very small. It is

observed that the bidirectional AF FD with Rt = 4 bps/Hz,

SNR = 20 dB and HD with Rt = 2 bps/Hz, SNR = 20 dB

almost have the same outage performance in the case of

small interference, which proves that FD is better than HD,

and it doubles the rate when the self-interference is small

enough.

In Fig. 5, the outage performance of the proposed bidirec-

tional full-duplex relay network is shown for various shape

parameters in the Nakagami-m fading channel. The num-

ber of antennas at the source nodes is fixed at N = 4 and

the target rate at Rt = 4 bps/Hz. At an outage probability

of 10−2, the minimum SNR requirement of the proposed

network is 14 dB when m = 1 (Rayleigh fading environ-

ment). When m = 1.5 and m = 2, the SNR requirement

decreases to 11 dB and 9 dB respectively, as the effect of

fading severity decreases.

In Fig. 6, the outage performance of the proposed bidirec-

tional full-duplex relay network is shown for a target rate

Fig. 5. Outage performance of the proposed bidirectional full-

duplex relay network for different shape parameters.

Fig. 6. Outage performance of the proposed bidirectional full-

duplex relay at various data rates in Rayleigh fading channels

(m = 1).

varying from 1 bps/Hz to and an outage probability of 10−3,

the data rate 10 bps/Hz. The number of antennas at source

nodes is assumed to be N =1,2,4. For N =2 and an outage

probability of 10−3, the data rate for the proposed network

is 2.5 bps/Hz, when the number of antennas N increases to

4, the same outage probability is maintained at a data rate

of 5 bps/Hz. It is observed that increasing the number of

antennas at the source nodes improves the data rate.

5. Conclusion

In this paper, a TAS- and MRC-based bidirectional full-

duplex AF relay network is proposed to overcome the ef-
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fect of self-interference at full duplex nodes and to improve

the overall SINR. A closed form analytical expression is

derived for the end-to-end outage probability of the pro-

posed network in the Nakagami-m fading channel environ-

ment. The proposed network has better outage performance

when compared with a full-duplex bidirectional AF relay

network with a single antenna at the source nodes. Further,

it provides better performance than a half-duplex bidirec-

tional AF really network.
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Abstract—A compact planner patch ultra-wideband (UWB)

antenna is presented in this paper. The antenna configura-

tion consists of a spectacles-shaped patch and a slotted ground

plane. Different parameters are investigated for improving the

antenna’s properties and for achieving the preferred UWB

band (3.1–10.6 GHz). The experimental and simulated results

demonstrate that the proposed antenna acquires an operat-

ing bandwidth of 117% (3–11.5 GHz) with a stable omnidi-

rectional radiation pattern, about 89% of average radiation

efficiency and 4.2 dBi of average gain with the maximum of

5.7 dBi at 10.2 GHz.

Keywords— patch antenna, tapered ground, UWB, wireless com-

munication

1. Introduction

The main problem with most antennas is that the size and

the bandwidth of an antenna are contradictory features.

The wider the bandwidth, the bigger the antenna. There-

fore, a lot of research has been conducted to overcome this

problem. Recently, adding a finite metal plane [1], insert-

ing an additional stub to one side of the circular patch [2],

adding steps to the lower edge of the patch, adding a slot to

one side of the radiating element [3] have been described

as methods used for increasing the operating bandwidth of

elliptically and circularly planar monopole antennas.

The properties of the ultra-wideband (UWB) antennas can

be improved also by changing the patch shape (rectangu-

lar, elliptical, circular, heart-shaped). Wider bandwidth can

be also achieved by reducing dimensions of the ground

plane [4]–[7]. Over the past decade, numerous antennas

have been proposed for UWB applications. Unfortunately,

a large ground plane increases bandwidth, but also in-

creases the dimensions. Hence, the antenna is no longer

compact and is hard to integrate with microwave technol-

ogy [8]. To overcome this problem for UWB applications,

various line-feeding and waveguide-feeding antennas are

investigated.

Ray et al. reported a small elliptical ring antenna for UWB

applications, where the antenna having a bandwidth of

4.6–10.3 GHz does not meet the requirements of UWB

systems [2]. Despite its compact size, the antenna cannot

offer a full range of UWB features [9], but its dimensions

are smaller than those of the antennas reported in [10], [11].

In this paper, an antenna with a spectacles-shaped radi-

ator and a tapered slot ground plane, with the operating

bandwidth of 3–11.5 GHz and meeting all UWB criteria

is presented. Its dimensions are reduced, but performance

is increased due to the modified design structures. Combi-

nation of the spectacles-shaped patch and the tapered slot

ground plane make the design more efficient and suitable

for use in UWB applications.

2. Design

Figure 1 shows the proposed antenna layout to be fabricated

with the use of typical FR4 1.6 mm thick PCB laminate.

The front side, having the form of a spectacles-shaped radi-

ator, is shown in Fig. 1a. Figure 1b shows the ground plane,

Fig. 1. Antenna geometry: (a) top view, (b) bottom view,

(c) side view.
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which is calculated on the other side of FR4. Two circular

slots r1 and r2 form the spectacles-shaped modified patch,

ensuring better performance. A 50 Ω microstrip transmis-

sion line is connected to the bottom of the feed line. The

overall dimensions of the design are (W × L) 21×24 mm.

The specific parameters of the modified ground plane and

patch are presented in Table 1.

Table 1

Parameter of the presented design

Parameter
Value

[mm]
Parameter

Value

[mm]

W 21 w1 6.5

L 24 L1 8.66

l 7.30 L2 7.52

Wn 5.56 L3 10.12

Wf 3 h 1.6

r1, r2 2.5 h1 5.564

Different shapes tested in order to achieve a wide UWB

bandwidth are shown in Fig. 2a and simulated results of

S11 are presented in Fig. 2b. It is observed that the tapered

design offers a wider bandwidth compared to circle, ellipti-

cal or square slot ground planes. For the circle slot ground

Fig. 2. Effect of ground plane shape on S11: (a) different ground

plane shapes and (b) S11 parameter.

plane, the operating bandwidth achieved is 7.3–11 GHz

and fails to meet UWB requirement. For elliptical and

square slot ground planes, the resonant frequency is not

satisfactory to meet the desired specification. Finally, after

applying the tapered slot ground plane, the operating band-

width attained (< 10 dB) meets the requirements set. Fig-

ure 3 demonstrates the effect of patch shape on bandwidth.

Fig. 3. Effects of patch shape on S11 reflection coefficient.

The simulated results show that only the spectacles-shaped

patch proposed attains a full bandwidth of 3–11.5 GHz,

covering the entire UWB spectrum. The lower frequency

bandwidth is meaningfully affected by the modified patch

shape.

3. Results

3.1. Frequency-Domain Performance

A prototype of the proposed antenna is presented in Fig. 4.

The optimization measurements were performed with 3D

HF Ansoft’s HFSS EM software simulator, based on the fi-

nite element method and the CST Studio solver. The results

Fig. 4. Prototype of the proposed antenna (top and bottom view)

difference and measurment setup.

measured were attained from the Agilent E8362C vector

network analyzer in a Satimo near field anechoic chamber

(UKM StarLab).
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The reflection coefficient S11, measured and simulated vs.

frequency is shown in Fig. 5. It is observed that the op-

erating bandwidth ranges from 3 to 11.5 GHz. There is

a slight distortion between the measured and simulated re-

sults, because of faulty soldering and the coaxial cable that

was used for the measurements. The design covers the full

UWB band (3.1–10.6 GHz).

Fig. 5. Return loss vs. frequency.

The simulated and experimental gain across the operating

bandwidth is presented in Fig. 6. The maximum gain of

5.7 dBi is recorded at 10.2 GHz, and the average gain across

UWB equals 4.2 dBi. The radiation efficiency measured

and simulated for the antenna is presented in Fig. 7. Ra-

diation varies between lower and higher bands from 81%

to 9%. Efficiency and gain are both affected by the use

of low-cost FR4 PCB laminate as the substrate. Gain and

efficiency can be improved by using microwave substrate

materials.

Fig. 6. Measured and simulated gain.

The surface current distribution at 4.5 GHz and 8.5 GHz

is shown in Figs. 8 and 9, respectively. The antenna’s

Fig. 7. Measured and simulated efficency.

Fig. 8. Surface current distribution at: (a) 4.5 GHz and

(b) 8.5 GHz. (See color pictures online at www.nit.eu/

publications/journal-jtit)

measured and simulated radiation pattern at 3.5 GHz,

6.5 GHz and 9.5 GHz with both cross-polarization and

co-polarization of two major planes, is shown in Fig. 9.

The surface current is evenly distributed over the lower

frequency of 4.5 GHz. At higher frequencies, the antenna

shows the development of higher order current modes and

the density of current is lower on the patch. It is observed

that the antenna has, over the UWB band, a stable radiation
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pattern that is almost omnidirectional at lower frequencies.

Unwanted cross-polarization occurs with the increase of

frequency when changing current distribution. As a result,

the radiation pattern is slightly more directional at higher

frequencies. Several null points are also observed in cur-

rent distribution at higher frequencies. With higher order

modes, the radiating element is excited and causes the di-

rectional radiation pattern.

Fig. 9. 2D and 3D radiation pattern at: (a) 3.5 GHz, (b) 6.5 GHz, and (c) 9.5 GHz.
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3.2. Time Domain Performance

It is clear, from frequency domain observations, that the

proposed antenna demonstrates good frequency domain

performance. However, decent frequency domain charac-

teristics cannot guarantee the antenna’s equal behavior in

the time domain. Hence, in order to validate the design,

its time-domain behavior needs to be examined, includ-

ing the transmission coefficient, input-output pulse wave-

form, and group delay investigation. Figure 10 shows the

transmission coefficient |S21| with two matching proposed

antennas used, placed in front of each other and in a side-

by-side configuration, at a distance of 300 mm, consider-

ing far field environments across the whole UWB range.

Figure 10 shows flat magnitude of the transmission coef-

ficient line over the operating band. A slight decrease is

observed in the side-by-side scenario at 10.1 GHz, with the

magnitude remaining flat over the rest of the bandwidth,

which indicates a stable UWB transmission capability in

both face-to-face and side-by-side configurations.

The group delay is defined as the first derivative of the

far field phase of the transmission response with respect to

radial frequency ω [12]. Figure 11 presents the measured

Fig. 10. Transmission coefficient in face-to-face and side-by-side

scenarios.

Fig. 11. Group delay.

group delay in the face-to-face and side-by-side scenarios.

One can see two sharp variations of the group delay at

4.5 and 8.5 GHz, which specifies a slight non-conformity

with the linear phase response. Group delay remains almost

constant at other frequencies outside the affected bands that

show good phase linearity. The input and received signals

in the face-to-face and side-by-side scenarios (with the dis-

tance of 300 mm in the case of the latter) are shown in

Fig. 12. The received signals in both orientations have par-

Fig. 12. Input and received pulse waveforms in: (a) face-to-face

and (b) side-by-side scenario.

allel waveforms showing a small disparity. The highest

value of cross-correlation between the transmitting and re-

ceiving pulse estimates the signal distortion, known as fi-

delity factor (FF). Typically, the pulse becomes almost un-

recognizable if the alteration is higher than 50% (FF < 0.5).

For face-to-face and side-by-side setups, FF equals 83%

and 90%, which indicates that the proposed system offers

a lower distortion of the signal while transmitting UWB

impulse signals, simultaneously displaying a low-variation

transmission coefficient, a constant group delay and a de-

cent FF, demonstrating good phase linearity.

A comparison of the proposed antenna and the ones de-

scribed in literature is presented in Table 2. The parameters
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considered include bandwidth (BW), fractional bandwidth

(FBW), gain, and applications.

Table 2

Comparison of bandwidth, fractional

bandwidth, gain, and applications

Reference

BW

(S11 <
10 dB)
[GHz]

FBW

[%]

Gain

[dBi]

Applica-

tions

[8] 3.4–9.9 97 4.8

Near

field

imaging

[5] 4–14 111 2.32–4.4 UWB

[6] 3.7–18 132 3.97 UWB

[7] 3.1–15.2 132 2.5 UWB

[9] 8.39–9.7 84 4.25 UWB

Proposed

design
3–11.5 117 5.7 UWB

4. Conclusions

The spectacles-shaped patch antenna is a miniature

21×24 mm design with an operating bandwidth of 117%

(3–11.5 GHz) and a return loss of < 10 dB. The antenna

shows an average peak gain of 4.2 dBi across the UWB

band, with high efficiency levels of over 81% and a sta-

ble omnidirectional radiation pattern. Both the frequency

and time domain characteristics of the proposed design are

properly analyzed. The antenna is very simple in design,

low-cost and highly efficient, which makes it suitable for

integration with portable devices.
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Abstract—This paper presents a survey on the MAC and net-

work layer of Wireless Sensor Networks. Performance re-

quirements of the MAC layer are explored. MAC layer pro-

tocols for battery-powered networks and energy harvesting-

based networks are discussed and compared. A detailed dis-

cussion on design constraints and classification of routing pro-

tocols is presented. Several routing protocols are compared in

terms of such parameters as: energy consumption, scalability,

network lifetime and mobility. Problems that require future

research are presented. The cross-layer approach for WSNs

is also surveyed.

Keywords—cross layer, Medium Access Control, protocols,

Wireless Sensor Networks.

1. Introduction

Any Wireless Sensor Network (WSN) application requires

the physical environment to be sensed for data transmitted

over a channel to a base station. Power is required in order

to sense data and send it to the base station. It can be

obtained from a battery or may be harvested from a natural

source. One of the basic architectures of a sensor node

is shown in Fig. 1 [1]. It comprises 4 units responsible

for power, processing and communications. Most energy is

consumed by processing and communications.

Fig. 1. Architecture of a typical sensor node.

In order to overcome energy, lifetime, traffic and mobility

constraints, the communication protocol stack needs to be

carefully designed.

The basic structure of a WSN protocol stack is discussed

in Section 2. Transport and upper layers add reliability to

the transmission of data only, which is not a key concern

in the majority of WSN applications. Hence, only the data

link layer (DLL) and the network layer are discussed in this

paper. Energy consumption sources, classification, design

constraints, respective protocols and outstanding research

problems are discussed for the MAC and network layers.

In Section 3, a sub-layer of DLL – Medium Access Con-

trol (MAC) layer – is surveyed. In Section 4, the network

layer is examined. A comparison of both MAC and rout-

ing protocols has been tabulated in the respective sections.

In Section 5, the cross layer approach, a technological ad-

vancement enhancing efficiency, is discussed.

2. Protocol Stack in WSNs

Proper design of the protocol stack is important for the

overall efficiency of a WSN. WSN differs from conventional

computer communication networks in the following ways:

• Contrary to computer network’s well planned phys-

ical topology, the nodes are densely and randomly

deployed in WSNs.

• Once designed, computer networks remain static,

whereas WSNs are dynamic in nature. Failure of

one node can change the entire topology. So, WSNs

need to be self-configurable.

• Computer networks have IP addresses for their global

identification. WSN nodes have no global identifica-

tion because it creates a large overhead.

• Computer networks have a continuous supply of en-

ergy, whereas WSNs have limited resources. So, the

WSN protocol stack needs to be energy-aware.

Protocol stacks in WSNs comprise five horizontal and five

vertical levels. They have five layers and five management

planes, as shown in Fig. 2 [2].

Fig. 2. Protocol stack of WSNs.
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3. Data Link Layer

DLL has two sub-layers: MAC and Logical Link Control

(LLC). LLC is used for link management, flow and er-

ror control. MAC is responsible for assembling data into

frames and for disassembling frames to retrieve informa-

tion. Nodes may be sharing a single channel for sending

data over to the sink or to another node. Simultaneous

transmission of data on a single channel will lead to a colli-

sion, causing loss of data and energy. To avoid this, nodes

should agree on a time slot at which a particular node

would be sending. To agree on timeslots, nodes need to

communicate, which requires a channel too. Considering

the propagation delay, it is difficult for a node to know the

instantaneous status of another node. The transceiver also

consumes a large amount of energy while accessing the me-

dia. MAC controls activity of the transceiver to conserve

energy [3].

3.1. Energy Consumption Sources

There are a few energy consumption sources at the MAC

layer [4]:

Collision – when two or more nodes try to send information

on a single channel at the same time, the packets collide.

Collided packets need to be discarded and retransmitted.

Overhearing – when a node receives a packet destined for

another node, it consumes unnecessary energy.

Overhead – sending and receiving control information also

requires energy, causing an additional overhead.

Idle listening – idle listening is listening to an idle channel

on which traffic is expected.

Over-emitting – sending information to a node which is

not ready to receive. Hence, packets are discarded and need

to be retransmitted.

3.2. Performance Requirements for the MAC Layer

While designing MAC layer protocols, one needs to con-

sider the following requirements [5]:

Throughput: Protocol efficiency is measured by its

throughput. In the case of a wireless link, it may be related

to capacity.

Scalability: Scalability refers to the protocol’s adaptation

to an increase in network size, traffic, overhead and load.

One way to deal with this is to localize the interactions so

that nodes need less global knowledge to operate.

Latency: Latency can be referred as the time delay be-

tween message transmission and message arrival. Latency

is an important constraint for time-critical applications, and

needs to be minimized.

Number of hops: It is the number of hops taken by packets

to reach the sink. Operation of the MAC protocol varies

between single-hop and multi-hop scenarios. In the case

of multiple hops taken to reach the sink, data needs to be

aggregated before sending it to the sink.

3.3. Classification of MAC Protocols

MAC protocols can be categorized into two types [6]:

• schedule-based MAC protocol in which nodes agree

upon a fixed schedule to access the channel. So, each

node has a fixed slot for communication. Outside

their slots, nodes move into sleep mode, avoiding

collision and overhearing. The lifetime of nodes is

enhanced, as they do not communicate over the com-

plete duty cycle;

• random access-based protocol in which nodes need

to compete to reserve access to a channel. After

collision, each node waits for a random time before

accessing the channel again. Energy efficiency of

random access-based protocol is low.

3.4. MAC Layer Protocols

A protocol for an application can be chosen based on per-

formance and specific requirements. In the battery-powered

area Sensor-MAC, a T-MAC is presented. Then, MAC pro-

tocols based on energy harvesting are presented (Fig. 3).

Sensor-MAC (S-MAC): In general, nodes are synchro-

nized locally, to operate a periodic sleep-and-listen sched-

ule. Each node belongs to a virtual cluster and each clus-

ter has a common listen-and-sleep schedule, as shown in

Fig. 4. This represents the basic idea of S-MAC [7]. Each

node discovers its neighbors regularly and establishes a link

with them. Then, it assigns a distinct frequency, time or

Fig. 3. MAC layer protocols.

78



Protocols for Wireless Sensor Networks: A Survey

code to each link. Long messages are divided before send-

ing. Such a solution offer various advantages, as it self-

organizes the network to a variation in topology. This

change in topology can be the consequence of deaths or

movement of a node. It also operates a lower duty cycle,

so the consumption of power used for overhearing and idle

listening is reduced. Network latency increases as nodes

alternate between active and sleep mode. It can be avoided

altogether if a node wakes up after sensing the wake-up of

its neighbor. Since sleep-and-listen periods are predefined,

efficiency of the protocol may decrease under variable traf-

fic, as traffic may be forwarded to a sleeping node.

Fig. 4. Sleep-and-listen periods.

Timeout MAC (T-MAC): S-MAC has fixed listen and

sleep periods, but applications with variable loads need

dynamic listen and sleep periods. In T-MAC, the listen pe-

riod ends when no event, such as receipt of data or sensing

of activity has taken place for a threshold period (TP), as

shown in Fig. 5 [8]. The listen period depends on current

load. Transmission is based on Request-To-Send (RTS),

Clear-To-Send (CTS) and acknowledgment (ACK) packets.

Nodes close to the sink may have more data to send, so

their listen periods are longer. The advantages are: RTS,

CTS and ACK packets reduce collision rates and increase

reliability. If listen periods are fixed, then nodes with less

data will waste energy by idle listening. Energy consump-

tion and idle listening are reduced as data can be sent in

variable bursts. T-MAC has low sensitivity to latency, but

it has a few drawbacks, such as it cannot support high data

rate applications. Also, it has to trade-off throughput to

maintain low energy consumption.

Fig. 5. Adaptive listen and sleep periods.

Berkeley MAC (B-MAC): B-MAC uses preamble sam-

pling [9], [10]. Each time a node wakes-up, it checks for

any activity before sending. The node is also waiting only

for a certain period of time to receive data. After time-

out, the node returns to sleep mode. B-MAC uses clear

channel assignment, and makes local policy decisions to

optimize network performance. Owing to preamble sam-

pling, the duty cycle is reduced, which increases efficiency

and throughput. Energy consumption is lower because of

low-power listening. Also, it supports reconfiguration to

improve latency. B-MAC has a few drawbacks, such as it

has no ability to handle multi-packet environments and suf-

fers form a hidden terminal problem. Also, overhead of the

protocol increases. The protocol can be enhanced further

using adaptive preamble sampling.

Predictive Wake-up MAC (PW-MAC): In PW-MAC, the

wake-up schedule of nodes can be randomized [11], [12].

To inform the intended transmitters, the node will send

a signal upon waking up. A sender can predict the receiver’s

wake-up time and can wake-up simultaneously to save

energy. To address timing challenges, PW-MAC has an

on-demand prediction-based error correction mechanism.

PW-MAC has a reduced duty cycle, as it has a random

node wake-up schedule. It has improved performance com-

pared to S-MAC and B- MAC, as collisions can be avoided.

Latency is less than 5% of that typical of other MAC pro-

tocols. A node needs only 10 bytes of memory to store

the prediction state of other nodes. Each node has to send

a signal on waking-up, so the overhead of the protocol is

increased, although it is low compared to other protocols.

Also, hardware can induce errors in predicting wake-up

times of the receiver.

Power Efficient and Delay Aware MAC (PEDAMAC):

To minimize energy consumption due to overhearing,

PEDAMAC transmits data at more than one power

level. The access points (also called sinks) coordinate

sensor nodes. Access points are assumed to have no

power constraints, while sensor nodes have limited power.

PEDAMAC assumes that each node can reach the sink in

one hop. It has four phases: topology learning, topology

collection, scheduling and adjustment. The protocol allows

the nodes to operate at different power levels, as per the

requirement of the task being processed by the node. It

has three power levels: maximum power Pm, medium Px,

and minimum Ps. Synchronization is done at Pm. The sink

can broadcast topology-related information at Px. Data is

transmitted at Ps. Low transmission power saves energy

and it is used in delay-bound applications, but it has a few

drawbacks, such as the fact that protocol assumes a one

hop distance to the sink, which may not always be the

case. Distinct power levels increase the protocol overhead.

Also, data may be dropped before delivered, if transmis-

sion power is too low, i.e. the range of radio is decreased

because of power limitation. PEDAMAC can be enhanced

by increasing the number of media or channels to further

reduce the delay [12]–[14].

Energy harvesting is considered as the only energy source

by Eu et al. [15]. It is not easy to predict the wake-up

schedule of nodes powered by energy harvesters. Authors

exploited the uncertain nature of energy harvesting sources

to increase the performance of MAC protocols. MAC pro-

tocols based on battery-powered WSNs have different goals,

such as increased lifetime compared to energy harvesting

based WSN (EH-WSN). So, there is a need to have proto-

cols designed specifically for EH-WSN.

Probabilistic polling: In probabilistic polling, the sink sets

contention probability Pc in each node through a polling
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Table 1

Performance evaluation of MAC protocols

Energy
Maximum % of

Protocol Throughput
conservation

energy saved Latency Overhead Scalability

vs. S-MAC

S-MAC [7] Low Low 0 High Low High

T-MAC [9] Low High 85 N/A Moderate Low

B-MAC [9], [10] High Moderate 57 Moderate High Low

PW-MAC [11], [12] High High 80 Low Moderate High

PEDAMAC [13], [14] Moderate Moderate 38 Low High Low

Probabilistic polling [15] High N/A N/A
Depends on energy

Low High
harvesting rate

HEAP-EDF [16] Moderate N/A N/A
Depends on energy

Moderate Low
harvesting rate

packet [15]. Each node generates a random number ν ,

and when it is less than contention probability (ν < Pc),

the node is allowed to send. Otherwise, the node can go

to the charging state. The sink keeps on changing con-

tention probability depending on network response. If no

sensor responds, the sink increases Pc. Also, when a node

leaves the network, Pc is increased. In the case of colli-

sion and joining of new node, Pc is decreased by a larger

amount. This approach is known as additive-increase and

multiplicative-decrease. Contention probability Pc offers

maximum throughput when it is equal to the inverse of the

number of nodes receiving polling packets:

Popt =
1

Nr
, (1)

where Popt is the optimal probability that maximizes

throughput. Nr is the number of nodes receiving polling

packets (Nr ≥ 1).

This protocol can adapt to varying energy harvesting rates

to ensure high throughput and the sink can also adjust Pc
in the case of a collision. Hence, the protocol increases

scalability of the network. Since Pc keeps changing due to

collisions or when a node joins or leaves a network, it takes

quite some time for the network to stabilize. This leads

to increased network latency. Also, bandwidth is wasted

until the network stabilizes at an appropriate Pc. Another

drawback is that the protocol assumes a single hop distance

to the sink, limiting protocol scalability.

HEAP-EDF: Power generated by ambient energy harvest-

ing sources (HEAP), may vary, i.e. solar energy has differ-

ent rates in the morning and in the afternoon. To overcome

this, Earliest Deadline First (HEAP-EDF) uses a predict-

and-update algorithm to reduce the temporal variations

[16]. In HEAP-EDF, the sink polls the node with the min-

imum or the earliest wake-up time. The sensor will not

poll the node whose energy has decreased below the trans-

mission level because of previous polling. At the power-

balance ratio of 0.5, HEAP-EDF offers the best fairness.

The power-balance ratio is given as:

Ø =
N

∑
n=1

Tc

Tn
. (2)

In Eq. (2), Tc is the duration of polling cycle, Tn is energy

harvesting delay for n-th node and N is the number of sensor

nodes. Simulations in [16] show that channel utilization

reduces as the link error probability increases. HEAP-EDF

performs worse in the case of large networks. Also, the

single-hop approach is assumed, which limits application

of the protocol to small networks.

3.5. Comparison of Protocols

Table 1 shows the performance of MAC protocols reviewed.

B-MAC has a high throughput owing to preamble sam-

pling, but this increases the overhead too. Since probabilis-

tic polling and HEAP-EDF are based on an ambient energy

harvesting source, energy consumption is not a relevant

factor to be compared. In this case of HEAP-EDF, over-

head can be decreased if energy harvesting rates are cor-

related. Protocols with high overheads cannot be scaled to

a large network due to the increase in the number of control

Fig. 6. Maximum energy consumption of protocols (considering

S-MAC as a full-scale benchmark).
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packets. In PEDAMAC, as transmission power decreases,

the range of radio also decreases, which affects the net-

work scalability. Column 4 represents the relative percent-

age of energy saved. In the reviewed papers, simulations

are performed under different scenarios and with different

considerations, so it is difficult to directly compare these

protocols. Hence, the comparison values are presented as

percentages of S-MAC serving as a benchmark. Figure 6

shows the energy consumption analysis. S-MAC consumes

2.8 mA/node and T-MAC consumes 0.4 mA/node [8].

B-MAC saves 57% more energy than S-MAC for a through-

put of 240 b/s, because synchronization overhead increases

in S-MAC [10]. PW-MAC protocol’s duty cycle is only

11%, while duty-cycle of S-MAC is 50% [11]. Decreased

duty-cycle leads to decreased energy consumption. Also,

owing to operation at distinct power levels, PEDAMAC

saves 38% more energy than S-MAC [14].

Table 2

Comparison of MAC protocols

Cross layer Energy con-

Protocol Type optimiza- servation

tion factors

S-MAC [7]
Single

No

Overhearing,

hop idle listening

T-MAC [8]
Single Idle listening,

hop collision

B-MAC [9], [10] Single Overhearing,

hop collision

Multi
Idle listening,

PW-MAC [11], [12]
hop

collision,

retransmission

PEDAMAC [13], [14]
Single

N/A
hop

Probabilistic Single
N/A

polling [15] hop

HEAP-EDF [16]
Single

N/A
hop

Table 2 shows the comparison of MAC protocols. Col-

umn 4 represents the factors that were focused on while

designing the respective protocols, in order to reduce en-

ergy consumption. The key consideration of probabilistic

polling and HEAP-EDF is the optimal use of harvested en-

ergy rather than conservation of energy.

3.6. Open Research Problems

A number of MAC protocols have been proposed and de-

signed for WSN, but there are still many open issues that

need to be addressed. Cross-layer interaction and optimiza-

tion are potential areas of research which can enhance the

performance of MAC protocols. The MAC protocols avail-

able can be analyzed for various traffic generation and node

distribution models. Development of multi-hop MAC pro-

tocols, in order to extend range and scalability, is another

task to be considered in the future.

4. Network Layer

The main task of WSN is to sense and transmit data while

using minimum resources. An efficient routing protocol is

required at the network layer to choose a path with the min-

imum cost of delay, lifetime, energy or any other parameter

that is more relevant to the application.

4.1. Energy Consumption Sources

Routing overhead is the main source of energy consump-

tion at this particular level. Wang et al. presents one of the

criteria to design the routing protocol with a minimum over-

head to minimize energy consumption [17]. The overhead

of a routing protocol varies with hop count and hop dis-

tance. In the case of small distances, single hop routing has

less overhead. However, if the distance is long and cannot

be covered with the available transmitted power, multi-hop

routing is more efficient.

4.2. Design Constraints of a Routing Protocol

As compared to routing protocols designed for computer

networks, WSN routing protocols need some distinctive

features to handle a unique set of challenges [18], [19]:

Network scale: Node density may vary from hundreds to

thousands, depending upon application. It is difficult to su-

pervise such large, distributed structures. So, sensor nodes

should be able to self-organize. The routing protocol should

also deal with maintenance of global knowledge of such

a large deployment.

Dynamics of node: WSNs are highly dynamic in nature.

Owing to movement, power depletion and addition of new

nodes, the topology of a WSN keeps changing. The routing

protocol should be capable of adapting to frequent changes.

Resource constraints: A WSN need to operate on limited

battery resources. Hence, the routing protocol should be

able to transmit information over less than half a duty cycle.

Some information-possessive applications need accuracy in

data transmission. Therefore, the protocol should be able

to trade-off energy consumption for accuracy.

Nature of node: Nodes operating over a certain coverage

area may be homogenous or heterogeneous. Hence, the

routing protocol needs to support nodes with unlike pa-

rameters and capabilities.

QoS: In a few applications delayed transmission of the

sensed data may result in the loss of its significance. For

such applications, delay is a critical parameter. Similarly,

for a few other applications, other parameters – such as ac-

curacy – may play a critical role. To maintain the quality

of response of the application, these parameters need to be

carefully traded-off for energy.
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Fig. 7. Taxonomy of routing protocols.

4.3. Classification of Routing Protocols

Nodes can select from a number of available paths to trans-

mit data to the sink or the base station. Routing protocols

can be classified based on different criteria establishing the

path to the sink, as shown in Fig. 7 [18], [20].

Routing protocols based on network structure:

Flat structure routing: All the nodes play the same role,

i.e. each node is considered to be a base station and each

node is provided with all information, so that the user can

send a query to any node to get information.

Hierarchical structure routing: Not all nodes have the

same capability. Higher capability nodes perform critical

tasks, whereas less critical tasks are assigned to nodes with

low capability. It is a two-level or multi-level structure.

Location-based routing: Nodes can be addressed based

on their locations, whereas the location of a sensor can be

detected using a satellite, provided the system is equipped

with a low power GPS receiver. Another way is to measure

the relative distance of the node from its neighbors based

on strength of the signal received.

Routing protocols based on protocol operation:

Multipath routing protocol: In order to deliver data from

source to destination, the protocol may rely on multiple

paths. Multiple paths increase fault tolerance of the net-

work, but also increase energy consumption and protocol

overhead. An extension of the algorithm considers only the

path with nodes having the highest energy. The path keeps

changing whenever the protocol discovers a better path. By

using the multipath routing protocol, reliability of the net-

work can be increased in highly unreliable environments.

A large packet can be divided into sub-packets and sent

over different paths. A message can be reconstructed even

if one of the sub-packets is lost due to link errors. Such an

approach is known as multipath routing.

Query based routing: In query based routing, a node ini-

tiates a query and propagates it through the network. Each

node receives the query and only the node having data

that matches responds. Instead of propagating the query

throughout the entire network, the node may send it in

a random direction and wait for the response. If none of

the nodes respond, then the node can propagate it through

the whole network.

QoS based routing: In applications where parameters like

delay, resources and bandwidth are critical, the routing pro-

tocol needs to maintain the quality and specifications of

the critical parameter while delivering data. The routing

protocol is responsible for maintaining a trade-off between

energy and other metrics.

Negotiation based routing: Flooding and gossiping pro-

duce implosion and a single node may receive multiple data

copies. The basic concept of the negotiation based proto-

col is to avoid propagation of duplicated packets. A se-

quence of negotiation messages is shared among the nodes

to transmit redundant data to the next node. It reduces

energy consumption and network congestion. The SPIN

protocol discussed later is an example of the negotiation

based protocol.

To deliver data from source to destination, the node ini-

tiating communication should know the path to the desti-

nation, i.e. path-based routing protocols are established in

two ways:

Reactive path establishment: such protocols are event-

driven. After a data packet has reached a node, the protocol

decides the next node to be taken towards the destination.

The decision about the next node may depend upon cache

history, but in most cases the nodes have limited memory

and low computational capability, hence no cache history

is maintained. Another metric to decide the next hop can

include distance, cost, bandwidth and energy of the node.

Proactive path establishment: under this scenario, the

protocol decides the path to destination when the data

packet is at the first hop or at the node where commu-

nication initiates. The path can be established based on
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Fig. 8. SPIN protocol flowchart.

the minimum cost, maximum bandwidth or nodes with the

highest energy levels. Once the path is established, all

data packets propagate through the path selected. These

protocols are not fault-tolerant, as data will be lost if the

established link fails.

4.4. Network Layer Protocols

Flooding and gossiping: Flooding allows a node to send

packets via all links. To avoid a packet looping indefinitely,

the hop count or time-to-live is included in the packet.

Another approach is gossiping, in which the packet is not

sent via all outward links. The packet is transmitted only

to a randomly selected neighbor. This saves bandwidth

of the network but increases the delay from source to des-

tination [21].

Sensor Protocols for Information via Negotiation

(SPIN): SPIN overcomes the drawbacks of conventional

dissemination protocols. SPIN is based on metadata [22].

Transmitter broadcasts the metadata of data. The receiver

checks the information about data and sends the request to

the transmitter if interested. Finally, the transmitter trans-

mits the information to the interested receiver.

The SPIN protocol is presented in Fig. 9, where Adv are

advertisement packets advertising metadata, Req are request

for data packets from interested nodes to transmitter and

Data are packets carrying data.

Directed diffusion: In directed diffusion, data packets are

propagated through the network as interests, whereas the

reverse reply link towards the transmitter is known as gra-

dient [23]. Each node maintains a cache. When an event

occurs, the node searches its cache. If the entry is not in

the cache, it is added for future use. Caching increases

efficiency and decreases energy consumption. Using the

sequence of interests and gradients, the best path is rein-

forced between the transmitter and the receiver. Directed

diffusion is based on the localized demand-driven query

model. Receiver queries the sender node through interests

for data and gets the response. The query-driven model

increases the overhead.

Low-Energy Adaptive Clustering Hierarchy (LEACH):

LEACH is a hierarchical cluster-based protocol. Nodes

with higher energy are cluster heads [24] collecting infor-

mation from all nodes in the cluster. Aggregated data is

compressed and sent to the sink. LEACH reduces energy

consumption, because cluster heads can be selected effi-

ciently to increase network lifetime. The node generates

a random number between 0 and 1, if the number gener-

ated is less than T (n), the node can become a cluster head.

The threshold ensures that the node has not become the

cluster head in last 1
p rounds:

T (n)=











0 if n /∈ G
p

1−p
(

r mod
( 1

p

)

) ∀ n ∈ G , (3)

where T (n) is the threshold to choose the cluster head, G
is the set of all nodes eligible for cluster head role, p is

probability of being the cluster head and r is the current

round number.

LEACH protocol is demonstrated in Fig. 9, where sensor

nodes send data to cluster heads and cluster heads send

aggregated data to the base station.

LEACH with Spare Management (LEACH-SM): It is

a modification of the LEACH protocol. LEACH-SM has

spare nodes which are normally in the sleep mode [25].
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Table 3

Performance evaluation of MAC protocols

Protocol Type
Energy

Network lifetime Mobility Scalability
consumption

Flooding and gossiping [21] Flat High Small Yes Low

SPIN [22], [28] Negotiation based Low Small Yes Low

Directed diffusion [23] Multipath Moderate Small Limited Low

LEACH [24], [29] Hierarchical High Medium No Moderate

LEACH-SM [25] Hierarchical Moderate Long No Moderate

DEEC [26]
Hierarchical, multilevel,

Low Long No High
heterogeneous

BLR [27], [28] Location based Low Moderate Limited High

Fig. 9. Structure of a LEACH protocol network.

When the network is out of energy, spare nodes provide

redundancy and increase network lifetime. LEACH-SM

also has the capability to avoid deadlocks that may oc-

cur due to redundancy of nodes, and thus offers extended

lifetime.

Distributed Energy Efficient Clustering (DEEC): DEEC

was proposed for heterogeneous WSNs [26]. It considers

multi-level heterogeneity. Other clustering protocols did

not consider energy while choosing cluster heads. DEEC

uses the knowledge about initial and residual energy of

nodes while choosing cluster heads. DEEC used the same

threshold in Eq. (3) to determine the cluster head, but

threshold probability to select the cluster head depends on

the heterogeneity of nodes.

p=















p′E(r)
(1+am)E ′(r)

if node is normal

p′(1+a)E(r)
(1+am)E ′(r)

if node is advanced

, (4)

where p′ is reference probability, E(r) is residual energy

and E ′(r) is average energy of the network, m is fraction of

advanced nodes whose energy is a times higher than that of

normal nodes. Normally, a cluster dies as its cluster head is

out of energy. DEEC keeps on reassigning the role of the

cluster head depending upon energy, to extend the lifetime

of network. The DEEC stability period is 15% longer than

in the stable election protocol. Also, it does not require

any global knowledge to select the cluster head. Hence, it

is more efficient than other clustering protocols.

Beacon-less Routing (BLR): In location based routing,

nodes exchange a few messages called beacons to know

the position of each other. These beacons create a large

overhead and work inefficiently in erroneous wireless links.

Therefore, BLR was proposed. BLR selects the next hop by

computing the dynamic forwarding delay. A node broad-

casts a data packet to all its neighbors but only the receiving

node which is best positioned towards the destination, will

forward the packet. Nodes within a certain area take part

in forwarding. These areas are called forwarding areas and

can be of any shape. The receiving node sends a passive

acknowledgment back to the sending node [27], [28].

4.5. Comparison Table

Table 3 shows the comparison of the protocols’ perfor-

mance. Since the SPIN protocol is based on metadata, its

energy consumption is low. The BLR protocol has a lower

overhead. Hence, it is highly scalable and can be used

for large networks. Figure 10 represents a lifetime analy-

sis of the hierarchical protocols reviewed. The lifetime of

LEACH-SM equals 183% of the lifetime of LEACH [25].

Also the lifetime of DEEC is 130% of the lifetime of

LEACH [26].

Fig. 10. Lifetime of hierarchical protocols.
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4.6. Open Research Problems

Most routing protocols assume a channel to be loss-less.

So, future work includes development of routing proto-

cols for lossy wireless channels. Also, existing routing

protocols can be evaluated for lossy channels. QoS can

be enhanced to ensure latency-free routing. Security man-

agement can be explored to avoid such threats as sleep

deprivation attacks, packet dropping attacks and collect-

ing sensitive information [30]. The routing protocols con-

sidered can be upgraded to handle various types of traf-

fic, and the effect of traffic on the lifetime of a net-

work can be minimized. Different traffic profiles should

be modeled and analyzed to design efficient routing pro-

tocols [31]. New routing protocols are required for mobile

networks. Also, most routing protocols available assume

that an ideal MAC protocol exists. Cross-layer optimization

can be used to improve the performance of a network as

a whole.

5. Cross Layer Approach

To improve network performance, interaction of parameters

across the protocol stack is necessary. Energy is a param-

eter of the physical layer and routing is considered at the

network layer. Layers need to interact to obtain the value of

energy in a routing packet. This helps the routing protocol

to choose an energy efficient path. Route energy packets

which are used to exchange energy values among nodes

are generated using the cross-layer design. Hoesel et al.

presents a cross-layer approach in which the routing proto-

col uses topology and infrastructure information available

at the MAC layer [32]. It reestablishes the route utiliz-

ing information at the MAC layer and outperforms S-MAC

and Dynamic Source Routing (DSR) in mobile sensor net-

works [33]. Cross Layer MAC (CL-MAC) makes and op-

timizes scheduling decisions based on cross layer informa-

tion [34]. Path-Loss Ordered Slotted Aloha (PLOSA) pro-

tocol is designed using cross-layer design for wireless data

collection networks [35]. It helps in observing physical sig-

nals and orders the access of nodes accordingly. Nodes at

a greater distance from the collector get an earlier chance

to access the slot of the transmission channel. PLOSA has

a high delivery rate and low latency.

A cross-layer approach has been presented by Catarin-

ucci et al., in which protocol solutions are integrated with

hardware [36]. A new wake-up system consisting of a sen-

sor node and a power meter circuit was suggested in the

paper, where the suggested protocol exploits the hardware

to reduce power consumption. It is indicated by Alrajeh

et al. that to design a secure routing protocol, the cross-

layer approach was necessary [37]. Most security attacks

are multilayered. The sleep deprivation attack, for instance,

occurs at the physical layer, whereas the packet dropping

attack occurs at the network layer. The author proposed

to keep an eye on the packet count, in order to pre-

vent malicious nodes from sending unnecessary packets

and creating congestion. Hence, in order to select an en-

ergy efficient and secure path, cross-layer communication

is necessary.

6. Conclusions and Future Works

In this paper existing MAC protocols and routing proto-

cols have been surveyed. MAC protocols have been re-

viewed for both type of nodes followed by their advantages

and disadvantages. This paper suggests that because of

its low latency, PEDAMAC can be used for delay sensi-

tive applications. Owing to the random wake-up schedule,

PW-MAC offers high throughput. It sends one update in

1400 s, so overhead is moderate.

Diversified routing protocols ranging from flat to multilevel

have been discussed in this paper. This paper analyses

that DEEC has 30% more rounds than LEACH, because

of low energy consumption. LEACH-SM has 83% more

rounds than LEACH. Then, the cross-layer approach has

been presented that improves performance of the protocol

stack as a system. Although the protocols discussed may

seem promising, there are still many challenges that need

to be faced in WSNs. The cross-layer approach is a re-

search area that needs to be studied and analyzed widely.

Traffic modeling is another prospective area which can be

analyzed and studied for improving performance or security

of networks. Energy harvesting algorithms and models for

WSNs also are subject to great advancements in the future.
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Abstract—Underwater Acoustic Sensor Networks (UWASNs)

play an important role in monitoring the aqueous environment

which has created a lot of interest for researchers and scien-

tists. Utilization of underwater acoustic sensor node (UASN)

scheduling for transmission remains, due to the limited acous-

tic bandwidth available, a challenge in such an environment.

One of the methods to overcome this problem is to effi-

ciently schedule UASN data using time division multiple access

(TDMA) protocols the parallel transmissions, simultaneously

avoiding interference. The paper shows how to optimize the

utilization of acoustic sensor node bandwidth by maximizing

the possible node transmissions in the TDMA frame and also

by minimizing the node’s turnaround wait time for its subse-

quent transmissions by using an evolutionary memetic algo-

rithm (MA). The simulation of MA-TDMA proves that as the

size of the network increases, every node in UWASN trans-

mits with an average minimal turnaround transmission time.

It also proves that as the TDMA cycle repeats, the overall net-

work throughput gets maximized by increasing the possible

node transmissions in the MA-TDMA frame.

Keywords—broadcast UASN scheduling, memetic algorithm,

time division multiple access, underwater acoustic sensor net-

work.

1. Introduction

Underwater Acoustic Sensor Networks (UWASNs) play an

important role in weather monitoring and in the aqueous

environment. Over a past few decades, underwater sensor

nodes have been deployed for data collection performed

manually, by recording [1]. This method of gathering in-

formation evoked much enthusiasm for the advancement of

underwater sensor networks enabling the sensors to be con-

nected. Acoustic communication is the most reliable and

adaptable method in the case of the time-varying underwa-

ter channel [2]. The acoustic signal can be sent over longer

distances (many kilometers), while electromagnetic waves

are highly attenuated even over short distances, and they

require using large aerials with high transmission power

for communication [3]. On the other hand, optical links

work well in underwater environments for short distance

communication, but in large networks the data gets quickly

absorbed and scattered [4].

Although acoustic communication eliminates the disadvan-

tages of optical and electromagnetic signals in underwater

environments, it suffers from limited bandwidth and large

propagation delays due to the low speed of sound in wa-

ter (approximately 1500 m/s) [5]. In general, UWASNs are

one-hop and multi-hop networks that are directly based on

hardware or are software-defined [6]. Every node within the

network can communicate with its neighbor node directly,

in the one-hop fashion. In a multi-hop network, all one-hop

nodes collect and forward the data via an acoustic link.

In UWASNs, one of the important research area involves

medium access control (MAC), which can provide efficient

access to the shared underwater acoustic communication

medium. Due to the large propagation delay in water, and

also being half-duplex in nature for communication, ter-

restrial MAC protocols do not work effectively underwa-

ter [7]. There are two types of MAC protocols that are

used for underwater communication. These are schedule

based and non-schedule based protocols [8]. The existing

non-schedule based protocols are like ALOHA [9], [10]

and CSMA/CA [11]. Their implementation is simple, but

they suffer from increased collisions at low data rates.

The schedule based protocols for UWASNs provide a high

data rate with fewer collisions, and a good network through-

put. The terrestrial sensor network protocols cannot be ap-

plied directly in UWASNs, due to the continuous change in

the underwater environment [12]. In UWASNs, Time Di-

vision Multiple Access (TDMA) can work well for a pro-

longed period of time over which collision is been avoided

efficiently [13]. The exact constraints in the underwater

acoustic link can be solved using TDMA protocols [14].

TDMA is more appropriate for the underwater acoustic

channel than FDMA and CDMA. FDMA and CDMA re-

quire more transmission capacity, which is not available

in the underwater acoustic channel. In this paper we have

considered fixed or anchored UWASNs for surveillance pur-

poses, where each node has certain neighbors for commu-

nication. By using TDMA for scheduling, each node is

assigned a different time slot for its transmission. It is to

be noted that each node within the network takes a very

long turnaround schedule for its next transmission. As the

size of the network increases, time slots increase as well,

which leads to a longer turnaround wait time for the trans-
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mission performed by individual nodes. This results in less

effective utilization of acoustic bandwidth and low network

throughput in big networks.

Underwater TDMA-based MAC protocols are introduced in

[13], [15], [16]. All proposals have major issues in broad-

cast scheduling. In [17] hybrid spatial reuse TDMA (HSR-

TDMA), the problem of broadcast scheduling has been

solved using the hybrid spread spectrum method, but the

hidden and exposed terminal issues have not been addressed

effectively. The other drawback in HSR-TDMA is that few

nodes in the network suffer from very long schedules for its

subsequent transmissions, which directly affects the over-

all throughput. This broadcast scheduling problem can be

addressed with evolutionary algorithms [18] to reach an op-

timal solution.

In this paper, the UASN broadcast scheduling problem ex-

perienced in applications that require frequent and periodic

transmissions is solved by using the memetic algorithm.

The aim is to minimize the node’s turnaround transmission

wait time and maximize the number of the node’s possi-

ble transmissions in the TDMA frame that do not interfere

within the same time slot, which results in full utilization

of the acoustic channel limit available.

The remaining parts of this paper are arranged as fol-

lows. Section 2 explores underwater acoustic sensor node

(UASN) for scheduling conflicts. Section 3 investigates the

formation of the UASN broadcast scheduling problem. Sec-

tion 4 describes the memetic algorithm used for solving the

underwater broadcast scheduling problem. Section 5 reports

the experimental simulation results and Section 6 draws the

conclusions.

2. Underwater Acoustic Sensor Node

Scheduling Conflicts

In multi-hop UWASNs, there are two types of major packet

collisions that can occur in broadcast scheduling: primary

collision and secondary collisions [19]. If node i and j start

transmitting in the same time slot, then it will end up into

a primary collision occurs. The secondary collision can

occur, when node i in the network intends to receive two or

more number of packets from the its directly linked acoustic

nodes within the same time slot.

In underwater scheduling, in addition to primary and sec-

ondary conflicts, it is the non-trifling propagation delay that

poses another serious problem. Because of the continuous

change in water temperature, salinity, pressure, etc., the

propagation delay may vary from time to time. In TDMA-

based scheduling, the propagation delay can be avoided

by considering guard interval time and the maximum ex-

pected propagation delay [20]. The primary and secondary

collision can avoided in TDMA by considering node trans-

mission performed in two or more hops [21].

Explanations are presented in [22] and [20], where guard

time is added after every TDMA packet. MAC avoids pack-

et collision early and delayed reception of the packet. The

largest size of the expected propagation delay experienced

underwater is reduced by using propagation estimation to

stagger transmission [23]. HSR-TDMA presented in [17]

overcomes the above conflicts and increases the number of

node transmissions, but a few nodes within the network

suffered from a long turnaround wait time for their subse-

quent transmissions. As the size of UWASN increases, the

HSR-TDMA frame length also increases, which shows that

a few nodes in the network suffer from very long turnaround

times for their subsequent transmissions also, which means

they will be the cause of the lowest successful packet trans-

mission rate (STR) for those few nodes, which affects the

overall network throughput [17]. Therefore, the main aim

of this work is to develop an optimized TDMA schedule

with an average minimum turnaround time for subsequent

node transmissions, and to succeed in maximizing the over-

all UWASN throughput.

3. Formation of UASN Broadcast

Scheduling Problem

UWASN is a special kind of an ad-hoc network that can be

represented as an undirected graph U(S,E) [17], where S
holds the number of nodes comprising the network and E

accounts for the link between nodes. Acoustic link E(i, j)
between nodes i and j shows that the two nodes are con-

nected within the transmission range. Figure 1 presents

a simple multi-hop acoustic sensor network referred to

in [17]. Every node within the network is connected to

its neighbor node to form a link.

Fig. 1. A simple multi-hop UWASN.

The scheme from Fig. 1 has |S| = 10 network nodes in

broadcasting. Primary conflicts are avoided by identifying

adjacent node connections and secondary conflicts are elim-

inated by recognizing the nodes of two-hop connectivity.

The identified connectivity matrix Con M for the 10-node

network is shown in Fig. 2. Rows in Con M form the as-

sociation between nodes. Columns represent sensor nodes.

Zeros in Con M indicate that there is no connection be-

tween nodes, while ones indicate that links exist. Two-hop

connectivity for a given UWASN is considered to consti-
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Fig. 2. UWASN connectivity matrix.

Fig. 3. UWASN two-hop matrix.

tute a hop matrix Hop M (Fig. 3). The rows of the two-hop

matrix represent one- or two-hop connections between the

nodes, while columns represent sensor nodes. The ones in

Hop M show that it might be one or two hops apart from

the selected node.

The TDMA frame TDMA M is shown as the S×T matrix,

where T is the number of time slots in the TDMA frame

and S = {S1,S2, . . . ,Sn} represents the number of UASNs

involved in the network shown in Figs. 4 and 5. The rows

represent the number of time slots and all columns represent

the transmitting nodes (i.e. adjacent nodes) in the network.

The ones in the TDMA M show that the nodes to trans-

Fig. 4. Conventional TDMA frame.

mit within that particular time slot without any conflicts

and zeros are considered as receiving nodes in the net-

work. Figure 4 represents a conventional TDMA frame for

a 10-node network. Figure 5 shows an optimum MA-TDMA

frame with minimum time slots and maximum possible

transmission available for the same network. Nodes 1 and 5

are transmitted in the first slot, without any interference.

Fig. 5. Optimal MA-TDMA frame.

The underwater TDMA scheduling issue has proven to be

of the non-deterministic polynomial (NP) variety as pre-

sented in [19]. It is formulated as a special vertex col-

oring problem, whose solution for a given graph is NP-

complete [24]. In this article, the problem is approached

by adopting an evolutionary memetic algorithm. The op-

timum TDMA solution is determined based on the fitness

criteria given by Eq. (1).

The available underwater bandwidth utilization is evaluated

by Eqs. (2)–(3), and the average time delay for UWASN is

calculated by Eq. (5). The tight lower bound ∆ = 1 termi-

nates the algorithm. Let Dg(s) be a set of UASN network

connectivity, and let Max D represent the highest degree

of connectivity.

Max D = max
s∈S

|Dg(s)| . (1)

Then the tight lower bound for MA-TDMA frame is cre-

ated [21] as:

∆ = |T |−Max D ≥ 1. (2)

If ∆ = 1, the solution is optimal.

The acoustic bandwidth utilization is calculated for the en-

tire UWASN:

α =
1

|S| . |T |

[

|S|

∑
i=1

|T |

∑
j=1

TDMA Mij

]

. (3)

For each node:

αs =

[

|S|

∑
i=1

TDMA Mis

]

. (4)

The average time delay is calculated as:

η =
|S|
|T |

T

∑
i=1

[

1

∑S
j=1 TDMA Mij

]

, (5)

where η is the average node availability of UASN in the

network. By minimizing the η value, the optimal optimum

network design can be achieved [25].
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4. Memetic Algorithm

Memetic algorithms (MAs) were developed from evolu-

tionary algorithms that apply local search processes in the

agents to improve their fitness [26]. MA belongs to the

family of meta-heuristic methods and used the hybrid pop-

ulation approach which combines genetic algorithm and

local search methods [27]. Adoption of MA successfully

solves any difficult optimization problem. MA is used in

computing to find the actual or nearby optimal solution.

Algorithm 1 establishes the structure of MA to solve the

problem of optimal TDMA node scheduling in underwater

environments.

Algorithm 1: Memetic algorithm

Memetic algorithm (Mempop, maxgen, Mems, Memc,

Memm)

Initialization

Generate initial population (Mempop)

MA operations

Mems = select(Mempop)

while condition not terminated do

Memm = mutation(Memc)

Memopt = optimizer(αs, Memm)

Memimp = improver((Hop M), Memopt)

Memnew = evaluate(Memimp)

Mempop = survival(Mempop, Memnew)

end while

MA is based on the following inputs: the population for

MA, maximum number of generations for the algorithm

to terminate, probability measurement for the selection,

crossover and mutation operations (Table 1). MA will iter-

ate its process until any one of the following conditions is

satisfied, either by achieving the tight lower bound ∆ = 1
or by reaching the maximum number of generations.

Table 1

Simulation parameters

Parameters Values

Population size 60

Crossover rate 0.32

Mutation rate 0.01

Maximum generation 300

4.1. Selection and Survival Phase

The different probable conventional TDMA frames are cho-

sen as MA population. The iteration process begins with the

selection phase. The reproduction process is done by way

of the k-tournament selection pressure. Depending upon

the selection pressure, two parents are picked up from the

mating pool for evolution. As per the survival of the fittest

rule, only the fittest population would be retained for next

generations by removing the unwanted population.

4.2. Crossover and Mutation Phase

The selected parents will go through the crossover and mu-

tation process to produce a new generation. In this study

a single point crossover is performed for each row, with ran-

dom bit strings selected from the TDMA frame and with

information interchanged between them. For example, con-

sider two parents with single row P1 = 1111 and P2 = 0000,

with a random crossover point as two. The produced chil-

dren are C1 = 0011 and C2 = 1100. This child replaces the

parents and checks for the constraints by referring to the

Hop M. If they violate the constraints, then it gets dropped

from the process. The mutation phase is performed only at

the rows of the TDMA frame obtained. It is done only by

flipping the zeros to ones based on their non-violating con-

dition. The mutation may increase utilization of the acoustic

channel.

4.3. Optimizer Phase

In this phase MA tries to minimize the number of time

slots in the TDMA frame. This process is performed by

identifying the utilization factor αs of each channel, based

on Eq. (4). For example, if a node transmits more than once

in the TDMA frame (αs > 1), then this row is removed from

the frame.

4.4. Improver Phase

This phase improves channel utilization by increasing the

number of node transmissions by referring to the Hop M.

Since the optimizer and improver operation is carried out

in each iteration of MA, the optimum TDMA frame is ob-

tained in a lower number of generations, within an accept-

able computation time. Fitness for the new population is

evaluated based on two criteria: overall UWASN channel

utilization factor and tight lower bound ∆ = 1. If both are

satisfied, the algorithm gets terminated. In the worst case

scenario, the nearby optimum solution is obtained by reach-

ing the maximum number of generations specified in the

algorithm.

5. Simulation Results for Underwater

Broadcast Scheduling

Typical simulation results were obtained in Matlab using

parameters shown in Table 1. Fitness is evaluated after ev-

ery generation in the memetic algorithm. The UWASN is

configured with 10, 50, 80, 100, 200, 300, 400 and 500 ran-

domly located nodes, respectively. For a 10-node UWASN

it is observed that existing HSR-TDMA node transmission
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Fig. 6. Comparison between HSR and MA TDMA frame for 10

node UWASN.

Fig. 7. Comparison of 10-node UWASN throughput.

Table 2

Comparison of MA-TDMA and HSR-TDMA frame length

No. of

UASNs

No. of

acoustic

links

MA-TDMA

frame length

[bytes]

HSR-TDMA

frame length

[bytes]

10 22 5 10

25 43 7 25

50 98 9 50

100 200 11 100

250 430 12 250

500 1000 15 500

takes place within 10 slots, for whereas MA-TDMA em-

ploys only five slots as shown in Fig. 6. Also, it can be

seen in Fig. 6 that nodes 9 and 10 in HSR-TDMA have

transmitted only once in time slot 2 and 5 respectively,

which shows that it has to wait nine slots for their next

transmission. This long turnaround wait time leads to the

low successful packet transmission rate. Whereas in MA-

TDMA, every node in the UWASN schedules with an aver-

age minimal turnaround wait time of five slots. This shows

Fig. 8. Underwater acoustic bandwidth utilization for various

network sizes.

Fig. 9. Average time delay for different network sizes.

Fig. 10. Computation time take by MA for various network sizes.

that the network throughput has increased along with the

increase of the TDMA cycle, as shown in Fig. 7. Table 2

shows that as the number of nodes increases in UWASN,

the HSR-TDMA frame length increases as well. Meanwhile,

in MA-TDMA, the optimum frame length is maintained for

various network sizes, which shows that MA-TDMA per-

forms best as the network size increases.
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Table 3

Simulation results of memetic algorithm

No. of

UASNs

No. of

acoustic links

Avg.

ND

Max.

ND

Optimal TDMA

frame length
α Avg. no. of

generations

Computation

time

10 22 4 4 5 0.245 2.3 1.3 s

50 84 4 6 7 0.202 5.10 7 s

80 150 7 9 10 0.175 7.48 11 s

100 200 7.5 10 11 0.160 16.5 2.0 min

200 400 8 10 11 0.151 30 12.3 min

300 600 7 10 11 0.172 54.3 30.5 min

400 800 12 16 17 0.160 60.28 65.3 min

500 1000 9 14 15 0.128 89.03 72.11 min

In the second stage, the MA process is performed 50 times.

The average value of simulated results is shown in Table 3.

The average node degree and maximum ND for various

network sizes has been evaluated and the optimum TDMA

frame was obtained. This optimum TDMA frame length is

obtained by satisfying the tight lower bound ∆ = 1 of the

MA. This proves that for various sizes of the network, the

average turnaround time is maintained. It is also observed

that nodes 1 and 9 in MA-TDMA, as shown in Fig. 6, have

transmitted twice within 5 slots, which is a sign of better

utilization of the acoustic bandwidth available. While com-

paring MA with traditional and HSR approaches, as seen

in Fig. 7, one may observe that throughput for MA-TDMA

was increased along with the increase of the TDMA frame

cycle. Figures 8 and 9 show the utilization of bandwidth

and the average time delay of UWASNs of various sizes,

with the said parameters calculated from Eqs. (3) and (5).

It can be observed that the average time delay increases

as the size of network gets bigger. The channel utiliza-

tion result obtained for various sizes of acoustic networks

depends on the connectivity between nodes within the net-

work. Figure 10 shows the computation time taken by MA

for various sizes of UWASNs. As the number of nodes

increases, the computation time taken by MA increases

as well. Therefore, the simulation results for various sim-

ulation scenarios prove that MA-TDMA outperforms tra-

ditional and HSR-TDMA in turnaround transmission wait

time and also produces high network throughput by utiliz-

ing the acoustic bandwidth available.

6. Conclusion

In this study, the UWASN TDMA frame has been opti-

mized by using the memetic algorithm. The optimizer re-

duces the number of time slots in the TDMA frame which,

in turn, reduces the turnaround transmission wait time in

the network. The algorithm uses an improver that increases

the number of possible transmissions in the frame, thereby

increasing the effectiveness of utilization of the limited

acoustic bandwidth available. MA-TDMA proves, even for

large networks, that the average turnaround wait time for

node transmission is very low when compared with tradi-

tional and HSR-TDMA. This proves that MA-TDMA in-

creases network throughput, as the TDMA cycle gets in-

creased. Compared to other evolutionary algorithms, MA

provides an improved solution with an acceptable compu-

tation time. The simulation results prove that MA works

well for UWASN broadcast node scheduling.
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