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Abstract—The paper proposes a No-Reference (NR) quality

assessment measurement originally developed for H.264, used

for High Efficiency Video Coding (HEVC). In particular, au-

thors present an investigation of NR metrics to objectively

estimate the perceptual quality of a set of processed video se-

quences. The authors take into account typical distortions

introduced by the block-based coding approaches like HEVC

codec. The underlying processing used for the quality assess-

ment considers the blockiness caused by the boundaries of

each coded block and the blurring as a lack of spatial de-

tails. The correlation between the NR quality metrics and the

well-known and most widely used objective metric, the Video

Quality Model (VQM), is performed to validate the quality

prediction accuracy based on the provided scores. The Pear-

son correlation coefficients obtained stand for promising re-

sults for different types of videos.

Keywords—High Efficiency Video Coding, No-Reference met-

rics, Quality of Experience, Video Quality Assessment.

1. Introduction

In addition to traditional Quality of Service (QoS), Qual-

ity of Experience (QoE) poses a real challenge for Internet

service providers, audiovisual services, broadcasters, and

new Over-The-Top (OTT) services. The leading operators

have to solve the problem of accurate QoE prediction since

the end-user satisfaction is a real added value in the market

competition. QoE tools should be proactive and provide

innovative solutions that are well adapted for new audiovi-

sual technologies. Therefore, objective audiovisual metrics

are frequently dedicated to monitoring, troubleshooting, in-

vestigating, and setting benchmarks of content applications

working in real-time or off-line.

To advance the field of video quality assessment, Video

Quality Experts Group (VQEG) performs subjective video

quality experiments, validates objective video quality mod-

els, and collaboratively develops new techniques. VQEG

proposed to monitor audio visual quality by Key Perfor-

mance Indicators (KPI), which are able to isolate and fo-

cus investigation, set-up algorithms, increase the monitor-

ing period, and guarantee good prediction of video quality.

It is known that, depending on the technologies used in

audiovisual services, the impact of QoE can change com-

pletely. So, based on that proposed concept, it is possi-

ble to select the best algorithms and activate or switch off

features in a default audiovisual perceived list. The scores

are separated for each algorithm and preselected before

the testing phase. Then, each artifact KPI can be analyzed

by working on the spatially and/or temporally perceived

axes [1].

The proposed concept is an interesting approach because it

can detect the artifacts present in videos, as well as predict

the quality as described by consumers. In realistic situa-

tions, when video quality decreases in audiovisual services,

customers can call a helpline to describe the annoyance and

visibility of the defects or degradations in order to describe

the outage. In general, they are not required to provide

a Mean Opinion Score (MOS). As such, the concept is

completely in phase with user experience. There are many

possible reasons for video disturbance, and they can arise

at any point along the video chain transmission (filming

stage to end-user stage).

VQEG experiments were carried out over several steps with

experimental set-ups for concept verification. The impair-

ments included in the experiments were limited to MPEG-2

and H.264. Nevertheless, in year 2013, the first version of

the High Efficiency Video Coding (HEVC) standard was

completed, approved, and published. HEVC is a video

compression standard, a successor to H.264/MPEG-4 AVC

(Advanced Video Coding), which was jointly developed by

the ISO/IEC JTC 1/SC 29/WG 11 Moving Picture Experts

Group (MPEG) and ITU-T SG16/Q.6 Video Coding Ex-

perts Group (VCEG) as ISO/IEC 23008-2 MPEG-H Part 2

and ITU-T H.265 [2], [3].

In this paper, the experiments carried out over several steps

with an HEVC experimental set-up for the proposed con-

cept verification are presented.

The remainder of this paper is structured as follows. Sec-

tion 2 is devoted to the state-of-the-art background. Sec-

tion 3 discusses NR video quality assessment. Section 4

presents objective video quality methods. Section 5 anal-

yses results on KPI. Section 6 discusses further work and

summarizes the paper.

2. Related Works

This section presents brief survey of current NR approaches

for standardized models together with their limitations.

Most of the models in ITU-T recommendations were val-
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idated on video databases that used one of the following

hypotheses:

• frame freezes lasting up to 2 s,

• no degradation at the beginning or at the end of the

video sequence; no skipped frames,

• clean video reference (no spatial or temporal distor-

tions),

• minimum delay supported between video reference

and video (sometimes with constant delay),

• up or down-scaling operations not always taken into

account [4].

As mentioned earlier, most quality models are based on

measuring common artifacts/KPI, such as blur, blocking,

and jerkiness, for producing a prediction of the MOS. Con-

sequently, the majority of the algorithms generating a pre-

dicted MOS show a mix of blur, blocking, and jerkiness

metrics. The weighting between each KPI could be a sim-

ple mathematical function. If one of the KPIs is not cor-

rect, the global predictive score is completely wrong. Other

KPIs mentioned by VQEG are usually not taken into ac-

count (exposure time distortion, noise, block loss, freezing,

slicing, etc.) in predicting MOS [4]. ITU-T has been work-

ing on similar distortions for many years [5]. However, only

for Full-Reference (FR) and Reduced-Reference (RR) ap-

proaches. The history of the ITU-T Recommendations for

video quality metrics is shown in Table 1. Table 2 shows a

synthesis of the set of standardized metrics that are based

on video signals [4]. As can be noticed from both tables,

there is a lack of developments for the NR approach.

Table 1

The history regarding ITU-T Recommendations

Model type Format Recommendation Year

FR SD J.144 [6] 2004

FR QCIF–VGA J.247 [7] 2008

RR QCIF–VGA J.246 [8] 2008

FR SD J.144 [6] 2004

RR SD J.249 [9] 2010

FR HD J.341 [10] 2011

RR HD J.342 [11] 2011

Bitstream VGA–HD P.1202 [12] 2013

Hybrid VGA–HD J.343 [13] 2014

In a related research, Gustafsson et al. [14] addressed the

problem of measuring multimedia quality in mobile net-

works with an objective parametric model [4]. Closely re-

lated work are ongoing standardization activities at ITU-T

SG12 on models for multimedia and Internet Protocol Tele-

vision (IPTV) based on bit-stream information. SG12 is

currently working on models for IPTV. Q.14/12 is responsi-

ble for these projects, provisionally known as non-intrusive

parametric model for assessment of performance of mul-

timedia streaming (P.NAMS) and non-intrusive bit-stream

model for assessment of performance of multimedia stream-

ing (P.NBAMS) [4]. P.NAMS uses packet-header informa-

tion (e.g., from IP through MPEG2-TS), while P.NBAMS

also uses payload information, i.e., coded bit-stream [15].

However, this work focuses on the overall quality (in MOS

units), while the proposed concept is focused on KPIs [4].

Table 2

Synthesis of FR, RR and NR MOS models

Resolution
Type of ITU-T model

FR RR NR

HDTV J.341 [10] n/a n/a

SDTV J.144 [6] n/a n/a

VGA J.247 [7] J.246 [8] n/a

CIF J.247 [7] J.246 [8] n/a

QCIF J.247 [7] J.246 [8] n/a

Most of the recommended models are based on global qual-

ity evaluation of video sequences, as in the P.NAMS and

P.NBAMS projects. The predictive score is correlated to

subjective scores obtained with global evaluation method-

ologies (SAMVIQ, DSCQS, ACR, etc.). Generally, the du-

ration of video sequences is limited to 10 or 15 s in order to

avoid a forgiveness effect (the observer is un-enable to score

the video properly after 30 s and may give more weight to

artifacts occurring at the end of the sequence). When one

model is deployed for monitoring video services, the global

scores are provided for fixed temporal windows and without

any acknowledgement of the previous scores [4].

Recently, the interest is oriented toward the HEVC standard,

which has proved high efficiency compared to its predeces-

sors. Several tools are introduced in the coding process,

such as the increasing number of intra prediction modes

and the frequent use of inter coded pictures within a closed

Group Of Pictures (GOP). These characteristics ensure an

important coding gain relative to the encoding parameters

but in the other hand, the complex structure of picture divi-

sion and the new configurations’ models can be the source

of certain artifacts. However, very limited works concern

the quality assessment approaches for HEVC compression.

In particular, the coding parameters and the impact of net-

work losses on the decoder side were investigated [16].

The distortions of HEVC videos are more significant than

H.264 videos. The proposed NR distortion measure ex-

ploits the spectral densities between the frames and pre-

cisely, the energy variation in the temporal domain for each

coding unit.

One can bear in mind that FR measures are in general not

applicable as the reference content might be not available.

In the same vein, the bitstream features were selected to

estimate the perceptual quality, including the different pre-

diction modes and statistics of the motion vector [17]. In

this method the measures are predicted in a NR manner.
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The quality monitoring becomes primordial in communica-

tion and broadcasting environments for improving the end

user’s QoE [18]. A NR Peak Signal-to-Noise Ratio (PSNR)

estimation was proposed for such a model [19]. Distribu-

tions of transform coefficients are considered based on the

quad-tree coding structure and the distortion model was

derived according to the coding unit depth level.

The concept of QoE in [20] is used for a practical recog-

nition problem for video transmitted over a network link,

where subjective satisfaction of the user is imperative. This

latter requires achieving specific functionalities such as

even detection and object recognition. The proposed meth-

ods measure the usefulness of degraded quality video and

the solutions have been proposed to optimize the network

QoS parameters.

Designing algorithms for video quality assessment requires

a consistent dataset of coded video sequences. For the case

of HEVC it is a key factor for an effective performance eval-

uation of developed metrics, to take advantage of a publicly

available database, which includes several compressed ver-

sions of different sequences. In [21] Full-Reference mea-

surements are provided with a large database of FULL-HD

HEVC encoded videos based on a variety of HEVC com-

pression characteristics.

A variety of NR quality estimation methods exist for the

AVC videos but on the other side, widely used examples

such pixel-based approaches are still not applied or tested

for the HEVC compressed videos.

3. No-Reference Video Quality

Assessment

In this section, NR measurement techniques in the spatial

domain for two KPI are proposed: blur and blockiness.

Assuming that we do not own a knowledge and assump-

tions of the original content or the distortion process of the

HEVC compression. In fact, the NR pixel-based approach

for measuring artifacts of the visual quality is proposed by

considering a given model of degradation to investigate the

performance of the mentioned metrics.

3.1. No-Reference Blockiness Metric

The same approach is used for calculating the blockiness

artifact published in [22]. It is calculated locally for each

coding block. Absolute differences in pixel luminance were

calculated separately for intra-pairs, represented by neigh-

boring pixels from a single coding block, and inter-pairs,

represented by pixels from neighboring blocks. A ratio be-

tween the total values of intra- and inter-differences is cal-

culated over the entire video frame. For a real time appli-

cation the metric should be calculated over a time window

(the number of video frames). Mean value for the win-

dow represents a blockiness level. For the purposes of

the experiment the window size was equal to the sequence

length (10 s). It was verified that the level of the blockiness

artifact does not change significantly over time within the

same video scene. Thus, any other window size or different

method for temporal pooling would yield similar results.

3.2. No-Reference Blur Metric

The blurred image in compression techniques appears when

high spatial frequency components of the image spectrum

are truncated. For instance, possible reasons of blurring can

be out-of-focus capturing or relative motion between the

camera and the captured object. Besides, high compression

performance can introduce blur when processing the data

of images’ sequence. Perceptually, the blur artifact appears

along edges and textured regions. In this work, the width

of the edges is measured in order to characterize smoothing

blur effect [23]. First, the Sobel filter as an edge detector is

applied to find the gradient of the image. It is obvious that

below a certain threshold, blur remains as just noticeable

and visually unperceived. According to that threshold, the

pixels being the part of the edges are differentiated. Then

the width of an edge is measured, depending on its growth

direction (left or right). Finally, the global blur value is

obtained by averaging over all edges of the whole image.

4. Objective Video Quality Methods

Huge variety of proposed works concerning the video qual-

ity measurement use the objective metrics such as the sim-

plest and commonly used ones: the PSNR and Mean-

Squared Error (MSE). But in general, it is not ensured that

error visibility would always the appearance of quality ar-

tifacts for most of distortions. Assuming that the structural

information is highly captured from the viewing field by

the human visual system, extracting this kind of informa-

tion provides a good estimation of the perceived distortion.

Therefore, the Structural Similarity (SSIM) has been used

recently to characterize complex structured signals [24].

However, the different types of video coding and trans-

mission systems require a more general model that covers

a wide range of quality degradations. In fact an exten-

sive objective and subjective tests should be performed to

provide an effective perceptual measurement. The Video

Quality Model (VQM) was indeed proposed by the Institute

for Telecommunication Science (ITS) [25] and standard-

ized by the American National Standards Institute (ANSI).

It was further included in Draft Recommendations from

ITU-T SG9. The VQM has proved a good performance for

measuring perceptual effects of different types of video im-

pairments such as blurring, jerkiness and block distortion.

The calculation of VQM taking as input the original and

processed videos follows these main steps:

• calibrate the processed video with respect to the

original sequence by estimating and correcting the

spatial-temporal shifts, as well as adjusting the con-

trast and brightness,
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• extract a set of quality features to characterize percep-

tual changes from particular spatial-temporal regions

in the video stream; for instance, in the chrominance,

temporal and spatial properties,

• compare the extracted features form the processed

video with those of the original sources,

• conclude the VQM value using a linear combination

of the obtained parameters.

From the described functions, it makes sense that the VQM

has a high correlation with subjective scores, which makes

us believe that using it as a reference metric would provide

accurate testing results.

5. Experiments and Results

In order to effectively evaluate the video quality based on

HEVC compressions, the dataset of the project developed

by the Joint Effort Group (JEG) of Video Quality Ex-

perts Group (VQEG) is used [21]. It presents a large-scale

database of HEVC coded videos for researchers involved

in designing hybrid quality metrics. Different encoding

parameters were performed on ten sequences representing

different characteristics. Among interesting benefits of the

mentioned dataset, objective quality measurements are pro-

vided at frame-level granularity. This database is exploited

by applying the NR metrics of blur and blockiness. It is

primordial to investigate the accuracy of these metrics for

the HEVC distortions and make useful interpretations about

the specificities of the target approach.

5.1. Selected Compression Parameters

The performance of the quality metrics is investigated based

on a diverse set of encoding parameters. Table 3 presents

the retained HEVC configurations in order to carry out tests

over an increasing data compression. The distortion is in-

trinsically related to the following values selected from the

adopted database [21].

Table 3

Encoding parameters

Parameter Value

WIDTH 1280

GOPTYPESIZE GOP8

RATECONTROL QP 26, 32, 38, 46

RATECONTROL FRAME mbit/s 1, 2, 4, 8, 16

REFRESH 1

INTRAPERIOD 16

SLICEARGUMENT 0

The resolution of the ten original sources is 1280 × 720

pixels. The authors take into account all available fixed QP

values as it represents a basic distortion source along with

the frame rate control. The refresh number corresponds

to the decoding refresh type, to apply a non-IDR clean

random access point. This encoder option allows the use

of an open GOP. The slicing value signifies one slice per

frame. As a result, 90 processed video sequences are gener-

ated based on the above parameters. The prior-knowledge

of these settings is not considered in developing the NR

metrics and authors just provide it for a precise descrip-

tion of the compression rate and consequently the distortion

strength.

5.2. Results and Analysis

Table 4 displays the results of the applied metrics on the ten

processed videos. For each sequence, the Pearson correla-

tion coefficient is used to validate the performance of the

blur and blockiness measurements relative to the VQM val-

ues, offered by the JEG project for each encoded sequence

according to the given parameters. From the shown re-

sults, the efficiency of the blur metric is confirmed for each

source which means that the distorted edges are well pre-

dicted, providing high correlation values. It is further clear

that the blockiness metric works well for the majority of

the sources.

Table 4

Pearson correlation coefficients with VQM

Source Blockiness Blur

src01 –0.67 1.00

src02 –0.97 0.91

src03 –0.97 0.96

src04 –0.77 0.99

src05 –0.87 0.99

src06 –0.57 0.91

src07 –0.96 0.96

src08 –0.95 0.92

src09 –0.36 0.95

src10 0.69 0.99

The authors mention here that the origin of the negative

scores is caused by the metric’s construction, as increas-

ing the compression rate corresponds to lower values of

blockiness and vice versa. However, the correlation tends

to drop for the case of src09 due to the complex nature of

the motion and spatial activity in the video. Src09 con-

sists of several combined shots separated with a black-

pixels frame. Besides, the positive correlation of the src10

means that the trends of values are opposite to the ex-

pected ones.

The scatter plots in Figs. 1 and 2, representing the block-

iness and blur metrics for all sequences, respectively, re-

veal a partial success even the measures are convincing for

each source separately. The global correlation coefficient

of blockiness is 0.55 whilst 0.23 for blur, which gives rise

to useful interpretations for a more complete evaluation ap-
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Fig. 2. Correlation with VQM for blur.

proach. The temporal and spatial inconsistency could be

incorporated to overcome such problems.

6. Conclusion and Further Work

In case of pixel-based NR methods, an accurate model

which combines different kind of artifacts would generate

an estimation of the perceptual quality using weighting fac-

tors. The strength of weights, which could be determined

by a regression analysis, is computed with respect to a par-

ticular single metric. This latter is combined to another

distortion measure, based on a linear or non-linear model.

Furthermore, even the VQM measurement combines sev-

eral features and represents with a certain precision per-

ceptual characteristics, implicating subjective scores in the

assessment process still more effective. For instance, cor-

rectness functions such as sigmoid model, can be applied

on the predicted measures according to the subjective eval-

uation as it requires parameters’ estimation.

The HEVC specificities as the highly flexible quad-tree

structure and effective prediction tools allow an accurate

exploitation of the video content in addition to the high

compression performance. Assessing quality of HEVC pro-

cessed videos for different types of distortions require so-

phisticated techniques for a successful NR approach. In

this work, the proposed metrics as a basic step to establish

a completing framework of quality assessment are analyzed,

taking into consideration particular aspects introduced in

this new codec.
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