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Preface
Quality of Service is becoming one of the most important criteria for the selection of products
and services.

If anyone buys a food or a washing machine, almost always pays attention to their quality. It’s
hard to deny that the quality is also of great importance in telecommunications and services
offered by operators. Sooner or later an operator, who does not pay attention to the quality
of services, will notice a certain decrease in the number of customers. This is because the
functionality of the services offered by different operators is similar or the same. Therefore,
one of the most important performance indicator to compete with each other is the quality
of service. Poor quality of service is immediately noticed by the user. Signs of deterioration
in the quality of services are many. For example, in the case of mobile telephony from time
to time there are cases called silent calls. Spectators watching movies or TV do not want
the image disappeared, or was frozen. Using the Web you want transmission rate was large
enough that you did not notice the delay. Technical reasons for unwanted phenomena can be
many. Caring for the quality of services is not easy. This leads many researchers to carry
out research in this area. There are also organized numerous conferences on the subject, and
also this issue of the Journal of Telecommunications and Information Technology presents
selected papers on issues of quality of service in telecommunications and mobile systems, to
support the topic. Articles describe how to define quality of service, how it is measured and
tested. Issues related to quality are becoming more and more frequently a source of ITU-T
recommendations.

This issue of the Journal presents selected papers on QoS which are the main part of the
publication. The content is also supplemented by four other articles. They are devoted to
performance comparison of four new ARIMA-ANN prediction models on Internet traffic
data, a new implementation of UWB CRLH based antennas for wireless communications,
availability of WDM multi ring networks, and assessment of area energy efficiency of LTE
macro base stations in different environments.

I hope that readers will find its contents interesting and valuable.

Sławomir Kula
Guest Editor
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Abstract—The subject of this paper is the QoS measurement

in the World Wide Web (WWW) service. It will begin with

a brief presentation of methods currently used to measure QoS

in the WWW service before going on to describe in detail the

new tool QoSCalc(WWW). Following that, the potential of the

new tool will be put to the test in a series of analysis scenarios.

The results and insights obtained will then be presented in

several diagrams, and interpreted.
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1. Introduction

Quality of Service (QoS) plays a very important role in

modern digital networks. The term is becoming a house-

hold word and can be found among other things in the

definition of Next Generation Networks according to the

ITU-T Standard Y.2001 [1]. In 2009 the European Par-

liament and European Council published directives for the

networks standardization and services [2], [3], placing great

priority on quality of service.

It cannot have escaped anyone’s notice that the WWW ser-

vice has grown enormously in recent years. Almost every-

body accesses the information stored on WWW servers. It

is impossible to imagine the modern communications soci-

ety without this service. The end-user can choose between

several browsers with which to access the service, hoping

that the desired pages located on a server somewhere on the

Internet will be loaded and displayed rapidly. Sadly, this

is, however, not always the case. Some WWW servers are

often overloaded by requests. The information might often

be spread over several servers. The time taken to access

the pages becomes stretched. Some network sections might

become congested. Congestion causes considerable delays

which in turn impair communication within the WWW sig-

nificantly. All this means that the time taken to open a Web

page can become very long. To be sure, the delay may be

caused in part by the availability of resources at the end-

user. Last-mile transmission rates do play an important role

as well. So the question arises: how can the quality of the

WWW service be measured quickly and objectively no mat-

ter where one happens to conduct the test? At the time of

writing there are only very few methods that are capable of

doing this. One of them is the Standard ITU-T G.1030 [4],

a second is the industry-standard method Apdex [5], and

a third is the proprietary metric called “Power” [6]. The

first two methods judge the quality of the WWW service

from the end-user’s point of view, giving a value for the

Quality of Experience (QoE). The third method provides

not only a way to measure QoE, but also QoS, that is to

say the quality of service from the WWW service provider

point of view. This method takes not only the time taken to

open a Web page into account (which is the case for the first

two methods), but also the rate at which the data of a Web

page are loaded. That is unique. The metric “Power” has

yet to be fully implemented in an efficient tool. This paper

aims to do that.

To begin with, the paper in Section 2 provides a short

overview of present methods for measuring QoS in

the WWW service. Following that, the new tool

QoSCalc(WWW) will be described in detail in Section 3.

Its capabilities will be put to the test in a variety of

study scenarios. The results and insights gained through

this study will then be presented in several diagrams, and

interpreted in Section 4. The paper will conclude with

a summary and an outlook on future areas of work in

Section 5.

2. QoE/QoS Measurement Techniques

for the WWW Service

2.1. ITU-T G.1030 Standard

The ITU-T G.1030 Standard [4] covers the relationships be-

tween the parameters of a service and subjective appraisal

of the quality of that service by the end-user. So it is, in

fact, a measurement of the Quality of Experience. This

method is one of the so-called one-sided QoE/QoS mea-

surement models (see [7] for details). The chief parameter

under consideration is the time taken to open a Web page.

Various threshold values are used to assess the quality of

service subjectively:

– threshold value 0.1 s – maximum value for the reac-

tion time without any impairment to communication,

– threshold value 1 s – maximum value of the reaction

time without impairment to the smooth operation of

the application,

– threshold value 10 s – maximum value for the time

which can elapse during the operation of an applica-

tion without the user becoming frustrated.
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Fig. 1. Time slices in the determination of QoE according to G.1030.
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Fig. 2. Apdex process overview.

For the measurement of QoE covered in the Recommen-

dation several time slots are taken into account, as Fig. 1

shows.

The G.1030 Standard includes an experiment description

in which a distinction is made between two groups of test

persons: (a) test persons with considerable experience and

(b) test persons with little or no experience. The informa-

tion supplied by G.1030 allows one to make the following

observations:

• both groups reacted similarly, identifying in their

subjective judgements an inversely proportional re-

lationship between service parameters and quality of

service;

• persons with little or no experience were more critical

than persons familiar with the WWW service;

• as sessions grow longer (in excess of 60 s) the dis-

crepancies between the judgements given by the two

groups began to diminish.

The impairment parameter under scrutiny here – whether

being measured or appraised – is the time taken for a Web

page to open. No account is made of local conditions and

parameters. Moreover, this kind of QoE/QoS analysis is ex-

tremely time and resource-consuming. Consequently, this

measurement technique stands little chance of being used

successfully in practice.

2.2. Apdex Index

The Apdex Index Method [5] is a proprietary solution that

has yet to be standardized. It, too, is a method for mea-

suring both QoE and QoS in the WWW service. It, too,

is a one-sided measuring model. It can be applied without

recourse to a group of test persons, but only if specialized

tools are then assigned to determine the parameters nec-

essary for this metric. Its chief criterion of evaluation is

also the time taken for a Web page to open. The assess-

ment of the quality of service yields a value on a scale

from 0 (unacceptable) to 1 (excellent). The assessment de-

pends to a large extent on which threshold time T is used.

All relationships (and the metric itself) are clearly shown

in Fig. 2.

Steps 1 to 6 have the following meanings:

1. Define threshold T (in seconds) for the application.

2. Real-time expert reporting group – view by applica-

tion, server, or user.

3. Extract data set from existing measurements for

viewing.

4. Count the number of samples in the three perfor-

mance zones.

5. Calculate the Apdex value (see ApdexT formula).

6. Display Apdex result.
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The T value is the application target time (threshold

between satisfied and tolerating users). The F threshold

between tolerating and frustrated users is calculated as

F = 4T . This method can be used in combination with

specialized tools in practice.

2.3. Metric Power

The metric Power was first presented in paper [6]. It is

a further method of measuring both QoE and QoS that is

to be classed as a one-sided measurement model. Unlike

the methods described above this method takes a further

parameter into account that can be crucial for the WWW

service: data download rate. As a result, the method is

more versatile and therefore of much more practical use.

Equation (1) describes the metric Power.

P =
1

1 +
α

ddr

, (1)

where: α – delay coefficient, ddr – download data rate in

[Mb/s], td – total delay in [s], th – threshold of delay in [s],

α =

{

0 for td ≤ th

(td− th) for td > th
.

It is obvious that both the download data rate and the total

delay (time lapse between the point in time at which the

session begins and the point in time at which the Web page

is completely built up) depend on the throughput of the used

transmission canal. But they also depend on the locality

of the WWW server, its activity level, on the content of

the Web pages being accessed, and whether that content

is static or dynamic. Total delay can therefore vary within

a considerable range. The new metric Power takes that into

account.

First results, presented in paper [6], have confirmed that

the new metric is of real practical use in principle, the

only hitch being that it has not until now been fully im-

plemented in a specialized tool, nor undergone exhaustive

tests in a variety of realistic scenarios. And that is where

this paper comes in.

3. The New Tool for Analysing Quality

of Service in WWW

The tool that was developed in the course of this work

to analyse QoS in the WWW service has been called

QoSCalc(WWW). It can be used for both objective but also

subjective analysis of service quality, i.e. QoE. It was cre-

ated using the programming language C# / .NET 4.5 [8] and

works with the Web browser object Internet Explorer [9].

The tool uses the following, fundamental classes:

• SharpPcap: provides the possibility of recording the

network traffic of the hardware,

• PacketDotNet: provides the possibility of converting

the recorded network traffic into the corresponding

format (TCP/IP packet),

• Webbrowser: facilitates navigation and phase sepa-

ration,

• WebClient: provides general methods for sending

data to and receiving it from a resource labelled with

a URI,

• DateTime: manages time stamps,

• TimeSpan: for mathematical operations on date-time

objects.

The arrows in Fig. 3 clarify how the new tool works, the

single steps being:

1. First navigation phase.

2. First data download phase.

3. Page set-up in Web browser object.

4. Storage in computer cache.

5. Start of a complete page refresh.

6. Refresh data download phase.

7. Refresh page set-up in Web browser object.

Cache Tool

WWW server

Web browser
object

1 2

34

7

5 6

Fig. 3. New tool operation principle.

The first navigation phase and the first data download phase

assist in timing the start of the measurement. During these

phases the tool checks whether outsourcing is being used

for the selected Application Service Provider (ASP), or not.

If outsourcing is being used, the tool then looks to see how

many WWW servers are being used to store contents ele-

ments that are being called up. The fact that the called page

must always be built up from scratch in the Web browser

object can be used to good effect when it comes to deter-

mining QoE. When the measurement has been completed,

the tool displays – without any further action on the part

of the user – the QoS values calculated in accordance with

the metrics Power and Apdex.
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Figure 4 shows the finished user tool overlay. The user

can choose between three languages: English, German and

Polish by using the button EN, DE, PL. The user overlay

has three main areas: settings, display and results.

Fig. 4. QoSCalc(WWW) user interface.

In the settings area parameters for the measurement sce-

narios are set. It contains the following control elements:

network adapter (selection box), IPv4 address selection (se-

lection box), target address (text field), protocol (button),

number of measurements (text field; default = 30), progress

(gas gauge), interval between measurements (text field;

default = 2 s), Power threshold (text field; default = 1 s),

Apdex threshold (text field; default = 1 s), and accept

(button).

In the display area “Preliminary Results” (middle of the

user overlay) the confidence interval for the total delay and

the results from the metric Power are displayed as soon as

the measurement has been successfully completed. The

field also outputs the correct target address, along with

the instruction to repeat the measurement, should this be

necessary.

The results area could be kept relatively simple. It has

only three buttons: start, stop and results. The measure-

ment is initiated with the start button. A measurement in

progress can be aborted at any time with the stop button.

Once a measurement is complete, the results page (shown

in Fig. 5) can be called up with the results button.

Fig. 5. User overlay of the results page.

The results page comprises 4 scrollable lists. They give

the user a clear picture of what the tool has ascertained.

As a further help there is a mathematical representation of

each metric: P, i.e. metric Power, and A, i.e. Apdex. There

is also a colored scale that helps to classify the results. The

results page is closed with the close button; the user returns

to the main page.

The reliability of the finished tool QoSCalc(WWW) was

tested in exhaustive trials. Its operability was then further

tested in a real-life environment. This environment and the

measurement scenarios in operating within it are described

in the next chapter.

4. Measurement Environment,

Measurement Scenarios and

Measurement Results

Figure 6 shows the measurement environment and how the

new tool was implemented. This measurement environment

was chosen to provide access both to remote WWW servers

on the Internet and a local WWW test server. The authors

decided to extend the work scope described in this paper

to access external servers in order to be confronted with

the problems which real network traffic causes. In addition

to the impairment parameters which this causes, a wanula-

tor [10] was included with which network parameters such

as packet loss, jitter and delay could be emulated.

WWW server

Internet

Wanulator

WWW client with
measurement tool

WWW client WWW test
server

Fig. 6. Arrangement of the measurement environment.

In the following, two measurement scenarios are assumed:

• Scenario 1

– number of measurements: 30,

– threshold “Power”: 2 s,

– threshold “Apdex”: 2 s,

– interval between measurements: 3 s,

– jitter in ms (0, 50, 100, 150, 200, 250, 300).
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• Scenario 2

– number of measurements: 30,

– threshold “Power”: 5 s,

– threshold “Apdex”: 5 s,

– interval between measurements: 3 s,

– packet loss in percent (1, 2, 3, 4, 6, 8, 10).

Among others, the following Internet pages were used in

the measurement scenarios:

• https://de-de.facebook.com,

• http://www.spiegel.de,

• http://www.chip.de,

• http://www.bundeswehr.de/portal/a/bwde,

• http://www.elektronik-kompendium.de,

• https://www.google.de,

• http://www.amd.com/de/Pages/AMDHomePage.aspx,

• http://www.nvidia.de,

• http://www.fh-flensburg.de/fhfl/index.php.

Representative results from Scenario 1 (with

http://www.google.de) are presented graphically in

Figs. 7 to 9.
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Fig. 7. Total delay as a function of jitter.

It is evident from Figs. 7 to 9 that total delay increases

with increases in jitter (which was to be expected). Since

the amount of data remains the same whenever the page

is called up, the data download rate will decrease accord-

ingly. A comparison between Apdex and Power shows that

the two QoS curves develop exponentially but with differ-

ing gradients: at a jitter of 50 ms the Apdex curve starts to

fall rapidly. The metric Power exhibits much more elastic-

ity, with the subjective appraisal corresponded more to the

objective result yielded by Power. While the measurements

were being made, it also became evident that the ASP for

the Web page www.google.de uses no outsourcing, which
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Fig. 8. Data download rate as a function of jitter.

Fig. 9. Power and Apdex values as a function of jitter.

means that the call-up time of approx. 2 s is relatively

short.

The representative results from Scenario 2 (with

http://www.spiegel.de) are presented graphically in Figs. 10

to 12.

From Figs. 10–12 it is evident that even in a loss-free en-

vironment the times taken for a page to open were above

the threshold set at 5 s, which resulted in values of less

than 1. The time taken is so excessive because the ASP

for the Website www.spiegel.de uses outsourcing, which

is known to take time. The Apdex values remain almost

constant at approx. 0.55. The metric Power demonstrates

favorable elasticity too. Whenever packet losses increase,

total delay rises rapidly and the data download rate falls

noticeably. The small peaks in the download rate at packet

losses of 1% and 3% (see Fig. 11) are due to the fact

that although statistically the packet loss is higher at 3%,

more often than not it was acknowledge packets that were

affected when packet loss was measured at approximately

1%, which initiated a resenting of the packets involved.

Here again, the subjective evaluation corresponds rather to

the objective result of Power.

The results obtained show that the goal of creating an inno-

vative, efficient tool for evaluating the quality of the WWW
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Fig. 11. Data download rate as a function of packet loss.

Fig. 12. Power and Apdex values as a function of packet loss.

service has been achieved here. The tool operates depend-

ably and can be implemented practically anywhere. Con-

sequently, the new tool is of immense practical importance

for the communications industry.

5. Summary and Outlook

This paper has been devoted to the subject of QoS mea-

surement within the World Wide Web (WWW). It has fo-

cussed on the creation of a tool for measuring quality of

service in the WWW service. The tool has been given

the name QoSCalc(WWW). It takes into account all of the

most important parameters that can impair the WWW ser-

vice, primarily the time taken for a page to open and the

data download rate of a page. This two-phase approach to

analysis relies on a combination of navigation phase and

download phase. The prototype tool was tested in a realis-

tic environment in a range of measurement scenarios using

different WWW servers. The measurements have proved

that the QoSCalc(WWW) measurement tool yields reliable

and duplicable results in an authentic environment. With

that, the tool has proved its practical capabilities and is

ready to be used effectively in determining the quality of

the WWW service.

In future work it would be very worthwhile anchoring the

tool in a Testing Cloud Environment to make its use avail-

able to a wide sector of the public. Moreover, a range of

browser implementations would not be amiss. They would

help to identify differences in quality from one browser to

the next. Accordingly, it would make sense to use other

browser implementations in order to evaluate Web pages

that cannot be evaluated at the time of writing due to er-

rors in the internal routines of the browser implementations

themselves. Beyond that, it would be worthwhile taking

a look at individualized logging-in procedures. It would

make sense, for instance, to investigate WWW pages onto

which user profiles are loaded. Evaluating the process by

which user profiles are loaded would bring us closer to

understanding the phenomenon QoE. Another implementa-

tion in the end-user spectrum that is sorely needed is one

to monitor WLAN adapters. Last but not least, the authors

would like to point out that the present version of the tool

attempts to resolve DNS entries according to IPv4. This

could become a problem when IPv6 becomes the norm.

Consequently, an implementation of the tool on IPv6 must

follow. Work in this direction is already in the offing.
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Mikołaj Leszczuk
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Abstract—It was once thought that high Quality of Ser-

vice (QoS) performance solves recurrent problems of low-

quality multimedia services. Since then, solutions have been

proposed to ensure a high level of Quality of Experience

(QoE). In this paper, the author attempts to outline an un-

derstanding of an accurate meaning of multimedia services

quality. Starting from QoS and passing through general-

ized QoE, the author focuses on subjective aspects and ob-

jective quality modeling and optimization of visual perfor-

mance for Target Recognition Video (TRV) applications (such

as video surveillance), to outline the ITU-T standardization

path in this area. The revising the ITU-T Recommendation

P.912 is proposed to reflect improved subjective test tech-

niques developed since this Recommendation was approved.

Also at least some existing errors of reasoning are predicted,

which are likely to become evident for the industry in the

next decade. Finally, the author invites all researchers work-

ing on topics related to TRV to join him in the process of im-

proving P.912.

Keywords—CCTV, ITU-T, P.912, QoE, QoS, TRV.

1. Introduction

A decade ago, the telecommunications industry believed

that high-performance Quality of Service (QoS) techniques

resolve any recurrent problems of low-quality multimedia

services. However, within a few years, it became clear that

optimization of QoS parameters such as throughput, packet

loss, delay, or jitter is not the best way of improving the

quality experienced by users. The problem of low band-

width can be compensated by more efficient codecs. The

impact of packet loss is strongly dependent on their distri-

bution, and the use of redundancy coding and transmission.

For many applications, buffering multimedia data streams

can alleviate major delays and jitter.

Since discovering that QoS is not a sufficient metric of

network quality, most proposals have been suggesting that

quality should be measured on the user level. This process

was named Quality of Experience (QoE) [1], [2]. Such

a measurement calls for special structures (frameworks) of

quality of video sequences integrated assessment [3]. These

structures are increasingly being filled with solutions that

attempt to model the overall quality, operating at the in-

tersection of QoS and QoE [4] or only in QoE. However,

it has become obvious that such a general approach sim-

ply does not work for many visual applications such as

target recognition (utility) applications (video surveillance,

telemedicine, remote diagnostics, fire safety, backup cam-

eras, games, etc.) [5], [6].

In fact, QoE – the way of perceiving multimedia services

quality – depends on a number of objective and subjec-

tive contextual parameters [7]. Only a full understanding,

usually only possible with strong area limitations of the

QoE modeling application, makes it possible to obtain re-

sults consistent with the expectations of service users, and,

consequently, to optimize quality [8]. Unfortunately, high

numbers of contextual parameters mean this research ques-

tion is still open.

2. Target Recognition Video

In many visual applications, the quality of the motion pic-

ture is not as important as the ability of the visual system

to perform specific tasks for which it is created, given the

processed video sequences. Such sequences are called Tar-

get Recognition Video (TRV). Regardless of the different

ways in which the concept of TRV quality is understood,

its verification is necessary to perform dedicated quality

testing. The basic premise of these tests is to find TRV

quality limits for which the task can be performed with the

desired probability or accuracy.

Such tests are usually subjective psychophysical experi-

ments with a group of subjects. Unfortunately, due to is-

sue complexity and relatively poor understanding of human

cognitive mechanisms, satisfactory results of TRV quality

computer modeling have not yet been achieved beyond very

limited application areas.

Given the use of TRV, qualitative tests do not focus on the

subject’s satisfaction with the video sequence quality, but

instead they measure how the subject uses TRV to accom-

plish certain tasks. Purposes of this may include:

– video surveillance – recognition of vehicle license

plate numbers,

– telemedicine/remote diagnostics – correct diagnosis,

– fire safety – fire detection,

– rear backup cameras – parking the car,

– games – spotting and correctly reacting to a virtual

enemy.

The human factor is a significant influence, therefore it is

necessary to ask questions on the procedures to be com-
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plied with in order to make a subjective assessment of TRV

quality. In particular, questions arise on:

– method of selecting the TRV source from which the

test TRV (with degraded quality) arises,

– subjective testing methods and the general manner of

conducting the psychophysical experiment

– method of selecting a subjects group in the psy-

chophysical experiment, especially identification of

any prior task knowledge,

– training subjects before the start of the experiment,

– conditions in which the test will be carried out,

– methods of statistical analysis and presentation of

results.

3. Methods for Subjective Evaluation

of TRV

Questions formulated in the previous section are addressed

by Recommendation ITU-T P.912 “Subjective Video Qual-

ity Assessment Methods for Recognition Tasks”, published

in 2008 [9]. In addition, Recommendation P.912 organizes

terminology related to subjective TRV testing, introducing

appropriate definitions for the testing methods (psychophys-

ical experiments).

Unfortunately, Recommendation P.912 is only the first step

in the standardization of subjective TRV testing methods.

In the author’s opinion, based on available research results

and observations conducted during numerous experiments

with TRV, many claims of Recommendation P.912 are for-

mulated at too high generality level. What’s more, se-

lected statements are not supported by research results and

are significantly disputable. In this situation, a number of

steps have been taken to introduce significant modifications

(amendments) to the Recommendation. For this purpose,

in order to formalize the procedures, the author has estab-

lished collaboration with the Polish Ministry of Adminis-

tration and Digitization, and received a formal nomination

as a delegate of the Polish government. The procedure

for submitting amendments commenced in 2014. The de-

tailed scope of the proposed amendments to Recommenda-

tion P.912 is discussed in the following subsections.

3.1. Source Signal

Introduction: in Clause 5, Recommendation P.912 states:

Test sequences should follow the general principles stated

in [10] and [11], which specify that scenes should be con-

sistent with the transmission service under test, and should

span the full range of spatial and temporal information. It

is critical for the nature of these evaluations that the stim-

uli used actually reflect the true operational parameters

of the conditions under which the video material is col-

lected, and cover the entire range of scenarios possible for

the application area that one is identifying. Unlike other

subjective assessment methods developed for quality evalu-

ations, this method is directed at the usefulness of the video

material to complete a task and not the quality of the video

itself.

Unfortunately, in certain cases, data availability is very lim-

ited. Let us consider the impact of studying the quality of

still images on the accuracy of X-ray diagnosis of bone

fractures. It is clear that due to the low frequency of cer-

tain types of fractures, the availability of a database of

corresponding images is very low.

Another example concerns research on the impact of CCTV

recordings on the accuracy of license plate recognition [8].

For the purposes of this study, a special video database was

created [12]. The recordings have been created using fixed

CCTV cameras, recording cars entering the car park at the

AGH University of Science and Technology in Krakow,

Lesser Poland (Fig. 1). Again, it is clear that due to the

abovementioned conditions of acquisition, recordings rep-

resent a particular CCTV camera, its specific location and

direction, a specific distance from the object, and light-

ing conditions. What’s more, since the recordings were

made in Krakow, most of the license plates have the letter

“K” (distinguishing the Lesser Poland province) in the first

position on the plate and “R” (distinguishing the Krakow

county) in the second position.

Fig. 1. Source signal.

As shown, contrary to Recommendation P.912, it is very

difficult to ensure complete coverage of the potential appli-

cations of the recordings. Any record database expansion is

laborious, time-consuming, or even impossible. This does

not mean that the cited studies are useless. However, their

applicability must be explicitly limited to the scope of the

recordings database. Unfortunately, literature frequently in-

cludes attempts to extrapolate the applicability of test re-

sults (in particular among less experienced researchers),

which the author believes may be due to the fact that is-

sues in Recommendation P.912, which frequently include

instructions to carry out tests, are not addressed explicitly.

Proposal: the author proposes the introduction of the fol-

lowing amendments to Clause 5 of Recommendation P.912:

Test sequences should follow the general principles stated

in [10] and [11], which specify that scenes should be con-
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sistent with the transmission service under test, and should

span the full range of spatial and temporal information. It

is critical for the nature of these evaluations that the stim-

uli used actually reflect the true operational parameters

of the conditions under which the video material is col-

lected. If the stimuli used cannot actually cover the entire

range of scenarios possible for the application area that

one is identifying, the application description needs to be

explicitly limited. For example, the results should not be

generalized. Unlike other subjective assessment methods

developed for quality evaluations, this method is directed

at the usefulness of the video material to complete a task

and not the quality of the video itself.

3.2. Testing Methods and Experimental Design

For videos used to perform a specific task, it may not be

appropriate to rate video quality according to a subjective

scale such as Absolute Category Rating (ACR) [10]. The

goal of test methods for TRV is to assess the viewer abil-

ity to recognize the appropriate information in the video,

regardless of his perceived quality of the viewing experi-

ence. To assess the quality level of TRV, methods that

reduce subjective factors and measure the participant abil-

ity to perform a task are useful in that they avoid ambiguity

and personal preference.

The TRV application is directly related to the user ability to

recognize targets at increasing levels of detail. These lev-

els are referred to as discrimination classes (DCs). When

determining the DC for particular scenarios, one must con-

sider that for a set distance from the camera to the object

of interest, the DC directly correlates to decreasing video

resolution of the target, and therefore the object is repre-

sented by fewer cycles per resolution degree. Fewer cycles

per resolution degree also means that the object subtends

less of the information content of the video, making the

target identification more difficult.

Experimental methods should consist of responding to

questions related to the content in the image or video.

The parameter addressed by the question is the target to be

recognized.

3.2.1. Multiple Choice Method

Introduction: in Clause 6.1, Recommendation P.912 states:

The number of choices offered to the viewer will depend

on the number of alternative scenes being presented. “Un-

sure” may be one of the listed choices.

It should be noted that subjects tend to abuse the “unsure”

response. This problem has been observed when applying

a Comparison Category Rating (Table 1), as defined in

Recommendation ITU-T P.800 [13], in which subjects tend

to abuse the response “0” (“about the same”). A similar

trend was observed independently in author’s TRV studies.

Unfortunately, Recommendation P.912 is missing a clear

warning against the prudent use of the “unsure” response

(Recommendation P.912 even encourages its use).

Table 1

Comparison Category Rating (CCR)

3 Much better

2 Better

1 Slightly better

0 About the same

–1 Slightly worse

–2 Worse

–3 Much worse

Proposal: it is proposed that the entry in Recommendation

P.912 should be amended as follows:

The number of choices offered to the viewer will depend on

the number of alternative scenes being presented. The use

of “unsure” as one of the listed choices is discouraged but

allowed. The experimenter should be aware that individ-

ual subjects tend to overuse the “unsure” choice, leading

to contamination of results. Consequently, special care

must be taken when “unsure” is one of the listed choices.

3.2.2. Single Answer Method

Introduction: in Clause 6.2, Recommendation P.912 states:

If there is a non-ambiguous answer to an identification

question, the single answer method may be used. This

method is appropriate for alphanumeric character recog-

nition scenarios. A viewer is asked what letter(s) or num-

ber(s) was present in a specific area of the video, and the

answer can be evaluated as either correct or incorrect.

It should be noted that, contrary to Recommendation P.912,

it is also possible to apply fuzzy logic [8]. For scenar-

ios where the recognition result is an alphanumeric string,

assistance may come from measuring differences between

two strings using the Hamming distance (applicable only

for strings of the same length) [14], or Hamming distance’s

generalization – the Levenshtein distance [15]. Using the

experiment shown in Fig. 2 as an example, results con-

taining no more than one error may be regarded as cor-

rect [8]. This is because even in the event of a plate be-

ing recognized incorrectly, by correlating it with a vehicle

database containing the make and vehicle colour, the risk

of the vehicle being identified incorrectly is substantially

reduced.

Proposal: the author proposes that the description of the

single choice method be expanded as follows:

If there is a non-ambiguous answer to an identification

question, the single answer method may be used. This

method is appropriate for alphanumeric character recog-

nition scenarios. A viewer is asked what letter(s) or num-

ber(s) was present in a specific area of the video, and the

answer can be evaluated as either correct or incorrect.

Alternatively, fuzzy logic may be used (e.g. Hamming dis-

tance or Levenshtein distance), as shown in [8].
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Fig. 2. Single answer method.

3.3. Subjects

Introduction: in Clause 7.3, Recommendation P.912 states:

Subjects who are experts in the application field of the

target video recognition should be used. The number of

subjects should follow the recommendations of [10].

In order to verify this finding, experiments testing sub-

jects’ ability to recognize certain objects (mobile phone,

flashlight, gun, mug, radio, aluminum soda can, electric

“Taser” stun gun) shown in video sequences were carried

out. In the first experiment, the subjects were experts –

law enforcement officers [16], [17]. When the experiment

was repeated with non-experts, very similar results were

obtained, as long as the non-experts were compensated for

their time [18].

Proposal: the author proposes an entry introduction which

allows the use of non-expert subjects providing they are

motivated in an appropriate manner (such as being paid

for their time). Naturally, this is only possible for certain

areas of testing, since non-experts subjects cannot be used

in tests associated with (for example) medical diagnostics.

Subjects who are experts in the application field of the

TRV should be used. For certain areas of application

testing, where neither specific experience nor expertise

is required, non-expert subjects may also be used. Such

non-experts must be motivated in an appropriate manner

(e.g. being paid for their time). The validity of this ap-

proach is shown in [18]. The number of subjects should

follow the recommendations of [10].

4. Conclusions and Future Work

The discussion of statements contained in ITU-T Recom-

mendation P.912 shows that some of the findings and

observations require the certain provisions verification of

the Recommendation. The author proposes to revise Rec-

ommendation P.912 to reflect improved subjective test

techniques developed since this Recommendation was ap-

proved. Sufficient justification exists to support a new

ITU-T work item, and contributions to this topic have been

encouraged by ITU-T.

Ultimately, the amended recommendations should have

a broader scope: to expand target testing methods, provide

better instruction and training of subjects, improve con-

ditions for testing, statistical analysis and reporting, and

extend the applicability of techniques in the field of crowd-

sourcing for the subjective assessment of the quality of

TRV. In cooperation with the US National Telecommuni-

cations and Information Administration (NTIA, originator

of the Recommendation), there are also plans to expand

the Recommendation to include metrics of Video Acuity,

created at the NASA Vision Group [19]. The author would

like to invite all researchers working on TRV-related topics

to join him in the process of improving P.912.
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Abstract—Mobile systems, by nature, have finite resources.

Radio spectrum is limited, expensive and shared between

many users and services. Mobile broadband networks must

support multiple applications of voice, video and data on a sin-

gle IP-based infrastructure. These converged services each

have unique traffic holding and quality requirements. A pos-

itive user experience must be obtained through efficient par-

titioning of the available wireless network resources. The 3rd

Generation Partnership Project (3GPP) has developed a com-

prehensive Quality of Service (QoS) parameter to address this

problem. The regular control of service quality is critical for

operators to ensure user Quality of Experience (QoE), estab-

lish new business models and monetize services. It enables

operators to employ fair-use resource policies and maintain

network performance during peak traffic times. Wireless mo-

bile communication is tending towards an integrated system

of Internet and telecommunication technologies, where mo-

bile users move freely anytime and everywhere. They desire

to communicate with any device using the best service avail-

able. In this paper QoS management issues in mobile com-

munication are described. The authors present an insight into

subscriber behavior and related factors that affect the QoE of

mobile data services.

Keywords—cellular networks, mobile communication, quality of

experience, quality of service, wireless communication.

1. Introduction

Due to the networks evolution from Circuit Switched (CS)

to Packet Switched (PS) technologies, telecommunication

services have experienced a huge increase in transmission

capabilities, e.g., medium, bandwidth, throughput. It also

helped new services to emerge, including Voice over IP

(VoIP) telephony and multimedia streaming.

Currently, users require only an Internet Protocol (IP) ac-

cess connection, either via a Wireless Local Area Network

(WLAN) hotspot or a cellular connection. This IP com-

munication trend requires an appropriate QoS, in order to

fulfill the user expectations.

As the number of users in both telecommunication and

Internet networks grows, it becomes clear that real-time

services are becoming more difficult to implement due to

erratic delay and packet loss.

Nowadays, mobile broadband networks carry multiple ser-

vices that share radio access and core network resources.

In addition to best-effort services, wireless networks must

support delay-sensitive real-time services. Each service has

different QoS requirements in terms of packet delay toler-

ance, acceptable packet loss rates and required minimum

bit rates.

2. Quality of Service Background

QoS can be defined as a set of predefined technical spec-

ifications necessary to achieve the required service func-

tionality. Each user specifies his requirements, so that the

network can adjust its bandwidth, making use of different

QoS schemes in order to satisfy the request. This can be an

important factor when comparing services offered by dif-

ferent vendors or providers. When both price and feature

are similar, quality becomes the key differentiator.

The degradation of QoS can be caused by a number of

factors, including [1]:

– congestion (caused by traffic overflow – bottleneck

effect),

– delays (caused by network equipment),

– distance or retransmission of lost packets,

– shared communication channels (collisions and large

delays are common),

– limited bandwidth (poor capacity management).

2.1. QoS in Mobile Telecommunication

As mobile networks evolve to high-speed IP-based infras-

tructures, the wireless industry is ensuring high-quality

services by developing QoS and policy-management tech-

niques in addition to adding network capacity.

Mobile telecommunication is a type of communication used

for transmitting voice or data over long distance. It con-

sists of services such as: wireless telephony, satellite com-

munication, WLAN and other 802.1x networks, IP-routed

networks including the Internet, etc. However, the current

global Internet is a best-effort service.

This service does not guarantee anything, even delivering

a packet from one point to another within a single net-

work. The destination node does not know the delivery

speed or time. While delivering an e-mail message, delay

is not a problem. But when it comes to real-time ser-

vices like VoIP calls, if the delay becomes too large or too

many packets are lost, the service quality becomes unac-

ceptable [2], [3].
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2.2. QoS Parameters

In order to keep track whether the contracted QoS are be-

ing met, the parameters must be monitored and resources

should be reallocated in response to system anomalies. If

a change of state happens and the resource management

cannot make resource adjustments to compensate it, the

application can either adapt to the new level of QoS or de-

grade to a reduced service level. The measurement of QoS

is based on parameters including: delay, jitter, packet loss,

throughput and many other, depending on the application

and management scheme [4].

• Delay (latency) − a parameter related to communi-

cation. Since end points are most often distant, the

transfer of information will consume time to reach the

other side. Can be measured either one-way (from

source to destination node) or round-trip (from source

to destination and back to source node). The round-

trip delay is used more frequently in the form of the

ping command. It only sends a response back when

it receives a packet without processing it. The final

result is the minimum delay time possible for send-

ing a packet from source to destination in the tested

link.

• Jitter – a delay variation introduced by the transmis-

sion of multiple packets over the network. Can seri-

ously affect the quality of audio-video streaming. In

order to compensate it, all collected packets should

be hold until the last (slowest) packet arrives on time

and then rearranged to be played in the correct order.

Jitter buffers are clearly visible when using audio-

video streaming websites.

• Packet loss – occurs when one or more packets trans-

ported across the network fail to reach their destina-

tion. Some packets may fail to arrive when the buffer

is already full. The loss of packets can be caused by

other factors, e.g., signal degradation, high network

load or defect in network elements. Wireless net-

works are more vulnerable to packet loss due to in-

terference caused by other systems, multipath fading,

multiple obstacles, etc.

• Packet error rate – the number of incorrectly re-

ceived packets due to corrupted bits, often expressed

as a percentage.

• Throughput – the amount of data that can be pro-

cessed in a fixed time space, usually measured in

bits per second. Throughput is a good way of mea-

suring capacity of a communication link, regardless

of connection type. However, it may not reflect the

real user experience.

• Reliability – the availability of a connection, de-

scribes the ability of a system or component to

function under stated conditions for a specified time

period.

2.3. QoS Class Indicator

The Quality Class Indicator (QCI) specifies the treatment

of IP packets received on a specific bearer. The bearer

is a basic traffic separation element that enables differen-

tial treatment for traffic with different QoS requirements.

It provides a logical transmission path between the User

Equipment (UE) and Packet Data Network Gateway (PDN-

GW). Packet forwarding of traffic traversing a bearer is han-

dled by each functional node, e.g. eNodeB in Long Term

Evolution (LTE).

The 3GPP has defined a series of standardized QCI types

summarized in Table 1 [5].

Table 1

3GPP standardized QCI characteristics

QCI
Packet delay

budget [ms]

Packet error

loss rate
Exemplary service

1 100 10
−2 Conversational voice

2 150 10
−3 Conversational video

(live streaming)

3 50 10
−3 Real-time gaming

4 300 10
−6 Non-conventional video

(buffered streaming)

5 100 10
−6 IMS signaling

6 300 10
−6

Video

(buffered streaming),

TCP-based

(e.g. www, e-mail, chat)

7 100 10
−3

Voice, video

(live streaming),

TCP-based

(e.g. www, e-mail, chat)

8–9 300 10
−6

Video

(buffered streaming),

TCP-based

(e.g. www, e-mail, chat)

where: QCI 1–4 are Guaranted Bit Rate (GBR) and

QCI 5–9 Non-GBR resource type; IMS – IP Multimedia

Subsystem, TCP – Transmission Control Protocol.

For first deployment, the majority of operators will likely

start with three basic service classes: voice, control sig-

naling and best-effort data, whereas in the future premium

services such as high-quality video transmission.

3. Quality of Experience

Subscribers expect their mobile devices provide high-

quality connectivity and performance at all time. Any in-

terruption in data services is as critical as an interruption

in voice. However, while voice services have a standard-

ized measurement of quality called Mean Opinion Score

(MOS), there is no equivalent for mobile data.

Mobile data services encompass a wide variety of con-

tent types and usage patterns, including e-mail, audio-video
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streaming, application downloading or online gaming, all

with different characteristics. Depending on the service

being used, mobile subscribers have varying quality expec-

tations for mobile data performance and usability.

When subscribers consume content, their QoE is not deter-

mined strictly by the speed achieved via wireless technolo-

gies. They make subjective assessments based on a combi-

nation of factors as: speed, smoothness, latency. Operators

know, the better the experience, the longer and more fre-

quently subscribers will consume content.

3.1. Defining Subscriber QoE

Mobile operators do not have unlimited technical resources

and capital. The radio spectrum is finite and even if opera-

tors increase capacity, bandwidth-hungry applications such

as Peer-to-Peer (P2P) services and video streaming will

eventually consume any excess capacity. Table 2 demon-

strates how subscriber QoE expectation varies by service

type [6].

Table 2

Comparison of QoE expectations and performance

requirements by service type

Service QoE expectation Performance attributes

Internet
Low

(best-effort)

• Variable bandwidth

consumption,

• Latency and loss tolerant

Business

services

High

(critical data)

• High bandwidth

consumption,

• Highly sensitive to latency,

• High security

P2P
Low

(best-effort)

• Very high bandwidth

consumption,

• Latency and loss tolerant

Voice
High

(low latency and

jitter)

• Low bandwidth

(21–320 kb/s per call),

• One-way latency

(< 150 ms),

• One-way jitter

(< 30 ms)

Video
High

(low jitter and

packet loss)

• Very high bandwidth

consumption,

• Very sensitive to packet loss

Interactive

gaming

High

(low packet loss)

• Variable bandwidth

consumption,

• One-way latency

(< 150 ms),

• One way jitter

(< 30 ms)

There is a significant distinction between real-time services

such as video conversation or voice and best-effort services

like Internet browsing. Real-time services must reserve

a minimum amount of guaranteed bandwidth and are more

sensitive to packet loss and latency. Subscriber QoE is

based on a number of factors such as:

– mobile application responsiveness,

– time required to download a Web page,

– stalling in a video,

– video content resolution.

Figure 1 describes top Android and iOS applications

[7], [8].

Android

iOS

Other
17%

Other
23%

Google Play
10%

Browser
17%

Media Player
56%

Media Player
45%

Safari
21%

App Store
11%

Fig. 1. Top Android and iOS applications.

According to presented data, about a half of mobile data is

associated with Media Player software. The dedicated ap-

plication stores and browsers account more than a quarter,

whereas other application including Facebook, eBay and

Instagram generate about 20% of mobile data volume.

In case of mobile Web page downloads across multiple

mobile operators worldwide results show that over 50% of

Web pages take more than 8 s to load and that 20% of Web

pages take 20 s or more (Fig. 2) [9].

Depending on network conditions and the time of a day,

mobile videos stall between 5–35% of the time. In some

cases, stalling can lead some subscribers to abandon their

sessions, causing frustration and loss of interest. It is visi-

ble, that conventional traffic management solutions do not

work well in this case. Video is based on a variable bit

rate. Its peak rates can exceed the shaped bandwidth of

traditional traffic management solutions, leading to clips,

stalling and eventually a poor experience. Figure 3 shows

the change in global share of mobile video volume by for-

mat between 2010 and 2013 [8].

As shown, in 2010 90% of mobile video data was asso-

ciated with the FLV format. Currently, the most popular

video format is MP4, closely associated with smartphones,

representing 67% of the global mobile video volume.
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20 s or more
39%

8-20 s
10%

0-8 s
51%

Europe

20 s or more
26%

8-20 s
33%

0-8 s
41%

Asia

20 s or more
17%

8-20 s
14%

0-8 s
69%

North America

Fig. 2. Web page download times.

2010

Other
5%MP4

5%

FLV
90%

2013

Other
9%

MP4
67%

FLV
12%

DASH
12%

Fig. 3. Global share of mobile video volume by format.

Higher-resolution videos drive a disproportionate per-

centage of overall wireless network traffic, as shown in

Fig. 4 [9].

Wireless networks that support this kind of videos deliver

a better visual QoE to their subscribers. However, these

multimedia must be effectively optimized to ensure that

Android

360p
11%

480p
3%

720p and higher
1%

240p and lower
85%

iOS

360p
15%

480p
10%

720p and higher
2%

240p and lower
73%

Laptop

360p
29%

480p
27%

720p and higher
3%

240p and lower
41%

Fig. 4. Video request by resolution.

the overall subscriber QoE is not negative, considering

screen size, resolution or connection speed.

4. Summary

The widespread and availability of mobile smart devices

will fuel the rapid growth in subscribers and sheer data

volume. Operators world wide are racing to add new ser-

vices and more powerful devices. They are making sub-

stantial investments to upgrade their networks capacity and

performance.

If data continues to grow, operators will be forced to

smarter manage the traffic. The economic realities and

physical limitations of available spectrum prevent opera-

tors from simply adding more and more network capacity.

Operators must plan today for future evolution of the net-

work, which means working with vendors that have a solid

roadmap for QoS and policy mechanisms in their products.
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Quality plays a major role in wireless networks. Fur-

ther traffic management and optimization technologies

could allow network operators as well as service providers

and vendors to improve subscriber QoS and QoE. Net-

work efficiency could be optimized through application de-

tection combined with adaptive traffic management in order

to dynamically adjust to network conditions in real-time.

As a result, it could help to boost mobile data usage, at-

tract new customers, and raise satisfaction.
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Abstract—The quality of telephone services is very important

from either operator or subscriber point of view. One of the

negative phenomenon which affects quality of telephone ser-

vices is lack of speech signal during a call. This situation

occurs relatively frequently in mobile telephony, and is called

silent call (SC). Lack of speech signal can occur only once or

many times during the call, and degrade connection quality.

In this paper, an analysis of this phenomenon is presented.

The research base are the results of measurements mobile

network one of operators in Trójmiasto a large urban area

consisting of three cities: Gdańsk, Gdynia, and Sopot. To es-

timate impact of silent calls on speech quality, mean opinion

score index was calculated using POLQA algorithm.

Keywords—key performance indicator, silent calls, speech signal

analysis.

1. Introduction

The quality of telephone services depends on many factors

such as the type of speech encoder, the type, and param-

eters of the telephone network, and the transport network

performance. They can cause various types of distortions

and even break or disconnect call. This paper focuses on

the negative phenomenon of temporary or permanent lack

of speech signal during a call – so called silent calls (SCs).

According to the SwissQual, one of the leading compa-

nies involved in research quality phone calls, the silent call

occurs when the called party receiving a silence all the

time [1]. Here another definition is proposed. SC takes

a place when at least one of the called party receiving a si-

lence for a certain time. The problem of SCs is not new,

but recently their number is constantly growing. Elimina-

tion SCs causes is very important to subscribers and opera-

tors because SC lowers the perceived quality of the service.

Strong competition in the telecom market and easy change

of service provider force operators to eliminate this prob-

lem. SCs occur both in mobile and fixed networks. How-

ever, in mobile networks due to many reasons SCs more

often appear.

This article covers the study the SCs phenomenon only in

mobile networks. It is possible to find many sources of

the SCs in various network infrastructure parts. SC can be

caused at the same time by more than one source. This

makes it difficult to find and remove the correct source.

The first place where SC can be generated is a subscriber

terminal. The second one is radio transmission station.

Another possible source is associated with handovers or

encryption changes. These processes are taking place in

Base Station Subsystem (BSS). Obviously, core networks

used to transmission telephone signals between Mobile

Switching Center (MSC) can also cause of SC, however

the paper only concentrates on the radio interface influence

on SCs.

The radio signal transmission conditions have significant

impact on the call quality. They have often responsible for

short-term signal degradations, but not always causes SC.

To prevent the big information loss an interleaving and data

redundancy are used. However, sometimes the interruption

duration is so long that those methods are insufficient. In

such cases, a call is always disconnected by a network, and

then user hears the silence in the handset. The time required

for dropping the call after detection absence of speech sig-

nal depends on the network settings. During a call, voice

encoder may be changed because of radio signal transmis-

sion conditions degradation, but changing of the encoder is

not always fast enough, therefore the handset has no sig-

nal while encoder changing. According to the definition

adopted in this paper, the silent call is then observed.

Operators constantly upgrades their networks by introduc-

ing the new telecommunication systems as in example LTE.

Usually areas covered by the new solutions are islands in

older networks. Coexistence of different technologies re-

quires multiple protocols to ensure the mobile subscriber an

adequate level of service. Unfortunately, a quick introduc-

tion of new technical solutions does not always guarantee

the calls quality and it can cause SCs.

To investigate sources and rate the negative impact silent

calls on quality it was necessary to do many measurements

using special procedure and tools.

This paper is organized as follows. In Section 2 the used

tools are described. This is followed by the measurements

scenario in the Section 3. In Section 4, the results are given

and analyzed. Finally, the paper is concluded in Section 5.

2. Used Tools

To investigate SCs detail it was necessary to perform many

measurements using so called Drive Test (DT). The DT

was prepared by Systemics PAB [2]. It is a procedure for

testing the quality of the cellular network and calls from

the mobile subscribers perspective. All measured parame-

ters were collected and analyzed using NQDI system [3].

This is the advanced tool that allows for calculation of Key

Performance Indicators (KPIs).

To detect silence in the speech samples was used spe-

cial software tool called Silan [4]. This program reads

the sound files and detects silence periods. It is the pro-
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gram made for Linux operation system. Its advantage is

the ability to work from the command line. Using this

tool and special Bash script [5] allow to create tables with

information about the duration of speech and silence.

3. Measurements and Samples

The measurements scenario is shown in Fig. 1. The con-

nections are initiated by the voice server and mobile ter-

minal. According to this scheme there are 10 reference

speech samples sent in two directions – five times by each

of the parties. The first speech sample is always sent by

the mobile terminal. In case of successful transmission of

all test samples the call is disconnected. Received speech

samples were recorded on the both sides.

1

2

3

4

5

6

7

8

9

10

Voice server Mobile terminal

Fig. 1. Measurements scenario.

Fig. 2. The reference sample.

The speech sample reference is shown in Fig. 2.

It can be noticed that two fragments of speech signal in the

reference sample were detected by Silan. The total duration

of the speech signal in the reference sample is 4.697375 s.

Duration of the speech signal in the received sample can be

shorter if there were silence. In this case the speech signal

contents in the each received sample versus the reference

sample is then calculated. It is so called Sum Voice Length

(SVL) parameter.

4. Results

During the test 51246 reference samples were sent. Among

them there were 971 of silent calls. The number of re-

ceived samples with extra silence versus SVL is presented

in Fig. 3.
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Fig. 3. Number of received samples versus SVL.

Figure 4 shows the dependence of the MOS parameter with

respect to the percentage of speech duration in the received

sample. MOS was estimated using POLQA algorithm [6].

Each dot in the Fig. 4 corresponds to a single sample. The

minimum accepted MOS value is marked by the horizontal

dashed line.
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Fig. 4. MOS versus SLV.

Despite the big loss of the speech signal, the estimated

speech quality is relatively good. This is probably a result

of the mechanism Packet Loss Concealment (PLC) using

by application [7].

Only in 58 cases the total voice absence was observed

(SVL = 0%). These will be referred to the total SC (TSC).

They represent about 0.11% of the sent samples. The
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Fig. 5. Reasons of TSC.
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33 from these were caused by errors in measuring equip-

ment. The remaining 25 cases were detailed analyzed. The

results are shown in Fig. 5. The most common reasons

for TSC were wrong radio transmission conditions – not

a low signal strength, but too high interferences level. It is

obvious in large cities area. In two cases TSC were caused

by handover process, and a core network was the reason

of another two. In one case, TSC was caused by a prob-

lem with an encoder. Unfortunately, in the three cases, the

reason was not found.

5. Conclusions

Based on the performed measurements and tests, it was

found that:

• 1.89% received samples contained one or more peri-

ods of silence,

• only 0.11% of all samples was complete silence,

• the main causes of total silent calls diagnosed in this

study were interferences in radio link,

• an unacceptable total duration of silence periods in

the received sample was 17% (MOS assumed 2, and

estimated using POLQA algorithm).

References

[1] M. Sauter, From GSM to LTE: An Introduction to Mobile Networks

and Mobile Broadband. London: Wiley, 2010.

[2] Measurement methodology [Online]. Available:

http://www.syspab.eu/?en benchmarking-of-mobile-operators,44

[3] NQDI, SwissQual’s post-processing system [Online]. Available:

http://www.swissqual.com/index.php/systems/nqdi.html

[4] Silan Software [Online]. Available: https://github.com/x42/silan

[5] K. Baran and P. Cegłowski, “Research on the phenomenon of silent

call in networks mobile operators”, Institute of Telecommunications,

Warsaw University of Technology, Warsaw 2013.

[6] POLQA algorithm [Online]. Available: http://www.polqa.info/

[7] A. Janicki and B. Książek, “Packet loss concealment algorithm

for VoIP transmission in unreliable networks” [Online]. Available:

www.tele.pw.edu.pl/ajanicki/docs/aj-missi08.pdf

Kamil Baran received his

B.Sc. in Electronics and Tele-

communications from the War-

saw University of Technology

in 2014. Currently he is a M.Sc.

student at the Warsaw Univer-

sity of Technology. Since 2013

he works in Systemics PAB,

where he is working at quality

of mobile network.

E-mail: kakrzybaran@gmail.com

Faculty of Electronics and Information Technology

Warsaw University of Technology

Nowowiejska st 15/19

00-665 Warsaw, Poland

Paweł Cegłowski received his

B.Sc. in Electronics and Tele-

communications from the War-

saw University of Technology

in 2014. Currently he is a M.Sc.

student at the Warsaw Univer-

sity of Technology. Since 2013

he works in Systemics PAB,

where he is working at quality

of mobile network.

E-mail: pawelc29@gmail.com

Faculty of Electronics and Information Technology

Warsaw University of Technology

Nowowiejska st 15/19

00-665 Warsaw, Poland

Sławomir Kula received his

M.Sc. and Ph.D. from the Fac-

ulty of Electronics and In-

formation Technology of War-

saw University of Technology

in 1977 and 1982, respec-

tively.Two times he was a vice

dean of the faculty, and now he

is a deputy director for educa-

tion of Institute of Telecommu-

nications of Warsaw University

of Technology. He is a chairman of Polish Chapter of IEEE

Communications Society, and member of scientific com-

mittees of many conferences. He is also the guest editor

of this issue of JTIT. He is an author of two books, and

co-author of two others. One of them being “Transmis-

sion systems” (printed in Polish in 2005) which earned him

the Ministry of Science and Higher Education Individual

Prize. His scientific and research activities include trans-

mission, access systems and networks, and quality of tele-

com services (QoS and QoE).

E-mail: skula@tele.pw.edu.pl

Faculty of Electronics and Information Technology

Warsaw University of Technology

Nowowiejska st 15/19

00-665 Warsaw, Poland

22



Paper Prospects and QoS Requirements

in 5G Networks
Valery Tikhvinskiy and Grigory Bochechka

LLC Icominvest, Moscow, Russia

Abstract—In this article the requirements to some number

of KPI that determine the quality of service (QoS) in 5G

networks are formulated. The proposed QoS requirements

are based on the analysis of functional requirements to 5G

networks and traffic parameters for HD video and massive

M2M services, which will be highly demanded in 2020. One

of the 5G development paradigms is the network function

virtualization (NFV) including cloud radio access and cloud

core networks. The authors have proposed the concept of

function blocks CQMF and CQCF to control and monitor

QoS, which are implemented as part of the 5G network cloud

infrastructure.

Keywords—5G, M2M, QoS, video services, virtualization.

1. Introduction

5G mobile communication technologies that are expected to

appear on the market in 2020 should significantly improve

customers’ quality of service in the context of snowballing

growth of data volume in mobile networks and the growth

of wireless devices and variety of services provided [1]–[3].

It is expected that mobile communication networks built

on the basis of 5G technologies will provide data transfer

speed of more than 10 Gb/s. Previous 4G generation tech-

nologies (LTE/LTE Advanced) provide flexible quality of

service management based on the division of data transfer

characteristics into 9 classes. These classes cover both 4G

quality principles – services provision without quality as-

surance (best effort or non-GBR) and guaranteed quality of

service provision (GBR) [4].

Unfortunately, these LTE technological advances in the

field of QoS management cover only part of the “end user-

end user” (E2E) chain, in particular “5G-5G” and “4G-4G”

intranetwork connections. The quality management system

does not extend to the part of connections between 5G sub-

scribers and other mobile 2G/3G/4G and fixed networks.

Absence of possibility for coordinated and flexible quality

management in fixed IP and mobile networks of previous

generations will still be for a long period a brake on the

new level of subscribers’ service quality in 5G networks.

2. Services in 5G Networks

Forecasts of the leading specialists working in international

5G projects [5], [6] show that video services, such as HD

and UHD video, with high quality resolution will have

a dominant position among the services rendered in 5G

networks. According to reports of leading 4G networks op-

erators, video services dominate in the subscribers’ traffic

and will continue to dominate in 5G networks content.

For instance now the traffic volume of video services is

estimated by different operators [5] from 66 to 75% of the

total traffic in 4G network, including 33% for YouTube

services and 34% for clear video as well as CCTV moni-

toring (video surveillance) in M2M networks. In addition,

by 2020 the volume of mobile M2M connections will

grow with CAGR index of 45% [7] up to 2.1 billion con-

nections. Given the growing mass scale of M2M services

in all industries, they will dominate over basic services

(voice & data) in 4G and 5G networks.

5G European development strategy also aims to enable sub-

scribers by 2025 to choose how to connect to TV broadcast:

via 5G modem or antenna with DVB-T, so this will require

appropriate quality management mechanisms. Therefore,

the efforts of developers to improve the quality management

mechanisms will focus on video and M2M services traffic,

improvement of quality checking algorithms and creation

of new quality assessment methods.

3. 5G Technological Image

Technological development of 5G networks will be aimed

at the creation of ultra-dense networks (UDN) of wire-

less access with heterogeneous cells arrangement and ra-

dius of not more than 50 meters. 5G Networks will be

based on new methods of modulation and transmission that

will significantly increase the spectral efficiency compared

with 4G networks and ensure data transfer speed of more

than 10 Gb/s.

To provide such data transfer speed in 5G networks the

use of broadband channels in the downlink (DL), as well

as in the uplink (UL) with a continuous spectrum width

of 500 to 1000 MHz will be required. This amount of

spectrum is 25–50 times wider than the channels width

used in 4G. Allocation of these bands for 5G channels is

possible only at the upper boundary of the centimeter and

in millimeter wave bands that will significantly reduce base

stations coverage up to 50–100 m [8].

The increase in spectral efficiency of 5G networks can

be achieved using non-orthogonal multiple access meth-

ods (NOMA) in RAN networks and using non-orthogonal

signals (e.g., FTN-signals, F-OFDM-signals, etc.) [9]. Re-

quirements to the cell’s spectral efficiency in 5G networks
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for different transmission channels are shown in Fig. 1 [6].

Comparison of these requirements with the same require-

ments to 4G networks shows the growth of spectral effi-

ciency by 3–5 times.
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Fig. 1. Cell spectral efficiency in 5G networks.

5G network infrastructure will be based on the use of cloud

technologies, both in radio access networks (Cloud RAN)

with using Software Defined Radio (SDR) infrastructure

and in core network (Cloud CN) with using Software De-

fined Network (SDN) infrastructure. Full virtualization of

NFV network functions implemented in 5G infrastructure

will take place. This virtualization of NFV network func-

tions should cover the control and management of QoS, the

service policy and prioritization of traffic.

New solutions for 5G networks will be the appearance of

moving 5G nodes (base stations) and moving 5G backhaul

that are dictated by the need to implement 5G during the

construction of intelligent transport network.

Thanks to these solutions, international highways with

cars moving at a speed exceeding 200 km/h will intro-

duce moving 5G communication networks constructed on

the basis of M2M applications and devices for Vehicle-

to-Vehicle (V2V) scenario and ensuring the safety traffic

and multimedia data exchange. The role of 5G base sta-

tions will carry out the 5G vehicle devices united in mesh

network.

4. Traffic in 5G Networks

When forming requirements to QoS in 5G networks two

key traffic models should be firstly considered: high-speed

video flow “server-subscriber” and massive M2M.

Video transmission services will be an important stimulus

to development and a rapidly growing segment of 5G net-

works traffic. In 2013 the volume of video services in the

total traffic of 4G networks subscribers already exceeded

50%, and by 2019 it is forecasted to increase at least by

13 times [3]. Thus we can already observe the first wave

of oncoming “tsunami” of subscribers’ traffic in 4G net-

works. Monthly consumption of data transmission traffic

in 4G networks has already reached 2.6 GB and monthly

consumption of traffic in 5G networks will exceed 500 GB.

The growth of video services traffic volume will be as-

sociated with the implementation of various technologies

of video services image quality from standard SD TV to

UHD TV (8k), which in its turn requires a data trans-

mission speed of up to 10 Gb/s in the network. Techno-

logical capabilities of mobile networks of various genera-

tions to broadcast video for various video image quality are

shown in Fig. 2 [10]–[11]. Capability of video broadcast-

ing depends on data transmission speed in the radio access

network.
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Fig. 2. Technological capabilities of video transfer for mobile

networks of various generations.

According to forecasts shown in Fig. 3, in 2018 the number

of M2M connections in the networks of mobile operators

will exceed 1.5 billion [12], which is 5 times more than the

current rate, and in 2022 mobile operators will have more

than 2.6 billion M2M connections. At the same time, the

share of M2M connections of the total number of connec-

tions in the mobile operators’ networks will increase from

the current 5% to 15% in 2018 and to 22% in 2022.
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Fig. 3. Number of M2M connections in mobile networks.

Strategies of M2M operators are aimed at creating univer-

sal M2M platforms capable of operating in multiple verti-

cal economic sectors. This will lead to the possibility to

implement approaches, tools and processing methods for

structured and unstructured Big Data derived from M2M

networks.

According to ABI Research forecasts, the M2M Big Data

and analytics industry will grow a robust 53.1% over the

next 5 years from 1.9 billion USD in 2013 to 14.3 billion

USD in 2018. This forecast includes revenue segmentation

for the five components that together enable analytics to be

used in M2M services: data integration, data storage, core

analytics, data presentation, and associated professional

services.

24



Prospects and QoS Requirements in 5G Networks

5. Quality Requirements in 5G

Networks

During the evolution of QoS management mechanism in

3GPP (GSM/UMTS/LTE) networks there was a migration

from QoS management at the user equipment level to the

QoS management at the network level. This approach to

QoS management will be maintained in 5G networks as

well.

QoS management mechanisms in 5G networks should pro-

vide video and VoIP traffic prioritization towards Web-

search traffic and other applications tolerant to quality. The

service of streaming video transfer without buffering is very

sensitive to network delay, so one of the most important

parameters that determine QoS requirements is the total

packet delay budget (PDB), which is formed on the RAN

air interface, and is treated as the maximum packet delay

with a confidence level of 98%.

Table 1 lists the requirements for delay in 3G/4G/5G net-

works formed in 3GPP [4] and METIS project [13]. These

data demonstrate that with the increase in mobile network’s

generation the requirements for the lower boundary of the

total data delay across the network decline. Also the anal-

ysis of the requirements for the overall 5G network delay

revealed that given the accumulation effect the delay in 5G

RAN network should be less than 1 ms.

Table 1

Requirements for delay in 3G/4G/5G networks

QoS terms
Packet delay budget [ms]

3G 4G 5G

Without quality assurance
Not

100–300
Not

determined determined

With guaranteed quality 100–280 50–300 1

Comparison of requirements to delay in control and user

planes for signaling traffic and user traffic respectively, pre-

sented in Fig. 4, show that requirements to 5G networks

will be twice more rigid for traffic in the user plane and

10 times more rigid – in the subscriber traffic plane [6].

Another parameter is the proportion of packets lost due to

errors when receiving data packets (IP Packet Error Rate).

L
at

en
cy

100 ms 50 ms

10 ms 1 ms

4G

5G

4G

5G

A half of 4G

A tenth of 4G

Control plane User plane

Fig. 4. Requirements to delay in control and user planes for

4G/5G networks.

Values for this parameter, that determines requirements for

the largest number of IP packets lost for video broad-

casting through 3G/4G/5G mobile networks, are shown

in Table 2 [14].

Table 2

Requirements to the Packet Error Loss Rate

for video broadcasting

QoS terms
Packet Error Loss Rate

SDTV HDTV 4k UHD 8k UHD

Possibilities of mobile
communication 3G/4G 4G 4G 5G
generation

Video broadcasting with
10−6 10−7 10−8 10−9

guaranteed quality

Table 3

Requirements to the Packet Error Loss Rate

for M2M services

QoS terms
Packet Error Loss Rate

3G 4G 5G

Without guaranteed quality
10

−2
10

−3
10

−4

(non-GBR)

With guaranteed quality
10

−2
10

−6
10

−7

(GBR)

For M2M services the quality also will be determined by

the proportion of packets lost when receiving in 3G/4G/5G

networks. Given that service conditions of M2M subscriber

devices will be determined for both cases: with a guar-

anteed quality of service and without guarantees, require-

ments to the share of lost packets differ by three orders.

Requirements to the Packet Error Loss Rate for M2M ser-

vices are shown in Table 3.

The development of NFV concept will lead to virtualization

of quality management function that could be introduced in

the form of two main functions: Cloud QoS management

function (CQMF) and Cloud QoS control function (CQCF)

shown in Fig. 5.

RRU1

RRUn

CQMF CQCF

NFV – basis

5G RAN
SDR

5G CN
SDN

Cloud
applications

Video

Games

M2M

Fig. 5. Virtualization of control and management functions in

5G network.

CQCF function of QoS control provides real-time control

of traffic flows in 5G network on the basis of QoS lev-

els established during the connection. Basic QoS control
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mechanisms include traffic profiling, planning and manage-

ment of data flows.

CQMF function of QoS management provides QoS support

in 5G network in accordance with SLA service contracts,

as well as provides monitoring, maintenance, review and

scaling of QoS.

Implementation of algorithms for traffic prioritization in 5G

networks will be based on traffic classification procedures

with a focus on video traffic priorities and M2M traffic.

Traffic classification procedure should be done taking into

consideration the adaptation possibility, as the traffic char-

acteristics will dynamically change with the emergence of

new applications, both in M2M area and in the field of

video services.

6. Conclusion

The emergence of 5G networks in the market in 2020 will

be focused on a significant improvement of characteristics

of mobile networks, including quality of service. Given

that the principles of QoS control will be maintained dur-

ing the transition from 4G to 5G, main effort of 5G devel-

opers should be focused on the virtualization of network

functions, responsible for the management and control of

QoS in the network.

Another direction for development will be algorithms for

traffic classification that will support market’s changes in-

cluding change of demand for services and needs of cus-

tomers. Future mobile services will be grouped around

video services and services based on the massive use

of M2M devices in most industries and consumers’

households.
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Abstract—The paper discusses quality of service in LTE and

LTE-A networks seen as a challenge that can be met with Self-

Organizing Networks (SON) functionalities. The SON con-

cepts have been included in the LTE (E-UTRAN) standards

since the first release of the LTE technology. Self-optimization

functionalities will monitor and analyze performance mea-

surements, notifications, and self-test results and will automat-

ically trigger re-configuration actions on the affected network

nodes when necessary. The SON specifications have been built

over the existing 3GPP network management architecture, the

ultimate implementation of SON in 4G networks will bring

many advantages. Successive SON procedures are waiting for

their time and money to be implemented in 4G, though some

essential issues for example of inter Radio Access Technology

(RAT) interfaces must be overworked.

Keywords—4G, QoS, SON.

1. Introduction

New and emerging classes of mobile devices are raising

large growth of wireless data usage by private and enter-

prise users. As a result, wireless service providers have to

support a growing number of higher bandwidth data ap-

plications and services. On the other side their networks

are becoming more complex and heterogeneous and the

necessity to ensure quality user experience requires more

complex Quality of Service (QoS) implementations. For

a couple of years the main European body for new ra-

dio technology standards, 3GPP Group, has set the goal

to support automated procedures in multi-vendor network

environments to answer the request of free market with its

whole complexity.

Since the first release of the LTE technology (3GPP Re-

lease 8) Self-Organizing Networks (SON) concepts have

been included in the LTE (E-UTRAN) standards. One can

point two categories for SON introduction reasons:

– repetitive processes’ automating clearly reduces costs

(saves time and effort),

– collecting measurements from many sources must be

automated to provide accurate near real time data for

algorithms to control fast, granular, i.e. per user, per

application processes.

The SON specifications have been built over the exist-

ing 3GPP network management architecture, reusing much

functionality that existed prior to Release 8. The focus of

the Release 8 SON functionality was put on procedures

relating to initial equipment installation and integration to

support the commercial deployment of the first LTE net-

works, known as eNB self-configuration.

Release 8 of 3GPP, a basic one for nowadays implementa-

tions has several successors (Fig. 1) already and one proves

that the SON capability is seen as a key component of the

next and emerging networks.

LTE LTE-A LTE-B

Rel 8 Rel 9 Rel 10 Rel 11 Rel 12 Rel 13

Fig. 1. LTE standardization.

Self-optimization functionalities will monitor and analyze

performance measurements, notifications, and self-test re-

sults and will automatically trigger re-configuration ac-

tions on the affected network node(s) when necessary.

This will significantly reduce manual interventions and re-

place them with automatically triggered re-optimizations or

re-configurations thereby helping to reduce operating ex-

penses. This paper aims to discuss the possibilities for

QoS features resulting from present and further LTE im-

plementations.

2. Review of Basic SON Procedures

Covered by Successive 3GPP

Releases

Table 1 [1], [2] shows SON procedures covered by 3GPP

Releases since 8 to 12. Release no. 12 completeness was

planned for 2014, and first parts of Release 13 (OAM as-

pects) should be ready soon.

The SON target is to maintain network quality and perfor-

mance with minimum manual intervention from the oper-

ator. More automation allows to manage large networks

more efficiently, which consist of thousands of base sta-

tions with hundreds of settings each. The role of SON is

to enable efficient, and in some cases programmatic means

of fine tuning cellular networks.

In 3GPP Release 8 standards, operators have specific SON

requirements for simplifying eNodeB deployment and re-

ducing operational cost. Approximately 80–85% of global

providers focus on SON only in the 3G portion of their
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Table 1

SON procedures in successive 3GPP releases

Release
no.

Procedures Remarks

8

Automatic inventory; automatic soft-

ware download, automatic neighbor

relation, automatic physical cell ID

(PCI) assignment

“eNB self-con-

figuration”

9

Handover optimization; RACH op-

timization; load balancing optimiza-

tion; inter-cell interference coordina-

tion

Network opti-

mization proce-

dures

10

Coverage and capacity optimization;

enhanced inter-cell interference coor-

dination; cell outage detection and

compensation; self-healing functions;

minimization of drive testing; energy

savings

SON functions

for macro and

micro networks

overlaid on and

interoperating

with existing

mobile networks

11

SON (UTRAN and LTE) manage-

ment and coordination between dif-

ferent SON functions; inter-RAT en-

ergy saving management

SON Opera-

tion, Adminis-

tration, Mainte-

nance (OAM)

aspects

12

High Rate Packet Data inter-RAT

SON; enhancements of OAM aspects

of distributed SON functions; multi-

vendor Plug & Play eNB connection

to the network

Next generation

SON for UTRA

and LTE

networks today [3]. This is because they want to first op-

timize what is stable and most of the network, while they

work out other issues on 4G. Automatic Neighbor Relation

(ANR) function, specified in the LTE context, automates

the discovery of neighbor relations. It can help the opera-

tors to avoid the burden of manual neighbor cell relations

management.

The ultimate implementation of SON in 4G networks will

bring many advantages. For example, 4G has something

called Reserved Quality (talked about on 3G, but not there,

yet) as a means of managing QoS and Quality of Expe-

rience (QoE). This represents a benefit of SON on LTE

in terms of optimizing network to support the QoS/QoE

metrics. LTE architecture enables peer-to-peer (eNodeB to

eNodeB) connections, which lowers latency and improves

round-trip delay times. Successive SON procedures are

waiting for their time and money to be implemented in

4G, and some essential issues for example of inter RAT

interfaces must be overworked still.

3. Quality of Services in LTE

The QoS must be a particular concern in LTE as multiple

applications may be running in a user equipment (UE) (for

example at the same time: downloading an FTP file, brows-

ing a Web page, chatting) at any time, each one having

different quality of service requirements. Some services it-

self need better priority handling in the network, e.g., VoIP

call, video conference. There are users being willing to

pay more for high bandwidth and better network access,

wanting to have better user experience on their 4G LTE

devices. QoS defines priorities for certain services and

customers.

In LTE Network QoS is applied to a set of bearers that

are collectively called as EPS bearer. Bearer is a virtual

concept and covers some network configuration to provide

special treatment to various kinds of traffic. Keeping in

mind the LTE architecture, one can point Radio Bearer, S1

Bearer and S5/S8 Bearer that cover QoS configuration in

LTE (Fig. 2). As one must consider the end-to-end service,

External Bearer is also a key issue here.

There is at-least one default bearer established when UE is

attached to LTE network. When there is a need to provide

QoS to a specific service, i.e., VoIP, video, etc. a dedicated

bearer is established. There are two types of the Dedicated

Bearer: Non-GBR and GBR.

Non-GBR Bearer does not provide a guaranteed bit rate

and is associated with A-AMBR and UE-AMBR parame-

ters (Application and User Aggregate Maximum Bit Rate).

A-AMBR is the maximum allowed total non-GBR through-

put to specific APN and is specified interdependently for

uplink and downlink. UE-AMBR gives the maximum al-

lowed total non-GBR throughput among all APN (Access

Point Name) to a specific UE.

GBR Bearer provides a guaranteed bit rate and is associ-

ated with parameters like GBR and MBR; specified inde-

pendently for uplink and downlink. GBR is the minimum

guaranteed bit rate per EPS bearer, MBR – the maximum

guaranteed bit rate per EPS bearer.

One should remember that the default bearer could only be

non-GBR type.

There are four key parameters that make a QoS set for each

bearer, describing: resource type (GBR or Non-GBR), pri-

ority (allocation and retention priority), packet delay, packet

error or lost packets. Table 2 (GPP TS 23.203 V11.3.0)

introduces parameters covered by nine Quality Class Indi-

cators (QCIs) with example services.

Class 8 may be used for a dedicated premium bearer, e.g.,

associated with premium content for any subscriber/sub-

scriber group or for the default bearer of a UE/PDN

for premium subscribers. Class 9 is typically used for

the default bearer of a UE/PDN for non-privileged sub-

scribers.

The networks should be able to adapt their quality auto-

matically in response to external factors or to special traffic

patterns, i.e. SON procedures are the only solution for this

challenge. Decisions are to be selected as the answer to

the specified set of performance monitoring counters and

indicators for every QCI [1]. They are, among others:

– number of successful sessions,

– number of dropped sessions,

– cell specific customer satisfaction rate,
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Internet
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S5 SGi

Application server

End-to-end service

Fig. 2. LTE Bearer types.

Table 2

Standardized QCI with their parameters

Resource Prior-
Packet Packet

Example
QCI

type ity
delay error/

application
[ms] loss rate

1 GBR 2 100 10
−2 Conversation voice

2 GBR 4 150 10
−3

Conversational live

video

3 GBR 3 50 10
−3 Real-time gaming

4 GBR 5 300 10
−6

Non-conversational

buffered video

5 NON-GBR 1 100 10−6 IMS signaling

Video (buffered

6 NON-GBR 6 300 10−6 streaming), www,

email, ftp

7 NON-GBR 7 100 10
−3

Interactive gaming

voice, live video

Video (buffered

8 NON-GBR 8 300 10
−6 streaming), www,

email, ftp

9 NON-GBR 9 300 10
−6 As above

– maximum/average/minimum throughput,

– maximum/average/minimum round trip delay,

– packet loss,

– mean number of Radio Resource Control (RRC) con-

nected users, and users with data to send,

– percentage of users per cell that do not achieve their

required GBR, experience higher data rate or delay

set as a threshold.

4. Main SON Functionalities

The main functionality of SON includes: self-configura-

tion, self-optimization, self-healing. The SON functionali-

ties’ structure is shown in Fig. 3.

According to the location of optimization algorithms, SON

can be divided into three classes: centralized SON, dis-

tributed SON, hybrid SON.

In centralized SON, all functions are located in OAM sys-

tems, so it is easy to deploy them, but since different ven-

dors have their own OAM systems, there is a low support

for optimization cases among different vendors. In dis-

tributed SON, optimization algorithms are executed in eNB

and SON functionality resides in many locations. In hybrid

SON part of the optimization algorithms are executed in the

OAM system, while others are executed in eNB.

5. After 3GPP Release 8 SON

Procedures

Table 1 introduces some SON features covered by after

8 3GPP Releases (up to Release 12). One should remem-

ber that SON standards, as all the 3GPP specifications are

a work in progress. The functionality of SON is and will

continue to expand through the subsequent releases. Some

benefits to gain from implementing SON are presented

below [2].

3GPP Release 9 provided SON functionality covering oper-

ational aspects of already commercial networks, especially:

mobility robustness, hand-over optimization, RACH opti-

mization, load balancing coordination, inter-cell interfer-

ence coordination. Automatic Neighbor Relation (ANR)

function, specified in the LTE context, automates the dis-

covery of neighbor relations. ANR can help the operators

to avoid the burden of manual neighbor cell relations man-

agement. S5 interface (Fig. 2) has a leading role here, as

a user may frequently switch on and off the home node

and an operator may not be able to access the home node

physically.

Minimization of Drive Tests (MDT) for E-UTRAN and

UTRAN is an important topic in 3GPP Release 10. With

the help of standardized UTRAN MDT solutions, Capac-

ity and Coverage Optimization (CCO) for UTRAN should
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Fig. 3. The SON functionalities’ structure.

also be considered in UTRAN SON activities. This Release

covers also some self-healing functions and energy saving

procedures in heterogeneous networks (macro-pico/femto

scenarios). Any node can adjust its transmit output power to

avoid interference with other nodes. Network elements can

be switched into a stand-by mode and then woken up auto-

matically, without affecting the customer experience such

as dropped calls. Energy saving will not only enhance qual-

ity service experience but also will reduce operational costs

related to power consumption.

In 3GPP Release 11 Mobility Robustness Optimization

(MRO) is developed to identify for which UE type the fail-

ure has occurred. The release covers key aspects relating

to network management, troubleshooting and optimization

in heterogeneous networks. Self-testing and self-healing

means that a system detects its problems and even solves

them avoiding user impact and significantly reducing main-

tenance costs.

3GPP Release 12 covers SON procedures that can automate

the network deployment based on active antennas what en-

ables dynamic cell splitting/merging to handle changing

load conditions. There are SON features for small cell

functionality in the Release 12, too. Much effort is paid

for multi-vendor Plug & Play eNB connection to the net-

work to meet security problems in SON without losing its

functionality.

6. Conclusions

SON can fix fundamental problems, such as poor coverage

and/or dropped calls in an area and it can also be used

for short-term, real-time issues (and then potentially be

put back the way the network was in the first place). For

example, the network may need optimization locally for

a specific event such as a sporting event or live show. In

all cases, SON is designed to support wireless carriers de-

sire to provide a multitude of different services with high

quality of experience for the end-user. With the SON im-

plementation an operator can gain:

– no need for manual configuration at site, with secu-

rity certificates without manual intervention,

– providing the node with planning data,

– configuring complex transport patterns with imma-

nent security hidden within them,

– controlling plug and play processes.

All together means substantial savings with higher quality

and reliability.
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Abstract—In article a new concept concerning multimedia

service modeling of stereoscopic motion pictures distribution

is depicted. Presented conceptual model utilizes functionality

approach supported by a Software-defined Networking (SDN)

architecture. The core elements composing the proposed 3D

television service are stated, depicting internal arrangement of

a modern 3DTV service. Moreover, investigated examples of

a functional utilization of the SDN approach in a 3DTV service

model realization reveal key improvements towards greater

flexibility and efficiency in heterogeneous users environment.

Keywords—3DTV service, SDN, Software-defined Networking,

streaming architecture.

1. Introduction

Nowadays, intense visual data information exchange is ob-

served. It has to be instantaneous, fast and reliable. In

case of contemporary telco market, the focus is put on the

telecommunication services delivering high definition qual-

ity audiovisual content. Deployed multimedia data process-

ing systems support variety of transferring (distribution)

modes. They include real time transmission of live video

streams, content on demand features, i.e., Video on De-

mand (VoD) as far as originated from social networking,

forms of prosumer like videos (prosumer, by definition is

a service user that not only consumes the content but also

produces video materials of its own). In order to keep

the service away from an instantaneous market disapproval,

from the point of view of the delivered multimedia stream,

one has to guarantee appropriate Quality of Service or Ex-

perience model (QoS, QoE).

Elaborating on the domain of current telecommunication

services, one shall acquire the analysis and forecasts in-

cluded in the Cisco Visual Networking Index annual re-

port [1]. Therein depicted (Internet Video section) are the

researched trends and directions concerning global network

congestion schemes. It is delivered, that in the category of

the Web-based video applications and video related user ac-

tivities, the overall, worldwide IP traffic will grow annually

in an average of 29% (study was performed for the period

of 2012–2017). What is more, extended forecasts provided

by the considered report, depict the overall, global IP traf-

fic share. It is indicated that the data transmitted within

the multimedia related network activities will contribute,

by the year 2017, to nearly 80% of total global IP traffic.

Therefore, what follows is the value of the audiovisual data

traffic (volume), which by means of Cisco VNI report is

evaluated to be in the range of 53 thousands of petabytes

(PB) per month. Thus, it is of the upmost importance to

consider such a significant value of video related IP traf-

fic, while introducing a new range of functionalities and

enablers in refreshed, redesigned network architectures for

telecommunication services.

Progressing towards multimedia services of a stereoscopic

television (3DTV), investigated projections presented

in [2], [3] reveal the extent of intensity of relevant activities

in the considered domain of telecommunication services.

By means of Compound Annual Growth Rate – CAGR

coefficient, the Cisco Visual Networking Index: Forecast

and Methodology, 2011–2016 report presents the overall

behavior of selected multimedia services. In case of a 3D

Video on Demand telecommunication product, the fore-

casted value of CAGR index reaches 105%. Thus, one can

perceive the extent and the behavior of this dedicated ser-

vice traffic growth, which in the considered case results in

a global increase from 2 to 74 PB per month (specific data

is included in Table 1).

Table 1

Global consumer managed IP traffic – 3D VoD service

Year 2011 2012 2013 2014 2015 2016 CAGR

Traffic

[PB/month]
2 5 11 20 38 47 105%

Expanding the domain of topic related forecasts, as it is

presented by DisplaySearch of NPD Group company in [3],

the CAGR factor representing the increase of end user de-

vices being 3D playback enabled, reaches 75%. Depicted

amongst the Table 2 are the numerical values of projected

3D display sales in the considered time interval, between

the years 2010 and 2018. Notable is the fact that nearly

200 million devices, i.e., mobile displays, 3DTV sets, etc.

will be ready to present stereoscopic content to their users.

Another study delivered by the NPD Group shows that in

the 2012 the total market share (saturation) of 3D com-

patible displays over the total number of shipped screen

devices was over 25%. Depicted by means of Table 3 are

the saturation levels reflecting LCDs market composition.
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Table 2

Worldwide forecast for 3D display sales

Year 2010 2011 2012 2013 2014 2015 2016 2017 2018

3D

Display

Units

[M]

3 11 20 40 71 88 113 143 196

Table 3

3D TV share of global LCD TV panel shipments

Year 2011 2012

Quarter Q2 Q3 Q4 Q1 Q2 Q3 Q4

Share [%] 9.4 11.9 14.2 15.2 21.0 23.5 25.7

Aforementioned projections and forecasts deliver signifi-

cant data, especially those shaping the overall behavior of

3DTV domain, necessary to include while developing and

designing of the appropriate mechanisms for the telecom-

munication service of stereoscopic data transmission. The

motivation for an appropriate modeling of a service is sup-

ported by the overwhelming numerical values representing

forecasted IP traffic volumes required for an efficient ser-

vice implementation, while the extent of the total number

of 3D compatible devices uncovers the scope of widespread

service possibilities.

2. 3DTV Service Characteristic

In this section the basics concerning 3DTV service ar-

chitectural layout are covered, thus one can perceive the

general characteristic of the generic service layout. Pre-

sented on the schematic diagram within the Fig. 1 are the

fundamental elements contributing to the general 3DTV

service architecture. Base blocks and relations identified

among the considered figure indicate 5 blocks representing

separate pillars of the service, listed in a following man-

ner: customer of a service (End User), the Internet Service

Provider (ISP), data processing center (Data Center), audio-

visual content providers (Content Providers) and an extra

block of External Service Provider. The most bottom entity

of the Fig. 1 represents so called OTT providers (Over The

Top) that expand the basic service offer with a value added

functionalities or content.

End User ISP Data Center
Content
Provider

External Service Provider

Fig. 1. Generic layout of a 3DTV service.

Nevertheless, the original shape and performance of the ser-

vice is determined by the joint relation between End User

and ISP pillars. Audiovisual content delivery based on that

relationship determines the original and attainable levels

of QoS or QoE. Moreover, performing monitoring (sens-

ing, probing) over this pair of blocks shall lead towards

selection of natural set of parameters describing the quality

of the transmitted video content. However, one shall also

incorporate such an approach whenever networking capa-

bilities are limited and modification or transcoding of the

multimedia data is necessary to balance the provisioned

agreements.

Following the interactive path of content, all of the effec-

tive multimedia stream processing takes place in the Data

Center entity, triggering the Content Providers and External

Service Provider bodies to adjust. Furthermore, to keep the

overall flexibility of the service, one shall consider support-

ing heterogeneity over the End User terminals. Not only is

the video stream dependent upon the final presentation de-

vice but also on a type of a technique utilized to create the

3D perception. Amongst the popular approaches, one can

enlist autostereoscopic and filtering methods, where in the

latter case active (shutter) and passive (polarization) modes

are distinguishable.

In order to complete the investigation of the 3DTV service

characteristic, it is necessary to focus on the video stream

features, as they are essential in the content driven multime-

dia service. Depicted by means of Table 4 are the crucial

parameters describing stereoscopic 3DTV video streams.

Table 4

Fundamental video stream parameters utilized

inside a 3DTV service

Parameter Description

Image resolution

Depends on a subscribed version of a ser-

vice (HD/SD) and utilized user’s end de-

vice. It describes only a single stream res-

olution, not to confuse with the compound

stereoscopic pair.

3D format

Defined as a composition of a pair of

frames, might be of a dual settings: video

frames positioned one aside another or one

over another, respectively for left and right

sensor of Human Visual System.

Stream format

Determines the attributes of utilized video

stream coder along with specific profiling

of selected standardization.

Bitrate

Reflects access network capabilities, may

be adaptively selected depending on a sub-

scribed version of a service.

Framerate

Depends on the utilized end device’s capa-

bilities. Exemplary values stated for a sin-

gle video stream.

The common outcome of the analysis of parameters de-

scribed in previously mentioned juxtaposition leads to

the intermediate conclusion that the generic 3DTV video

stream shall possess a multilevel flexibility. As it concerns

the stage of modeling of a service, this criterion shall be

understood as a video stream’s property of scalability and

adaptivity. What is more, projected model of a 3DTV

service implies that the network and environmental con-

ditions behave dynamically and change over time. In order
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to maintain such a video stream flexibility one shall ap-

proach realization of this feature with separate flows mul-

tiplicity, carrying essential visual data sequences. Thus,

a logically coherent video content asset is transported over

the parallel set of data flows, what in fact enables extended

(and also adjustable) QoS control. Moreover, a specific set

of primitive parameters describing basic video units may

be obtained, improving streaming capabilities with respect

to the flexibility criterion. Figure 2 presents multisession

transmission mode of a MVC stereoscopic video stream.

Legend NAL unit
RTP

header
Payload
header

Triple
component

MVC
bitstream

Exemplary access unit

0

0

1

1

2

2 2

RTP
Flow F1

RTP
Flow F2

Fragmentation unit

Fig. 2. MVC stereoscopic stream in multisession transmission

mode.

Advanced support of a selected QoS mechanism may be re-

alized by means of an initial video stream unit slicing (Ac-

cess unit module in Fig. 2). A single video content is there-

fore represented with graded quality streams or may be pri-

oritized accordingly to the proclaimed routine or policy pre-

venting from the severe quality degradation. It also works

with an implementation of mechanisms enabling switching

between different video streams of a single (logical) multi-

media asset with respect to the triggering event, i.e. user’s

transition between 3DTV service eligible terminals.

Depicted within the Fig. 2 is the scenario of a triple com-

ponent unit Network Abstraction Layer (NAL) [4] which

is orchestrated into a two, separate, manageable network

flows. This basic feature is developed over the standard,

classical 2D High Definition H.264 codec specification [5].

Worth noticing is the fact of native support of Real-time

Transport Protocol (RTP) as an effective transport layer

protocol.

3. Software-Defined Networking

Architecture

Introducing the concept of a Software-defined Networking

architecture [6] it is essential to present the modification

that the networking plane has undergone. Conversely to

the classical network approach, where multiplicity of lay-

ers (i.e., from physical towards application) is vertically

merged within a single device, an SDN concept delivers

the idea of specific separation of considered stack’s planes.

The crude significance of a Software-defined Networking

architecture is an inherent division into a Control and Data

(Forwarding) Planes. Since, control (management) func-

tionalities over data flows and actual data transferring (pay-

load traffic) are logically and physically (in a specific cases)

separated. Elaborating on, contemporary network units im-

plement both functionalities (Control and Forwarding) at

once, where in case of the SDN approach, the management

module of a device is lifted upwards into an unified abstrac-

tion plane called Control Plane. Moreover, what follows, is

that the network management function may be performed

from a single controller unit. Thus, a vast improvement

with respect to the classical networking approach is clearly

visible, namely efficient resource utilization and simplified

reconfiguration of networks.

An exemplary situation depicting the advances in such an

approach, may be a case of singular path prioritizing, when-

ever each device contributing to the considered path had to

be personally adjusted, what implied intensive administra-

tive workloads. Herein, by means of a single controller (so

called hypervisor unit), at one action call, required task is

accomplished. In addition, available solution enables high

reliability of control functionalities. Redundancy and hier-

archical organization of the Control Plane lays a firm basis

for the SDN architecture to support multimedia services,

while the data transmission layer may still utilize effec-

tive carriage mechanisms. Architectural layout presented

on the scheme from Fig. 3 depicts conceptual arrangement

Service
Plane

Control
Plane

Forwarding
Plane

API

SDN interface

Applications

Multimedia services

SDN controller

Flow F1 decision

Flow FN decision

Forwarder

Flow table 1

Flow table N

Fig. 3. Layered architecture of an SDN model.
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Set Top Box

Gateway

Home entertainment
system

Flows

Manifest file

Video data stream

Billing

Charging

Terminal characteristics [TC(t)]

Network configuration [NC(t)]

Data center

Applications
Database

Video pumps
Provisioning

system
Content

providers

External service provider

Fig. 4. Compound model of a 3DTV service utilizing an SDN architecture approach.

of layers within the specific Software-defined Networking

approach. It is composed of three separate layers, function-

ally responsible for (from bottom to the top): data transfer

(Forwarding Plane), management (Control Plane) and ap-

plication support (Service Plane).

The interconnection in-between aforementioned planes is

performed by two significant interfaces: API and SDN In-

terface. Service Plane and controlling layer has a joint Ap-

plication Programming Interface (API) that supports var-

ious functionalities, both in a form of an inbound, i.e.

management systems, and outbound, i.e. external services

scopes. It is a high level programming interface enabling

developers to create a new set of services for the deployed

system. In case of the SDN Interface connecting Forward-

ing Plane with the Control Plane, there exist several so-

lutions to the realization of the interface. One can spec-

ify open and vendor dependent approaches. In the first

case, interface is based on a community contribution model,

i.e., OpenFlow [7], whereas in the latter manner, utilization

of a commercial (closed) framework is chosen, i.e., Cisco

onePK SDN package [8]. The common point of those so-

lutions is the mode of operation, that is based on a network

state reporting routines and on on-demand managed flow

tables.

4. Model of a 3DTV Service with Use

of an SDN Architecture

In the final stage, presenting the model of a 3DTV ser-

vice based upon an SDN approach, aforementioned re-

quirements, concerning both stereoscopic content as well

as the 3DTV service characteristic are combined with the

enhancements delivered by the improved network architec-

ture given by the SDN solution. Schematic diagram pre-

senting the compound model of a 3DTV service utilizing

described features is illustrated within Fig. 4.

Depicted solution utilizes the model cooperation of five,

main entities, revealing their insights and core built. From

the point of view of the effective service creation, the part

interconnecting Home Entertainment System with the Data

Center or else the telecommunication service provider sec-

tion is the inevitable layer. Appropriate information flow

management enables creation of a network aware and op-

timized service solution. Flow dependent traffic regimes

shall improve flexibility feature by creation of a set of poli-

cies and other QoS enablers defined upon heterogeneity

of end user devices, i.e. singular flow for common set of

video stream parametric constraints. Moreover, an admin-

istratively simplified and orchestration friendly model of

a service becomes while using the SDN architecture key

features. Furthermore, in the proposed model of a 3DTV

service, one can define rules and actions per single flow

setting, thus enabling increased scalability in the domain

of stereoscopic video streams. The advantage of assigning

different forwarding mechanisms for specific flows may pre-

vent from abundant video quality corruption, as one can ex-

clude essential key frames from being frequently damaged,

i.e., by means of real-time resource reallocation, routing

paths, etc.

Nonetheless, another improvement may be observed in the

domain of Service Level Agreements management. In-

creased precision and effective resource reservation (uti-

lization) leads to the optimized SLA rules and enables ef-

ficient adjustment of those. An additional feature delivered

by the utilization of the SDN approach when designing

a multimedia streaming service is a layered structure with

an open API interfaces (as it was previously indicated), en-

hancing OTT functionalities and finally improving overall

service attractiveness by value added features. Finally in

the discussed service layout, the core structure supports di-
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rect end-to-end functionality and handling of a customer

request from a single contact point, what should simplify

the maintenance of the deployed service.

In order to complete the description of the functional model

of a 3DTV service, let one perceive the system flows sup-

porting previously discussed features:

• Manifest File (conveys video stream characteristic),

• Video Data Stream (multimedia data of an asset),

• Billing and Charging (basic IT functionalities),

• TC(t) flow (temporal characteristic of a terminal,

defining primitives set essential for video stream

preparation,

• NC(t) flow (temporal characteristic of a network re-

sources, optimized for an extended QoS support).

5. Conclusions

The following paper covered selected insights out of the

compound walkthrough of the process having presented the

design of a 3DTV service with use of the SDN architecture

approach. Indicated modeling steps followed the essentials

and fundamentals of the efficient multimedia service cre-

ation.

Described core elements specification of the service, along-

side the thorough 3DTV domain characteristic and broad

selection of enhancements and advancements delivered by

the Software-defined Networking scheme defined the sce-

nario for a successful telecommunication service deploy-

ment. Finally, presented model of the 3DTV service sup-

ports increased reliability, flexibility of a video content and

adaptive network resource allocation.
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Abstract—This paper presents comparison of videotoms and

standard television sequences in terms of image distortions

and perceived subjective quality affected by H.264/AVC com-

pression with changed bit rate. Results from initial tests, per-

formed as laboratory exercise can be a reference to show scale

of diversity in both level of degradation and Mean Opinion

Score (MOS) evaluation. Results and comments included in

this paper give overview on the codec influence on videotoms

and can suggest approach for further tests and experiments.
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1. Introduction

The rapid growth of multimedia applications in the recent

years has raised needs to provide services to clients in ef-

ficient way. In this case, not only network performance

should be taken into account but also coding methods, es-

pecially those considered as standards. They are still un-

der development in terms of improvements for compression

efficiency while preserving same quality. Good example

that comes to mind is H.265/HEVC technique created to

fully support Ultra High Definition Television (UHDTV)

and video resolutions up to 8192× 4320 [1]. In fact, this

standard is too new to be widely used in commercial sys-

tems for providing television services especially in Standard

Definition Television (SDTV) and for such a video format

it is reasonable to use H.264/AVC method [2], [3] in all the

quality assessment tests.

Obviously coding process is only one factor that can af-

fect video quality perceived by viewers. Important is how

video signal is prepared, transmitted and received and all

those parts should be always covered in video quality ap-

proximation. In telecommunication services provided over

the IP network, usually parametric models are used in the

planning process in order to meet Quality of Service (QoS)

requirements, but for video applications it is difficult to cre-

ate general recommendation that can be applied to all pos-

sible implementations and conditions. The most important

issue is to find out what is the real relationship between pa-

rameters corresponded to coding, transmission, and receiv-

ing methods and user satisfaction from provided service.

Current works on this topics keep focus on solutions as-

sociated with specific conditions considered in experiment

process [4]–[7]. Basing on this and even considering exist-

ing ITU-T standards for Quality of Experience (QoE) [8]

or P.NAMS, P.NBAMS [9], [10] that refer to packet and

stream layer, it is difficult to talk about parametric models

for IPTV services.

The author’s main idea is to use videotoms as simple video

sequences in order to create general approach to paramet-

ric model creation that could be moved to real TV ma-

terials. During tests focused mainly on network condi-

tions [11], [12] and in further experiments it was found

that H.264/AVC coding impact is not visible for simple

videotoms sequences, whereas in standard television se-

quences the influence is significant. To verify that and to

check what is the scale of degradation between two consid-

ered types of video the author decided to do firstly initial

subjective tests for coding bit rate without including net-

work parameters usage. There is a lot of papers that cover

H.264/AVC coding methods [13]–[15] but not for simple

sequences like videotoms.

2. Video Sequences

Video sequences used for this paper purposes can be di-

vided into two groups: standard television video sequences

and videotoms.

Difference between both groups is significant. The first

group includes various video probes usually extracted from

the TV programs source materials, whereas the second one

contains sequences created based on human visual percep-

tion characteristic. Videotom’s definition was introduced

in another author’s publication [11] and it refers to simple,

well-defined and known to users video materials. In or-

der to create such sequences both all image elements and

dependencies between them should be taken into consid-

eration. In this case, video pictures should keep constant

form and organization. Each irrelevant or abstract infor-

mation should be removed due to limitations in perceiving

process. It is important to take into account also such el-

ements like contrast, brightness, details level, dynamism,

and diversity. Videotoms do not fit to television materials
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(a) (b) (c)

Fig. 1. Videotoms: (a) Green rectangle, (b) Red balls, (c) Blue cube.

(a) (b) (c)

Fig. 2. Television sequences: (a) Suzie, (b) Mr. Fins, (c) Cheerleaders.

Table 1

Videotoms description

Name
Duration FPS Resolution

Description
[s] [fps] [pixels]

Green rectangle
Low motion sequence with small

number of details (videotom)

Red balls 10 25 720×576
Average/high motion sequence with

average number of details (videotom)

Blue cube
High motion sequence with small

number of details (videotom)

Table 2

Television sequences description

Name
Duration FPS Resolution

Description
[s] [fps] [pixels]

Suzie
Low motion sequence with small

number of details

Mr. Fins 10 25 720×576
Average/high motion sequence with

average number of details

Cheerleaders
High motion, detailed sequence with

background
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because of simplification due to very strong adaptation to

human seeing process described in many studies [16], [17].

The benefit from their usage is related to easy analysis of

the subjective assessment process because of the fact that

distortions are easier to notice for users than in the stan-

dard television sequences. In studies and tests regarding

their diversity, not only transmission should be considered,

but also scale and behavior in terms of standard coding

methods.

3. Test Conditions

3.1. Test Materials – Reference and Processed Probes

To verify scale of diversity in the degradations caused

by H.264/AVC coding between standard television ma-

terials and videotoms six sequences were selected. First

three were downloaded from “Consumer digital video li-

brary” [18] and other were created using Macromedia Flash

Professional application in order to be adapted to the na-

ture of human visual perception and according to Young-

Helmholtz theory of trichromatic color vision in terms of

receptors engagement. All the sequences are presented in

Figs. 1 and 2, together with their parameters shown in the

Tables 1 and 2.

Presented reference probes were used in the H.264/AVC

coding process to create test materials. For this process au-

thor decided to use open implementation x.264 installed in

the VirtualDub application. Settings setup was in line with

ITU-T H.264 standard [2] and with Video Quality Experts

Group (VQEG) recommendations – main profile, level 3.0.

Coder bit rate was changed in the range of the following

values: 3000, 2000, 1000, 500, 250, 100, and 64 kb/s

using QP parameter. The subject of this paper focuses on

H.264/AVC coding method and influence of network pa-

rameters were intentionally omitted.

3.2. Test Method

As a test method, Double Stimulus Impairment Scale

(DSIS) was selected – approach and conditions are de-

scribed in details in ITU-R recommendation BT.500-11

[19]. In this screening process two sequences are shown

to assessor in pairs: first one is the reference, second one

is impaired (after processing). Important is that viewer is

informed about the order and after their playback, he is

asked for the quality evaluation using impairment scale:

5 – imperceptible, 4 – perceptible, but not annoying, 3 –

slightly annoying, 2 – annoying, 1 – very annoying. To

proceed with tests MSU Perceptual Video Quality tool was

used [20], where each single projection contains 3 parts:

reference sequence, 3s grey area, and impaired sequence.

3.3. Testers

Tests were executed by students (15 persons) in similar

age group during laboratory exercise. They were trained

on test procedures, used methods, metrics, and tools.

The objective for them was not only to assess the quality

but also to provide information about observed distortions.

In many cases, it is recommended to engage experts in

subjective tests but it is expensive what creates difficulties

especially in the initial tests. In this paper author assumes

that trained non-expert testers can produce similar results

if instructions and guidance is provided in a proper way

(short training session with examples).

3.4. Results – MOS, Confidence Intervals

After tests execution MOS was computed for each particu-

lar test condition as an average of obtained results as:

MOSk =
1
N
·

N

∑
i=1

MOSik , (1)

where: N – number of testers after outlier removal,

MOSik – score assigned by tester i to test condition k, MOSk
score for test condition k.

To measure the estimate reliability based on a sample of

population (15 persons) confidence intervals of estimated

mean were calculated. Results show the relation between

estimated mean values and entire mean values of the entire

population. Due to small number of students and assum-

ing 95% confidence level, intervals for the mean subjective

scores were computed by using Student-T distribution as:

δ = t(t− α
2 ) ·

S
√

N −1
, (2)

where: δ – confidence, t(1− α
2 ) – t value associated with

given significance level α for a two-tailed test, N−1 – de-

grees of freedom, where N is the number of observations in

the sample, S – estimate standard deviation of the sample

of observations.

4. Results and Conclusions

In this section test results are considered as a comparison

two sets of mean MOS scores - one for standard sequences

and the second one for videotoms. Figures 3 and 4 show,

for each video content, mean MOS values and confidence

intervals across changes in the H.264/AVC codec bitrate.

Received subjective rates present what is the degradation

level and impact on the quality for both types of used ma-

terials. MOS results for videotoms are comprised between

2.75 and 5, but for television sequences they span over qual-

ity levels entire range. Obviously extremely low coding bit

rate negatively affect video quality in all tested sequences,

but in case of videotoms even by the smallest bitrate val-

ues video pictures are still readable. It is worth to comment

on confidence intervals that inform about results reliability.

They are definitely more wide for television sequences and

it is not possible to identify for which bitrate values the less

precise estimates (greater level of variance)can be expected

because this depends on particular video sequence. For

videotoms, confidence intervals are relatively small, wider
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only by extreme values of coding bitrate. It is also signif-

icant to indicate that for television sequences MOS values

decrease faster, starting by 2000 kb/s. This behavior is in

direct relation to TV materials where usually we can expect

more details and dynamism and background layers in the

video pictures. Standard H.264 mechanisms like motion

compensation, entropy coding and inter/intra picture pre-

diction are easier for videotoms and maybe it is reasonable

to Basic Line profile instead of Main profile, but the ob-

jective for these tests is to have same conditions for both

types of sequences.

M
O

S

5

4

3

2

1
64 100 250 500 1000 2000 4000

Bitrate [kb/s]

Green rectangle Red balls Blue cube

Fig. 3. Mean MOS score for videotoms.
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Fig. 4. Mean MOS score for standard sequences.

Regarding to the scale of diversity, by coding bitrate

250 kb/s the MOS value for “Suzie”, “Mr. Fins” and

“Cheerleaders” is included between 1.5 and 3.5 , whereas

for videotoms it is still acceptable (above 4). Figure 5 illus-

trates what is the scale of difference in degradation level.

Observed distortions show that in many cases impact of

coding bitrate seems to be negligible for videotoms in com-

parison to effects in TV sequences. Apparently an error

concealment mechanisms works for such simple sequences

causing small number of visible degradations and in effect

(a) (b)

Fig. 5. Blue cube (videotom), 64 kb/s (a), Cheerleaders (TV),

250 kb/s (b).

good quality assessed by viewers. Provided in this article

results and comments should be treated as initial exper-

iment, which should be extended in order to draw final

conclusions and present mathematic description for the re-

lations. However, results are helpful to indicate difference

scale between considered types of video sequences.

5. Summary

This paper is a part of work executed in Institute of

Telecommunication at Warsaw University of Technology

in terms of multimedia services and quality assessment.

Results present how decreased coding bitrate affects video

quality perceived by viewers as well as the scale of dif-

ference in the level of degradations between videotoms

and standard television sequences. The most frequently

occurred degradations are same for both types of video

material and they are mainly related to blocking and flicker

effects and to changes in shapes and colors. Because of

the complexity and overall characteristic of TV sequences

are more sensitive to negative impact of low bitrate val-

ues. For videotoms H.264/AVC coding mechanism seem

to work very efficiently and degradations are visible only

by lowest bitrate values.

Presented in the scope of this work results have to be

extended with additional experiments considering influ-

ence of network changes according to earlier author’s

work [11], [12]. To do that firstly it is required to pro-

duce more videotoms sequences grouped into several sets

based on their characteristic to compare them in the next

step to television sequences with the same settings. It is

also needed to engage more viewers in subjective tests in

order to allow on more detailed statistic analysis for the

results. For objective tests both simple metrics and more

complex like Perceptual Video Quality (PVQ), eMOS [21]

can be used as point of reference. Final results can allow

author to determine functional relationship between con-

sidered types of sequences to create proper approach to

parametric model creation.

References

[1] Ł. Trzcianowski, “Videotoms in objective and subjective quality

tests of video”, J. Telecommun. Inform. Technol., no. 1, pp. 27–31,

2014.

40



Subjective Assessment for Standard Television Sequences and Videotoms – H.264/AVC Video Coding Standard

[2] Ł. Trzcianowski and S. Kula, “Approach to QoS/QoE monitoring

and parametric model for IPTV service”, Scient. J. Telecommun.

Electron., vol. 16, no. 261, pp. 41–59, 2012.

[3] J. Asghar, “Preserving video quality in IPTV networks”, IEEE

Broadcast Technol. Soc., vol. 55, 2009.

[4] A. Raak et al., “T-V-model: parameter-based prediction of ITV

quality”, in Proc. IEEE Int. Conf. Acoust. Speech and Sig. Process.

ICASSP 2008, Las Vegas, NV, USA, 2008, pp. 1149–1152.

[5] K. Yamagishi and T. Hayashi, “Parametric packet-layer model for

monitoring video quality of IPTV services”, in Proc. IEEE Int. Conf.

Commun. ICC 2008, Beijing, China, 2008, pp. 110–114.

[6] M. Vranjes, S. Rimac-Drlje, and D. Zagar, “Subjective and objective

quality evaluation of the H.264/AVC coded video”, in Proc. 15th Int.

Conf. Syst. Sig. and Image Process. IWSSIP 2008, Bratislava, Slovak

Republic, 2008, pp. 287–290.

[7] Z. Milicevic and Z. Bojkovic, “Subjective video quality assessment

in H.264/AVC video coding standard”, in Proc. 19th Telecommun.

Forum TELEFOR 2011, Belgrade, Serbia, 2011, pp. 1183–1186.

[8] F. De Simone et al., “Subjective quality assessment of H.264/AVC

video streaming with packet losses”, EURASIP J. Image Video Pro-

ces., vol. 1, 2011.

[9] S. S. Hemami and A. R. Reibman, “No-reference image and video

quality estimation: applications and human-motivated design”, Sig.

Process., vol. 25, no. 7, pp. 469–481, 2010.

[10] C. Ware, Information Visualization: Perception for Design. Morgan

Kaufmann, 2013.

[11] L. Zhaoping, Understanding Vision: Theory, Models, and Data.

OXFORD University Press, 2014.

[12] “Advanced video coding for generic audiovisual services”, ITU-T

Rec. H.264, 05/2003.

[13] T. Wiegand, G. J. Sullivan, G. Bjontegaard, and A. Luthra,

“Overview of the H.264/AVC video coding standard”, IEEE

Trans. Circ. Syst. for Video Technol., vol. 13, no. 7, pp. 560–576,

2003.

[14] “High efficiency video coding”, ITU-T Rec. H.265, 04/2013.

[15] “Methodology for the subjective assessment of the quality of televi-

sion pictures”, ITU-R Rec. BT.500-11, 06/2002.

[16] “Parametric non-intrusive assessment of audiovisual media stream-

ing quality”, ITU-T Rec. P.1201, 10/2012.

[17] “Parametric non-intrusive bitstream assessment of video media

streaming quality”, ITU-T Rec. P.1202, 10/2012.

[18] “Quality of experience requirements for IPTV services”, ITU-T Rec.

G.1080, 12/2008.

[19] “Consumer digital Video Library”– CDVL [Online]. Available:

http://www.cdvl.org

[20] MSU Perceptual Video Quality Tool [Online]. Available:

http://www.compression.ru/video/quality measure/

subjective metrics info en.html

[21] “Perceptual Video Quality (PVQ)” [Online]. Available:

http://www.tek.com/products/video-test/sentry-solutions/

perceptual-video-quality.html

Łukasz Trzcianowski gradu-

ated from the Faculty of Elec-

tronics and Information Tech-

nology at Warsaw University

of Technology (M.Sc., 2012).

At present, he continues his

work as Ph.D. candidate (In-

stitute of Telecommunications,

Warsaw University of Technol-

ogy). The main focus in his re-

search is given on telecommu-

nication services and parametric models.

Email: ltrzcianowski@tele.pw.edu.pl

Institute of Telecommunication

Warsaw University of Technology

Nowowiejska st. 15/19

00-665 Warsaw, Poland

41



Paper

A New Implementation

of UWB CRLH Based Antennas

for Wireless Communications
Mohammad Alibakhshi-Kenari and Mohammad Naser-Mogaddasi

Faculty of Engineering, Science and Research Branch, Islamic Azad University, Tehran, Iran

Abstract—In this article, a novel ultra wideband (UWB) small

antennas based on the composite right/left-handed transmis-

sion lines structures are proposed. The antennas are pre-

sented with best in size, bandwidth and radiation patterns.

Their physical size and the operational frequency depend on

the unit cell size and the equivalent transmission line model

parameters of the CRLH-TL. To realize characteristics of first

proposed model, Q-shaped gaps printed into rectangular ra-

diation patches are used. The antenna based on composite

right/left-handed transmission lines is composed of two unit

cells, each of which occupies only 10.8 × 8.6 mm and covers

the 2.7–9.3 GHz bandwidth for VSWR < 2. The peak gain

and radiation efficiency, are 5.78 dBi and 42.1% 9.3 GHz,

respectively. Moreover, the second designed antenna has the

same size and enhancement bandwidth, gain and radiation ef-

ficiency than the first proposed antenna with similar design

procedure. It is constructed of the printed Q-shaped four

unit cells. The length, width and height are 21.6, 8.6 and

1.6 mm, respectively, and it covers 4.1–11.7 GHz bandwidth

for VSWR < 2 having highest gain (7.18 dBi) and radiation

efficiency (92.69%) at 4.1 GHz.

Keywords—composite right/left-handed transmission lines,

metamaterial, modern wireless communication systems, portable

devices, printed Q-shaped antennas, small antennas, ultra wide-

band antennas.

1. Introduction

Since their invention in 1960s, the microstrip patch anten-

nas have found numerous applications for their simplicity in

fabrication, compatibility with planar circuitry, low profile

and planar structures, and unidirectional radiation capabil-

ity. Despite of its many electrical and mechanical features,

their use at low frequencies has been limited due to limited

size and narrow bandwidth.

The conventional approach for miniaturizing the antenna

size is to print the radiator on a high-k dielectric substrate.

However, because of the capacitive nature of the patch ge-

ometry and the existence of high impedance contrast be-

tween the antenna substrate and the free space surrounding

region, a high energy is trapped inside the dielectric ma-

terial resulting in a narrow bandwidth and high radiation

loss.

The metamaterials (MTMs) are very attractive for the de-

sign of small antennas and microwave devices [1], [2]. The

composite right/left handed transmission lines (CRLH-TLs)

provides a conceptual route for implementing small an-

tennas. CRLH-based antennas can also be made broad-

band to support today’s multi band communication and

wireless applications requirements. The commercial uses

of frequency band 3 to 10.6 GHz for radar, tracing, and

data transmissions were approved by FCC in 2002 [3].

Recently, the research and development of the UWB com-

munication systems including antennas have been widely

performed [4]–[6]. One of the main port of the UWB

system is an antenna providing low (< 2) VSWR over

3–10.6 GHz band. The designed two CRLH-based an-

tennas support all cellular frequency bands (from 2.7 to

11.7 GHz), using single or multiple feed, which eliminates

switches. Significant size reduction is also demanded to

achieve the minimization of communication systems or de-

vices. Ideally, the UWB antenna should be small, planar,

then low cost and reliable. Also, compatibility and ease

of integration with electronics for mobile communications

are desirable. Furthermore, in order to satisfy the various

demands for communication and wireless services, small

antenna with wide bandwidth and good radiation char-

acteristics are needed. Two designed antennas are based

on CRLH-TLs, which results of very wideband and good

radiation properties.

Developments of wireless communications systems call for

more compact and multi band antennas to coexist in a small

area, while maintaining their low coupling to support mul-

tipath channel decorrelation. Metamaterial structures have

the ability to concentrate electromagnetic fields and cur-

rents near antenna structures, instead of spreading them

along the ground, causing higher coupling. This allows

compact antenna arrays to be realized with minimal mu-

tual coupling, to be able to decorrelate multipath channels

in MIMO implementations [7]–[8]. In this paper, the au-

thors will focus on transmission lines (TL) based on com-

posite right- and left-hand (CRLH) propagation [9]–[24].

It is nearly impossible to implement a pure left-handed

(LH) transmission line due to the right-handed (RH) propa-

gation inherited by using lumped elements [9]. Such trans-

mission lines make possible unprecedented improvements

in air-interface integration, over-the-air (OTA) functionality

and miniaturization, while simultaneously reducing bill-of-

materials costs and specific absorption rate (SAR) values.

Metamaterials enable physically small but electrically large
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air-interface components, with minimal coupling among

closely spaced devices.

Metamaterials (MTM) are manmade composite materials,

engineered to produce desired electromagnetic propagation

behavior not found in natural media [9]–[10]. The word

metamaterial refers to their many variations. Metamate-

rial antenna structures are copper, printed directly on the

dielectric substrate, and can be fabricated by using a con-

ventional Rogers RT Duroid 5880 substrate or a flexible

printed circuit (FPC) board. Recently, a novel antennas with

these characteristics have been designed by using CRLH-

TL metamaterials [11]–[12]. Unlike traditional RH trans-

mission materials, metamaterials based on LH transmission

lines have unique features of anti-parallel phase and group

velocities (vp−‖vg) [11]–[13]. Pure LH TLs cannot be im-

plemented due to the existence of RH parasitic effects that

occur naturally in practical LH TLs. CRLH-TL structures

have been proposed, which also include RH effects. Sev-

eral metamaterials-based antennas have already been pre-

sented, such as backward-to-forward leaky-wave [14]–[15],

zeroth-order resonant [16], and so on.

Metamaterials are broadly defined as effectively homoge-

neous artificial structures exhibiting unusual properties, e.g.

theirs index of refraction that may be negative (left hand-

edness), less than one, or modulated in a graded manner.

Such materials have spurred considerable interest and led

to numerous applications over the past decade [18]–[19].

Metamaterials may be equivalently described in terms of

media parameters (electric/magnetic dipole moments, elec-

tric/magnetic susceptibilities, permittivity, permeability),

or in terms of transmission line parameters (inductance,

capacitance, impedance, admittance, propagation constant,

characteristic impedance). The latter approach, introduced

in [20]–[21], has led to low-loss and broadband metamate-

rials, due to the non-resonant nature of the structural ele-

ments. This has been the foundation for the vast majority

of the practical applications reported to date. More partic-

ularly, the concept of CRLH transmission line metamateri-

als, which describes in a simple and insightful manner the

fundamentally dual RH/LH nature of metamaterials, has

been widely recognized as a powerful paradigm for the un-

derstanding of metamaterial phenomena and the design of

metamaterial devices [22], [23].

The applications of metamaterials may be classified in three

categories:

• guided-wave components: multi-band, enhanced

bandwidth, and miniaturized components, tight

broadband couplers, compact resonators, uni-

form power combiners and splitters, UWB filters,

agile distributed amplifiers, impulse delay lines and

circuits;

• refracted-wave systems: focusing slabs, super-res-

olution imagers, reflection-less curved refractors,

coordinate-transformation-based graded-index struc-

tures for electromagnetic manipulations;

• radiated-wave devices: mono/multi band passive/ac-

tive one dimensional/two dimensional printed planar

antennas and reflectors.

This article is concerned with the third category. It presents

a selected number of the most practical CRLH metamate-

rial printed planar antennas based on utilizing CRLH meta-

material transmission lines technology and printed planar

methodology, which have enhancement bandwidth and ra-

diation characteristics.

The paper is organized as follows. Section 2 introduced

antenna based on composite right/left-handed metamaterial

transmission lines. Section 3 recommends a new idea of

the design UWB small CRLH MTM antennas. In Section 4

the simulation results and discussions of the proposed

printed antennas arrangements are presented. Afterwards

in Section 5 provides a brief talk about benefits of the

presented CRLH based antennas. Finally, discussion and

conclusion are raised in Section 6.

2. Antennas Based on Composite

Right/Left-Handed Metamaterial

Transmission Lines

2.1. Fundamentals of CRLH Metamaterial TL Structures

Figure 1 shows the equivalent circuit of periodic CRLH

metamaterial transmission lines (MTM TLs) in general case

(lossy case). It should be noted that periodicity is here

a convenience but not a necessity, as long as the largest

cell is much smaller than the guided wavelength (p � λg)

for electromagnetic homogeneity. Another important note

is that as long as the effective medium condition, p � λg
is satisfied, there is no constraint on the minimum num-

ber of unit cells required for metamaterial operation. Even

one single cell, when perfectly matched to the external

world (i.e., presenting a block impedance equal to that of

the external media or ports), behaves in a manner that can-

not be distinguished from the behavior of a perfectly con-

tinuous medium of the same electrical size for the wave

crossing it.

R R RLR

LL LL LL

LR LRCL

CR CR
CR

CL CL

G G G

p

Fig. 1. The equivalent circuit model of periodic homogeneous

CRLH metamaterial transmission lines structures composed of P
unit cells in general case.

The homogeneous models of RH, LH, and CRLH lossless

transmission lines are shown in Fig. 2 [11]. For a RH
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lossless TL, its model is developed from conventional in-

finitesimal circuit model, where LR is a series inductance

and CR is a shunt capacitance. The LH model is obtained

by interchanging the inductance/capacitance and inverting

the series/parallel arrangements in the equivalent circuit of

the RH-TL, where CL presents a series capacitance and LL
presents a shunt inductance. In effect, parasitic capacitance

CR due to development of voltage gradients and unavoid-

able parasitic inductance LR due to current flow along the

metallization will be added to LH TL and result in CRLH

TL structure [11].

L
R

C
R

(a) 0

LR

LL

CL

CR

(c) 0

0

L
L

C
L

(b)

0

Fig. 2. Equivalent homogenous circuit models: (a) RH TL,

(b) LH TL, (c) CRLH TL.

The model values R, L, C, G are known as the primary

line parameters, from which the secondary line values are

derived. The propagation constant value γ , for a given

system is defined by the amplitude at the source of the

wave to the amplitude at distance x, and [28] expressed as:

A0

Ax
= eyx

. (1)

Note that γ is a complex form:

γ = α + jβ , (2)

where α is the real part called the attenuation and β , the

imaginary part, is called the phase.

For example in a copper transmission line, the propagation

constant can be calculated from the primary line constants

by means of the relationship:

γ =
√

ZY , (3)

where Z and Y are the impedance and admittance of the

transmission line. In the special case of the CRLH TL,

Z and Y are defined as [11]:

Z(ω) = j
(

ωLR −
1

ωCL

)

, (4)

Y (ω) = j
(

ωCR −
1

ωLL

)

. (5)

The dispersion relation for a homogenous CRLH TL is [11]:

β (ω) = s(ω)

√

ω2LRCR +
1

ω2LLCL
−

(

LR

LL
+

CR

CL

)

, (6)

where

s(ω) =















−1 if ω < ωse = min
(

1√
LRCL

,
1√

LLCR

)

0 if ωse < ω < ωsh

+1 if ω < ωsh = max
(

1√
LRCL

,
1√

LLCR

)















.

(7)

Figure 3 shows the ω-β or dispersion diagram of a RH TL,

LH TL, and CRLH TL, respectively. The group velocity or

vg = ∂ ω
∂β

slope and phase velocity or the line segment slope

from origin to curve (vp = ω
β ) of these TLs can be inferred

from the dispersion diagram. For a purely RH TL, it is

shown that vg and vp are in parallel (vg‖vp and vgvp > 0).

(a)

(b)

(c)

+   c

+   c

+   c

-   c

-   c

-   c

2

1

0

Fig. 3. Dispersion diagrams for homogenous: (a) RH TL,

(b) LH TL, (c) CRLH TL (unbalanced case).
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However, for a purely LH TL, the negative sign in β (ω)
indicates a negative phase velocity and therefore vp and

vg are anti-parallel (vp −‖vg and vpvg < 0). In addition,

Fig. 3 shows that, it has both LH (vpvg < 0) and RH

(vpvg > 0) region. Also note that the stop band occurs in

the frequency range where γ is purely real for a CRLH TL

(β = 0). The group and phase velocities of the transmission

line can be defined as:

vg =
( ∂β

∂ω

)−1
= sω2

√

LLCL , (8)

vp =
ω
β

= sω2
√

LLCL , (9)

where s is a sign function defined as:

s =

{

+1 for RH TL

−1 for LH TL

}

. (10)

LH-TL ihas high-pass nature, in contrast to that of the RH-

TL which is of low-pass nature, in result a CRLH-TL con-

tributes LH property at lower frequencies and RH at higher

frequencies with a transition frequency ω0. When the series

and shunt resonances (ωse and ωsh) are equal, i.e.:

ωse =
1√

LRCL
= ωsh =

1√
LLCR

(11)

or

LRCL = LLCR , (12)

the propagation constant in Eq. (6) reduces to the simpler

expression [11]

β = βR +βL = ω
√

LRCR −
1

ω
√

LLCL
, (13)

where the phase constants splits up into βR and βL. Thus,

there is a seamless transition from LH to RH for the bal-

anced case occurring at the transition frequency ω0 [11]:

ωunbalanced
0 =

1
4
√

LR CRLLCL
(14)

Z

Z

Z

Z

Z

L’
L
/

C’
L
/

C’
R

L’
R

R L

0

(b)

+   c-   c

(a)

Fig. 4. Balanced form of: (a) simplified equivalent circuit model,

(b) dispersion diagram showing seamless transition from LH to

RH region.

and in the balanced case, ωbalanced
0 is:

ωbalanced
0 =

1√
LRCL

=
1

LLCR
. (15)

A balanced form of a CRLH TL is shown in Fig. 4. The

simplified equivalent circuit model is the series combina-

tion of RH and LH TLs. Also, the balanced CRLH TL’s

dispersion curve does not have a stop band. At ω0 the

phase shift (ϕ =−βd) for a TL of length d is zero (β = 0).

Phase advance (ϕ > 0) occurs in the LH frequency range

(ω < ω0, β < 0), and phase delay (ϕ < 0) occurs in the RH

frequency range (ω > ω0, β > 0) [11].

The TL characteristic impedance is Z0 =
√

Z
γ . In unbal-

anced case:

Z0 = ZL

√

CLLRω2 −1
CRLLω2 −1

(16)

in the balanced case: Z0 = ZL = ZR, and

ZL =

√

LL

CL
(17)

ZR =

√

LR

CR
, (18)

where ZL and ZR are the purely LH and RH impedances,

respectively. According to Eq. (16) the characteristic im-

pedance for the unbalanced case is frequency dependent,

however, according to Eqs. (17) and (18) for the bal-

anced case is frequency independent and therefore, can be

matched over a wide bandwidth.

The TL material permeability and permittivity have been

related to the impedance and admittance of its equivalent

TL model:

µ =
Z
jω

= LR −
1

ω2CL
, (19)

ε =
Y
jω

= CR −
1

ω2LL
. (20)

Equations (19) and (20) prove that for balanced case the

permeability and permittivity are negative in LH region

(ω < ω0).

n
21 0

(1)

(2)

(2)

Fig. 5. Typical refraction index plots for the balanced (1) and

unbalanced (2) CRLH TL.

The refraction index (n = cβ
ω ) for the balanced and un-

balanced CRLH-TL is shown in Fig. 5 [11]. As depicted

45



Mohammad Alibakhshi-Kenari and Mohammad Naser-Mogaddasi

the CRLH-TL has a negative refraction index in its LH

range and a positive refraction index in its RH range.

2.2. CRLH Metamaterials in Antenna Design

The antenna has become one of the most important com-

ponent when designing wireless communication systems

in portable devices. Due to the limited space available,

shrinking conventional antennas may lead to performance

degradation and complicated mechanical assembly. Meta-

material technology provides an opportunity to design

of a smaller size antenna at lower cost with better ra-

diation performance. Various implementations of meta-

material structures have been reported and demonstrated

in [9]–[10]. In this article, a transmission line type of

realization CRLH-TL that possesses characteristics of low

insertion loss, broad bandwidth, low profile and good radi-

ation performance will be employed.

A metamaterial is usually a periodic structure with N iden-

tical unit cells cascading together, where each cell is much

smaller than one wavelength at the operational frequency.

The composition of one metamaterial unit cell is catego-

rized as a series inductor (LR) and capacitor (CL), shunt

inductor (LL) and capacitor (CR). LL and CL determine the

left-handed mode propagation properties, while LR and CR
govern the right-handed mode propagation properties. The

behavior of both propagation modes at different frequencies

can be easily addressed in a simple dispersion diagram, as

shown in Fig. 6. The dispersion curve on the β > 0 side

0

PLH

LH

PRH

RH

RH regionLH region

min ( , )se sh

max ( , )se sh

Fig. 6. Dispersion diagrams for a CRLH TL (unbalanced case).

is the right-handed mode, while the dispersion curve on

the β < 0 side is the left-handed mode [9]. The electrical

size of a conventional transmission line is strongly related to

its physical dimensions and thus reducing device size usu-

ally means increasing operational frequency. In contrary,

the dispersion curve of a metamaterial is determined by

the four CRLH parameters. If these four parameters are re-

alized in a very compact form, the corresponding circuit

size will be physically small but electrically large. This

concept has been adopted successfully in small antenna

designs [7]–[25].

3. UWB and Small CRLH MTM

Antenna Design

3.1. Printed Q-Shaped Two Unit Cells Antenna

The equivalent circuit model design of the proposed MTM

antenna is based on the CRLH-TL structure shown in Fig. 7.

The proposed planar antenna is fabricated on an Rogers RT

L
R/2

L
R/2 L

R/2 L
R/2L

R/2

L
R/2

C
R

C
R

C
R

2C
L

2C
L

2C
L

2C
L

2C
L

2C
L

L
L

L
L

L
L

Unit cell

First cell Second cell

Port

50 W

(a)

(b)

0

0 0 0 0

0

Fig. 7. The equivalent circuit model of the proposed printed

Q-shaped antenna: (a) unit cell, (b) whole structure.

(a)

Input
signal Load

Unit cell

C
L

L
L

L
R

C
R

Gaps

Currents

(b)

Port 2

Fig. 8. Proposed printed Q-shaped antenna: (a) top view, (b) 3D

view.
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Duroid 5880 substrate, with a 2.2 dielectric constant, and

a thickness of 1.6 mm. This mushroom type unit cell con-

sisted of a 10.8 × 8.6 mm top patch, printed on top of

the substrate and a rectangular inductor attending a metal-

lic via. Each unit cell was coupled to its adjacent unit cell

and the vertical via was connected between the rectangu-

lar inductor and the ground on the back of the substrate.

This antenna was excited by external port as input sig-

nal, as shown in Fig. 8. The shape and dimensions were

optimized for matching purposes, reducing of the occupy

area, enhancement bandwidth and providing good radiation

properties.

The antenna is based on two simplified planar mushroom

structure unit cells. The unit cell is composed of a host

transmission line with two printed Q-shaped gaps into rect-

angular radiation patches and a rectangular inductor con-

nected to ground plane through a metallic via. The Q-

shaped gaps printed within patches operates as series ca-

pacitance (CL) and the rectangular inductor accompanying

vertical metallic via hole connected to ground plane per-

forms a shunt inductance (LL). A purely left-handed trans-

mission line cannot exist physically because, of parasiting

effects increasing with frequency. Thus, the CRLH model

represents the most general MTM structure possible. This

antenna structure is excited by external port (Port 1) as in-

put signal and Port 2 is matched to 50 Ω load impedance

of the SMD 1206 size components connected to ground

plane through a via. Configuration of the proposed printed

Q-shaped two unit cells antenna is shown in Fig. 8.

Presented antenna is formed of the two simplified planar

mushroom structure Q-shaped unit cells, each of which

occupies only 10.8 × 8.6 mm or 0.18λ0 × 0.15λ0 at the

resonance frequency f = 5.2 GHz, therefore, the physical

dimensions are 21.6, 8.6 and 1.6.

The important issue of many conventional metamaterial an-

tennas confront is a lack of bandwidth [26]–[27].

The transmission coefficient is an important frequency do-

main performance indicator of an UWB antenna [29]. In

this paper, the authors proposed several method to extend

the bandwidth of the MTM antennas with a fixed antenna

size. The points summarize in below, are guidelines for

such design:

• traveling wave antennas or antennas having low Q

can be very broadband [37];

• antennas incorporating tapers or rounded edges tend

to give broad bandwidths because surface currents

have a smooth path to follow [30];

• linearly polarized antennas are the simplest to imple-

ment in a compact planar package;

• minimizing the thickness of the substrate and us-

ing low loss materials maximizes radiation effi-

ciency [40];

• using of the printed planar technology into radiation

patches for antenna design with minimizing accept-

able distance between gap edges results to extended

the bandwidth of the antenna [38]–[39].

In this article, the 2, 4 and 5 approaches for increasing the

bandwidth are used. By using a smaller value of the loaded

CL on the CRLH-TL, broadband performance can be ob-

tained. A smaller value of the loaded CL will be realized

by implementation of the Q-shaped gaps with closely space

edges printed into rectangular patches. This method is

used to increase the bandwidth, as providing UWB antenna

with 6.6 GHz bandwidth (from 2.7 GHz to 9.3 GHz) for

VSWR < 2. The antenna gain and radiation efficiency at

resonance frequency fr = 5.2 GHz are equal to 4.71 dBi and

41.82%, respectively. The simulated reflection coefficient

(S11 < –10 dB) and radiation gain pattern at fr = 5.2 GHz

are plotted in Figs. 9 and 10, respectively.
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and at resonance frequency fr = 5.2 GHz.

Next, an useful MTM antenna based on two simplified pla-

nar mushroom structure unit cells is designed. Its configu-

ration employing the proposed methods is shown in Fig. 8.

The performance of the presented designing methods and

antenna structure are verified using Agilent ADS full-wave

simulator.

3.2. Improvement Gain Antenna with Printed Q-Shaped

Four Unit Cells Structure

In this section, the four unit cells printed Q-shaped an-

tenna structure with enhancement bandwidth, radiation gain

and efficiency in comparison structure proposed in previ-

ous section. The design procedure is completely same,
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but equivalent circuit model and geometry is different. Pre-

sented antenna in this section is designed as one rectangu-

lar inductor attending a via are considered for each gap

area which become one constructing one unit cell, in re-

sults this antenna composed of four unit cells as shown

in Fig. 12. Equivalent circuit model is shown in Fig. 11.

As obvious recent structure composed of four unit cells as

each unit cell consist of a series capacitance (CL) which

created by printed Q-shaped gap capacitance, a shunt in-

ductance (LL) that caused with a rectangular inductor con-

nected to ground plane through a via as these capacitor an

inductor plays left-handed roles, also a series inductance

(LR) which established by unavoidable current flow on the

patches and a shunt capacitance (CR) that performed with

gap capacitor between patches and ground plane.

(a)
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C
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L
L

Unit cell

0
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First cell Second cell Third cell Fourth cell
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R C
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R
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R
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R
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R
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L
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C
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C
L

Fed line

50 W

Port
0 0 0 0

0 0 0 0

(b)

Fig. 11. The equivalent circuit model of four unit cells printed

Q-shaped antenna: (a) unit cell, (b) whole structure.

This typical CRLH antenna structure consists of a feed

line that is electromagnetically coupled to metallic patches,

rectangular inductors, via that connects the rectangular

inductor to the ground plane. This feed line through

a small gap excites the CRLH unit cells. Typically, the

antenna is matched to a port with 50 Ω load impedance.

The resonant frequency, matching of multiple right-handed

and left-handed modes, and associated efficiencies can be

controlled by the size of the cell patch, the via line width,

the feed line length, the distance between the antenna ele-

ments and the ground, optimizing the rectangular induc-

tor and various other dimensions and layouts [7]–[17].

The gap capacitor and the rectangular inductor accom-

panying a via could be viewed as CL and LL, while

the top patch possessed the LR and CR to the ground.

Therefore, a left-handed resonance could be obtained at

the desired frequency by properly designing the gap ca-

Port 2

(a)

Input
signal Load

Unit cell

C
L

L
L

L
R

C
R

Gaps:

Currents

(b)

Via

Fig. 12. Formation of the four unit cells printed Q-shaped an-

tenna: (a) top view, (b) isometric view.

pacitor and the rectangular inductor that connected to

ground plane through a via. Formation of the recommended

antenna with enhancement bandwidth and improvement ra-

diation properties is shown in Fig. 12.

Printed Q-shaped antenna was designed on Rogers RT

Duroid 5880 substrate with dielectric constant εr = 2.2 and

thickness h = 1.6 mm. It is formed of the four simpli-

fied planar mushroom structure Q-shaped unit cells, each

of which occupies 5.4× 8.6 mm or 0.1λ0 × 0.16λ0 at the

resonance frequency fr = 5.65 GHz, where λ0 is free space

wavelength, therefore overall size of the Q-shaped antenna

is 21.6× 8.6× 1.6 mm3 (0.4λ0 × 0.16λ0 × 0.03λ0). This

antenna has 7.6 GHz applicable bandwidth from 4.1 to

11.7 GHz for VSWR < 2, which corresponds to 96.2%

practical bandwidth. In addition at resonance frequency

fr = 5.65 GHz the gain and radiation efficiency are 6.52 dBi

and 60.47%, respectively. The simulated return loss band-

width (S11) of the antenna and radiation gain pattern at

fr = 5.65 GHz are plotted in Figs. 13 and 14 respec-
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Fig. 13. Simulated return loss (S11).
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tively. The results show that with the same physical size,

broader bandwidth and superior radiation performances was

achieved.
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Fig. 14. The radiation gain pattern in elevation plane (Φ = 0◦)
and at resonance frequency fr = 5.65 GHz: (a) 2D view, (b) 3D

view.

Entire equivalent circuit model and configuration of the

both Q-shaped antennas are illustrated in Fig. 7. Two de-

signed UWB small antennas based on CRLH MTM-TLs

are suitable and useful for microwave and portable devises

and wireless communication applications.

4. Simulation Results and Discussion of

the Proposed Printed Antennas

Figure 9 and Fig. 13 show the simulated return losses

of the two unit and four unit cells obtained by using

Agilent ADS full-wave simulator. The simulated return

losses bandwidth (S11 < –10 dB) of the first presented an-

tenna is 6.6 GHz (from 2.7 to 9.3 GHz), this corresponds

to 110% practical impedance bandwidth, which is more

than conventional. The simulated return losses bandwidth

(S11 < –10 dB) of the second device (Fig. 13) is 7.6 GHz

(from 4.1 to 11.7 GHz), which corresponds to 96.2%

practical impedance bandwidth, which is more than con-

ventional realizations. The simulated 2D radiation gain

patterns of the recommended antennas at different fre-

quency are plotted in Figs. 15 and 16. For first antenna,
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Fig. 15. The simulated radiation gain patterns of the two unit

cells antenna in elevation plane (Φ = 0◦): (a) at 47 GHz and

(b) 9.3 GHz.
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antenna in elevation plane (Φ = 0◦) at three different frequencies.

2.7 GHz 9.3 GHz

0° 0°

Fig. 17. Simulation of radiation gain patterns of the 2-cells

antenna in elevation plane (Φ = 0◦) at two frequencies.
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Fig. 18. Simulation of radiation gain patterns of the 4-cells

antenna in elevation plane (Φ = 0◦) at 3 frequencies.

radiation gains are 2.8 dBi and 5.78 dBi, respectively,

at 2.7 and 9.3 GHz. Also, radiation efficiencies are 37.23

and 42.1% at same frequencies, respectively. For second
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antenna, at 4.1, 9.6 and 11.7 GHz, gain and efficiency are

7.18 dBi and 92.69%, 5.83 dBi and 34.89%, and 5.42 dBi

and 54.19%, respectively.

Table 1

Radiation characteristics of two typical antennas in

comparison to the proposed

Antenna Antenna Proposed Proposed

Parameters described described first second

in [26] in [31] antenna antenna

Gain [dBi] 0.6 0.45 5.78 7.18

Bandwidth [GHz] 1–2 0.8–2.5 2.7–9.3 4.1–11.7

Efficiency [%] 26 53.6 42.1 92.69

Table 2

Comparison of dimensions of antennas

UWB antennas Design size

Slotted planar binomial monopole
30×27.4×1 mm

antenna [32]

Slotted circular monopole antenna [33] 26×27×1 mm

Slotted rectangular monopole
18×20×1 mm

antenna [34]

Fork shaped antenna [35] 35×30×0.769 mm

Slotted arc shaped edge rectangular
24×35×0.8 mm

antenna [36]

Both proposed UWB antennas 21.6×8.6×1.6 mm

According to Figs. 15 and 16 radiation patterns are uni-

directional. The peak gain and radiation efficiency of the

both versions occur at 9.3 and 4.1 GHz and are equal to

5.78 dBi and 42.1%, and 7.18 dBi and 92.69%, respec-

tively. The simulated 3D radiation gain patterns at differ-

ent frequencies are plotted in Figs. 17 and 18. To validate

the design procedures the proposed antennas were com-

pared with well-known compact UWB antennas and their

characteristics were summarized in Tables 1 and 2.

5. CRLH-Based Antennas Benefits

The proposed CRLH-based antennas are wideband, low

profile and compact in size, smaller than 50 by 10 mm

in area on a PCB, and consist of superior radiation per-

formances. In fact, the proposed CRLH-based antennas

are typically five times smaller than conventional, while

offering equal or better performance. Furthermore, unlike

conventional three-dimensional antennas – which must be

designed, tooled and fabricated as a complex metal-and-

plastic assembly, the proposed shown in Figs. 8 and 12 are

a simple fabricate. This offers manufacturers faster time to

market and reduced bills-of-materials due to the simplified

design. It also offers a greatly reduced need for fabrication

and assembly of antenna components.

In addition, the CRLH-based antenna’s ability to concen-

trate electromagnetic fields and currents near their antenna

structures results in achieving better performance.

6. Conclusion

CRLH transmission line metamaterials represent a para-

digm shift in electromagnetics engineering and, in partic-

ular, for antennas. They exhibit exceptional properties, re-

sulting from their rich dispersion and their fundamental

left/right-hand duality. They offer simple and deep insight

into metamaterial phenomena, and provide efficient tools

for the practical design of components and antennas.

In this paper, the authors introduced a new concept of

antenna size reduction based on metamaterial design and

printed planar technology, and also presented a novel idea

of antenna bandwidth enhancement and radiation’s proper-

ties improvement based on employing appropriate induc-

tive elements accompanying their optimize values and us-

ing low loss materials maximizes radiation efficiency. All

simulated results show that the proposed CRLH-based an-

tennas have superior performance and smaller size com-

pared to other conventional antennas design. These an-

tennas have the small size, UWB, lightweight, high gain

and efficiency, unidirectional radiation patterns, simple im-

plementation and low cost. The simulated results exhibit

that the proposed antennas should be potential candidates

to use in the modern wireless communication systems and

portable devices.
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Abstract—This paper presents a new approach to modeling

the availability of the networks composed of multiple intercon-

nected rings in two nodes. For availability modeling method

algebraic formulation is used. Using this method, through the

availability of multiple ring networks consisting of two and

three-rings connected to two nodes, a general expression for

the availability between two terminals of multiple ring net-

works is derived. To perform the expression some real as-

sumptions were taken and the analytical calculation showed

that the use of these expressions under these assumptions pro-

vides real values for availability between the two terminals

of multiple ring networks. Information on the availability of

links and nodes is taken from previously published works.

Keywords—algebraic, availability, multiple, WDM.

1. Introduction

Telecommunications services have an important role in

the development of modern society. Rapid growth in de-

mand for data transmission and Internet traffic require high-

capacity transmission systems. The only transmission me-

dia that can meet the needs of such a large capacity is an

optical fiber. Unlike other media only the optical fiber

has a large unused capacity that can effectively utilize

the technologies based on wavelength division multiplex-

ing (WDM).

In such networks, disconnection for any reason, i.e. equip-

ment failure or human error, can cause isolation in terms of

telecommunications and profit losses for users and network

operators. Therefore, the availability of telecommunication

networks is becoming a very important factor for network

operators. The basic problem is how to ensure the sur-

vival of links between two nodes within large networks in

terms of failure and how to ensure high availability. The

development of models of reliability and availability of sin-

gle selfrenewable WDM rings have been dealt with by the

authors in [1] using optical add/drop multiplexers in the

nodes. There are a lot of papers dealing with the calcula-

tion of the availability using the shared-path protection in

which it was concluded that the use of these methods guar-

anteed the achievement of availability and spare capacity

utilization, which is especially important for operators as

service providers [2]. M. Clouqueur and W. D. Grover [3]

investigated how to design a network that is able to restore

the connection of all cases of single link failure between

any two nodes in the ring (span protection) with less in-

vestment. They also concluded that some linked networks

are very robust to the simultaneous double link failures.

Some authors investigated how the availability of services

depends on the total capacity and on the protection re-

sources allocated amount necessary for mastering the pro-

tection in the event of failure to the work path [4], [5].

In this paper, the authors will develop models and derive

expression for availability between the two terminals for

multiple ring networks, starting from a network consisting

of two and three-rings connected to two nodes examples.

2. Mathematical Basis for Formulation

of Network Models

2.1. General Remarks on Availability

Availability is defined as probability that a system is correct

at some point in time T , provided that it properly worked

at time T = 0 and that defective conditions appear (mainte-

nance or failures), but are always repeared and the system is

operative again. Also, the availability of a system at point

in time is defined as the ratio of time for which the system

is correct in relation to the total time. The Mean Time To

Failure (MTTF) is defined as 1/λ , where λ is intensity of

the failure. It is usually expressed in Failure In Time (FIT),

and 1 FIT means 1 failure in 10
9 hours. Using Mean Time

To Repair (MTTR), the availability A can be calculated

by [6]:

A =
MTTF

MTTF+ MTTR
. (1)

Similarly, the unavailability U is defined as probability

complementary to the availability, i.e.

U = 1−A , (2)

and it is likely that the system is not working properly at

some point in time. When reporting about system/network

performances, the unavailability is often expressed as Mean

Down Time (MDT) in minutes per year, i.e.

MDT = 365 ·24 ·60 ·U . (3)

2.2. Methods of Algebraic Formulation

Although there are several methods suitable for model-

ing network availability, i.e. elementary paths enumera-

tion, in this paper the algebraic formulation method is

used [6], [7].
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Instead of working with probabilities, in this paper the

emphasis is on algebraic objects (polynomials) and their

appropriate transformation. Let a network G = (N, E) be

a directed network with source node s and the destina-

tion node t (N – nodes, E – edges). Suppose that the

nodes in the network G are ideal and that links m = |E| are

subject to failures that occur randomly and are repairable.

Let each link k = 1, 2, . . . ,m be corresponds with the vari-

able xk. Furthermore, let’s xi an event for 1 ≤ i ≤ m, which

indicates that the link ei is in working order then its avail-

ability is Ai = p[xi]. Events x1, x2, . . . , xm are independent.

If x1 and x2 are events then x1 + x2 are union of mutually

exclusive events and x1 · x2 the case of two independent

events. The goal is to calculate the availability of the two

terminals s and t as represented by a polynomial function

of x elements:

Ast(x) = Ast(x1, x2, . . . , xm) . (4)

which gives the exact availability between the two terminals

when the appropriate variables xk are replaced by the ap-

propriate links availability Ak. To calculate the availability

the two new operators is introduced:

– ⊗ is used to represent the series combination of two

or more elements,

– ⊕ is used to represent the parallel combination of

two or more elements.

The union of arbitrary events x1 ⊕ x2 and “product” of ar-

bitrary events x1 ⊗ x2 cannot be developed from numerical

values, because it depends on the individual statistical cor-

relation or the correlation between two events as opposed

to union of two mutually exclusive events, or the product

of independent events whose probability is easily calcu-

lated [8]. Most of the algebraic approaches for availability

exact calculation between the two terminals using the fact

that ⊗ is commutative and the fact that x1 ⊗x2 = xi and at-

tenuates any repetition of events in ⊗ product and authors

replace them by ordinary product.

Firstly, the case where links a and b are connected in se-

ries is considered. If the link failures are independent, the

availability of such a structure is equal to the availability

of products Aa and Ab. However, there is a possibility that

links contain some common elements. Suppose, for exam-

ple, that link a contains components x1x3x7 and link b com-

ponents x2x3x5. Let A denote the event where components

1, 3 and 7 are correct and if failures of components are mu-

tually independent, availability is p(A) = A1 ·A3 ·A7 and let

B denote the event that the components 2, 3 and 5 are cor-

rect and the availability of B is equal to p(B) = A2 ·A3 ·A5.

Now AB is an event where components 1, 2, 3, 5 and 7 are

correct and one link that replaces a and b will be marked

as x1x2x3x5x7:

x1x3x7 ⊗ x2x3x5 = x1x2(x3 ⊗ x3)x5x7 =

= x1x2x3x5x7 .

Replacing the variable by adequate availabilities gives the

availability of a replacement link

As = p(AB) = A1 ·A2 ·A3 ·A5 ·A7 .

Another operator ⊕ is applied to links that are connected

in parallel, in this case, links a and b. If elements are

working independently with an availability Aa and Ab their

replacement link will have availability

Aa + Ab −Aa ·Ab .

This formula can be expanded to include possible depen-

dence. For example, let link a include components x1x3x7

and link b components x2x3x5. Parallel structure will func-

tion properly if either link is correct, and the

p(A∪B) = p(A)+ p(B)− p(AB) ,

so that one link that replaces a and b will have the variable

x1x3x7 ⊕ x2x3x5 =

= x1x3x7 + x2x3x5 − x1x2(x3 ⊗ x3)x5x7 .

As xi ⊗ xi = xi then x3 ⊗ x3 = x3 so it gets

x1x3x7 ⊕ x2x3x5 =

= x1x3x7 + x2x3x5 − x1x2x3x5x7 .

Replacing the variables again by the adequate availability

gives the availability of alternative link

p(A∪B)=A1 ·A3 ·A7 + A2 ·A3 ·A5 −A1 ·A2 ·A3 ·A5 ·A7 .

General algebraic “sum” of two polynomials f and g is

defined as:

f ⊕g = f + g− ( f ⊗g) . (5)

Let S represent the set of all polynomials that can arise by

a combination of monomer using these two operators, then

let (S,⊕,⊗) form a distribution lattice with the smallest

element 0 (zero polynomial) and the greatest element 1

(unit polynomial). For f , g, h ∈ S to apply the following

axioms [9]:

f ⊕ f = f

f ⊕0 = f

f ⊕g = g⊕ f

f ⊗ f = f

f ⊗1 = f

f ⊗g = g⊗ f

f ⊗ (g⊗h) = ( f ⊗g)⊗h

f ⊕ (g⊕h) = ( f ⊕g)⊕h

f ⊕ (g⊗h) = ( f ⊕g)⊗ ( f ⊕h)

f ⊗ ( f ⊕g) = f

f ⊕ ( f ⊗g) = f (6)

In order to find a connection between the algebraic struc-

tures and network availability Pst is defined as a set of all
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Fig. 1. Working paths and recovery: (a) without fault, (b) fault within the rings 2, (c) fault in side the ring 1, (d) fault with in two

rings.

S S
1 12 2

T Ts1 s1

nP1
nP1

nS1
nS1

t1,1 t1,1
t2 t2

t1,2 t1,2

s2,1 s2,1

s2,2 s2,2

(a) (b)

S S
1 12 2

T T
s1 s1

nP1
nP1

nS1
nS1

t1,1 t1,1t2 t2

t1,2 t1,2

s2,1 s2,1

s2,2 s2,2

(c) (d)

Fig. 2. Path of renewal: (a) without fault, (b) fault within the rings 1, (c) fault in side the ring 2, (d) fault with in two rings.

elementary s-t paths P in the network G. It also defines the

value of path v(P) as a variables product representing the

links along the path P

v(P) = ⊗∏{xk : k ∈ P} . (7)

Availability in this case is the sum of values v(P) over all

elementary paths from s to t

Ast(x) = ⊕ ∑
P∈Pst

v(P) . (8)

In the ⊕ operation each link was included as many times

as the number of occurrences in the set Pst , of course,

since this operator is ⊗, before applying the simple product,

repetitions are eliminated.

3. Availability of Multi Ring Networks

Generally, in the multiple ring networks the transmitted

signal between two nodes S and T passes NR rings and

interconnecting nodes. The path through, which the sig-

nal passes during normal operation is called a work path.

When analyzing renewal paths, only those paths that in-

clude rings through, which the working path is passing are

taken. Although there are more interconnection rings that

could provide connectivity between nodes S and T in the

case of failure on the working path, those are not anal-

ysed because path recovery requires considerable amount

of time. In this way only subnets, which are comprised of

interconnected rings over the working path are examined,

while all other combinations are not analyzed.

In this paper, the models of availability were developed and

expressions derived for the availability between two termi-

nals of network consisting of two and three rings that are

connected to two nodes. The expression valid for the net-

work of two and three rings is also valid for multiple rings

network comprised of NR as demonstrated by mathematical

induction.

3.1. Availability of Network of Two Rings

Another focus is the network comprised of two rings. As

possible failure sites ring 1, ring 2 and the interconnecting
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Fig. 3. Three ring network with: (a) no failures, (b) failure of the first interconnect node, (c) failure of another interconnect node,

(d) failure of both interconnect nodes.

node are taken so that there is a total of 7 combinations or

seven renewal paths:
(

3

1

)

+

(

2

2

)

+

(

3

3

)

= 3 + 3 + 1 = 7 .

Renewal paths between nodes S and T need not be mutually

exclusive because a parallel sum eliminates identical (du-

plicate) paths. For a network comprised of two rings there

is a work path with no failures and 7 renewal paths which

are the result of failures at work paths of rings 1 and 2 and

primary interconnecting node. Suppose that each ring is

comprised of N links where there are m working and that

the connection between t1,1− t1,2, and s2,1−s2,2 is achieved

with one link.

Figure 1 shows working path and recovery paths, but with

always correct primary interconnection node.

Figure 2 shows the paths of renewal, but always with

a faulty primary interconnect node.

The value of path in failure-free (P0) case is

vst(P0) = (xlr1
)m ⊗ xP1 ⊗ (xlr2

)m
,

where xlr1
and xlr2

denote links that belong to the first (in-

dex r1) and second ring (index r2).

For each of these 7 paths the renewals are also defined as

the values of paths that are marked with vst(P1) (Fig. 1b)

to vst(P7) (Fig. 2d).

Availability is a “parallel sum” of path values when there

are no failures and values of all renewal paths, which are

the consequence of failures, and therefore

As1t2
(x) = ⊕ ∑

Pi∈Pst

vst(Pi) .

Since the true availability between two nodes of an individ-

ual ring for the standard size of rings is approximately equal

to the minimum availability [10], so in this case availabil-

ity between the two terminals for the network composed of

two rings is

AST (x) = (Xmin1
·Xmin2

)⊗
[

xP1 + xS1 − (xP1 ⊗ xS1)
]

.

Assuming that the rings and interconnecting nodes also

have no common elements, sign ⊗ could be elided and the

common sign of multiplication might be used

AST (x) =

(

2

∏
i=1

Xmini

)

· [xP1 + xS1 − xP1 · xS1] .

3.2. Availability of Network of Three Rings

A similar analysis can be implemented for a network con-

sisting of three rings as shown in Fig. 3, taking into ac-

count all the renewal paths that can occur as a result of
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failures of each ring parts, the interconnections of nodes

and all their possible combinations. If the number of

possible failures is 5, the number possible combinations

total is
(

5

1

)

+

(

5

2

)

+

(

5

3

)

+

(

5

4

)

+

(

5

5

)

=5 +10 +10 +5 +1=31 .

To avoid examining all possible renewal paths, the authors

take into consideration confirmed fact in Subsection 3.1

that all failures of individual rings work path renew within

themselves, so that the analysis is brought down to the

failures of interconnection nodes, which are only two and

therefore the combinations number decreases significantly:

(

2

1

)

+

(

2

2

)

= 2 + 1 = 3 .

If it is assumed that all the interconnecting nodes of the

same type are equal (identical equipment) and assuming

that the rings and interconnecting nodes have no common

elements, simple multiplication sign can be written instead

of sign ⊗

AST (x) =

[

3

∏
i=1

Xmini

]

·
[

xP + xS − xP · xS

]2
.

If the analysis is conducted for a network consisting of

4, 5, . . . , NR rings, there would be a general expression for

the availability of two terminals of multiple ring network

in which the rings are interconnected in two nodes:

AST (x) =

[

NR

∏
i=1

Xmini
(x)

]

·
[

xP + xS − xP · xS

]NR−1
, (9)

which means that the availability between two nodes of

multiple ring network is equal to the product of minimum

availability of individual rings and the interconnections of

nodes availability.

4. Numerical Results

Analysis results are presented on a network consisted of

two rings to show that the difference is negligible when

the actual and minimum availability for individual ring is

calculated. Availability data for optical components shown

in Table 1 are taken from [10].

Table 2 shows that for the typical size of rings (6–10 nodes),

difference between the actual availability and the one ob-

tained by taking a minimum availability for each individ-

ual ring are in the worst case of 0.0245 min/year, which is

negligible so that the Eqs. (8) and (9) can be used to cal-

culate availability. Note: W is the number of wavelength

channel.

Even for larger rings with 14 and 16 nodes, those dif-

ferences were of 0.1 min/year, which is also negligible.

This is especially important for SLA contracts which set

a minimum availability threshold and charge penalties for

exceeding them.

Table 1

Availability data for optical components

Component Symbol Failure rate [FIT]

Booster amplifier BOA 3200

Line amplifier LOA 3200

Preamplifier POA 3200

Multiplexer MUX 25×W

Demultiplexer DEMUX 25×W

Optical switch OSW 1000

Fix transmitter TRX 186

Tunable transmitter TX 745

Fix receiver RX 70

Tunable receiver RCX 470

Switch SW 50

Splitter SPL 50

Cable (per km) OC 100

5. Conclusion

This paper presents a new approach to modeling the avail-

ability of multiple ring network using an algebraic formu-

lation of working with numeric values. It is shown that the

paths need not be mutually exclusive because the use of op-

erator ⊗ eliminates duplicate routes. The analysis showed

that the availability calculation of multiple ring network,

in which the rings are connected to two nodes, is actually

reduced to a product of minimum availability of individ-

ual rings and the availability of the nodes interconnections.

This is done with some realistic assumptions and these are:

the rings do not have common elements, the interconnec-

tion nodes also have no elements in common and neither

rings nor interconnecting nodes have also any common el-

ements which are the most common cases in practice, oth-

erwise the protection would not make sense. The analytical

results have confirmed the theoretical analysis so that the

derived general expression for the availability of the two

terminals can be used to analyze and evaluate the multiple

ring networks availability.

References

[1] D. Arci, G. Maier, A. Pattavina, D. Petecchi, and M. Tornatore,

“Availability models for protection techniques in WDM networks”,

in Proc. 4th Int. Worksh. Design of Reliable Commun. Netw. DRCN

2003, Banff, Alberta, Canada, 2003, pp. 158–166.

[2] L. Song, J. Zhang, and D. Mukherjee, “Dynamic provisioning with

availability for differentiated service in survivable mesh networks”,

IEEE J. Selec. Areas Commun., vol. 25, no. 4, 2007.

[3] M. Clouqueur and W. D. Grover, “Dual failure availability analysis

of span-restorable mesh networks”, IEEE J. Selec. Areas Commun.

(Special Issue on Recent Advances on Fundamentals of Network

Management), vol. 20, no. 4, pp. 810–821, 2002.

[4] M. C. Arie and A. Koster, “Cost-efficient transparent optical net-

works with high connection availabilities”, in Proc. 8th Int. Conf.

Transparent Optical Netw. ICTON 2006, Nottingham, UK, 2006,

vol. 3, pp. 101–104.

[5] W. Yao and B. Ramamurthy, “Survivable trafficgrooming with differ-

entiated end-to-end availability guarantees in WDM mesh networks”,

in Proc. 13th IEEE Worksh. Local and Metropol. Area Netw. IEEE

LANMAN 2004, San Francisco, CA, USA, 2004, pp. 87–90.

57



Ivan Rados and Katarina Rados

Table 2

Comparison of availability between S and T when using the actual availability of the ring

and the minimum availability of the ring

Number of ring nodes The actual availability Minimum availability Difference MDT [min/year]

N =6 N =10

No. links of working path m=1 m=7 0.9999752896 0.9999752482 0.0217901963

No. links of working path m=3 m=8 0.9999752948 0.9999752482 0.0245122162

No. links of working path m=5 m=3 0.9999752741 0.9999752482 0.0136182825

N =14 N =116

No. links of working path m=2 m=13 0.9999750980 0.9999748389 0.1361543751

[6] L. Schwartz, D. Trstensky, and G. Cepciansky, “Reliability of

telecommunications systems”, University of Zilina, Slovakia, 2010,

p. 193 (in Slovak).

[7] D. R. Shier, Network Reliability and Algebraic Structures. New York:

Oxford University Press, 1991.

[8] J. Jonczy, “An algebraic approach to network reliability”, Institute of

Computer Science and Applied Mathematics, University of Berne,

Switzerland, Feb. 2008.

[9] D. D. Harms, “A symbolic algebra environment for research in net-

work reliability”, Ph.D. thesis, Simon Fraser University, Burnaby,

Canada, Sept. 1992.

[10] I. Rados and L. Schwartz, “The worst availability as a parameter

for designing and reporting on the network performances”, Com-

munications – Scient. Lett. of the Univ. of Zilina, vol. 13, no. 1,

pp. 101–104, 2011.

Ivan Rados received the B.Sc.

degree in Electrical Engineer-

ing from the University of

Split, in 1983, and M.Sc. de-

gree from the University of Za-

greb, in 2000. He received his

Ph.D. from the University of

Split, Croatia in 2012. In 1985

he joined the PTT (Post and

Telecommunication) Tomislav-

grad. Since 1992 he works at

Department of Transmission Systems of the HT Mostar

(Croatian Telecommunication). His research interests in-

clude: digital transmission systems, optical systems and

networks, availability and reliability of telecommunication

systems. He has published 10 papers in international con-

ference proceedings, 4 papers in domestic journals and

7 papers in international journals.

E-mail: ivan.rados@hteronet.ba

HT d.o.o. Mostar

Kneza Branimira bb

88000 Mostar, Bosnia and Herzegovina

Katarina Rados undergradu-

ated Electrical Engineering and

Information Technology on Fac-

ulty of Electrical Engineering,

Mechanical Engineering and

Naval Architecture, University

of Split, in 2014, and she gained

the academic title: Bachelor

of Science in Electrical Engi-

neering and Information Tech-

nology. At the moment, she is

studying second level (graduate university study program)

Telecommunication and Information Technology on the

same faculty. She has published a paper in domestic sci-

entific proceedings.

E-mail: krados@fesb.hr

Kroz Smrdecac 47

21000 Split, Croatia

58



Paper Assessment of Area Energy

Efficiency of LTE Macro Base Stations

in Different Environments
Suhail Najm Shahab1, Ayad Atiyah Abdulkafi2, and Ayib Rosdi Zainun1

1 Faculty of Electrical and Electronics Engineering, Universiti Malaysia Pahang, Pahang, Malaysia
2 College of Engineering, Tikrit University, Salahaldin, Iraq

Abstract—Energy efficiency (EE) of wireless telecommunica-

tions has become a new challenge for the research community,

governments and industries in order to reduce CO2 emission

and operational costs. EE of base stations (BSs) in cellular net-

works is a growing concern for cellular operators to not only

maintain profitability, but also to reduce the overall negative

impact to the environment and economic issues for wireless

network operators. In this paper, a framework focuses on the

Area Energy Efficiency (AEE) evaluation of LTE BSs is pre-

sented. The parameters affect on the AEE and the coverage

area of LTE BS in different scenarios are investigated. AEE

analysis has been done using a few key performance indica-

tors including transmit power, bandwidth, load factor with

the assumption of different scenarios (urban, suburban and

rural). The simulation results show that the LTE BSs have

better AEE in an urban environment for cell radius less than

750 m compare with the suburban and rural environments.

Furthermore, it is obvious that there is a strong influence of

traffic load, BW and transmission power on AEE of LTE net-

work. On the other hand, AEE increases significantly as the

BW size increases. Finally, it has been shown that the AEE

of LTE macro BS decreases with increasing the percentage of

traffic load for all scenarios.

Keywords—Area Energy Efficiency, LTE, Macro Base Station.

1. Introduction

Addressing the issue of green communications has bene-

fits to many stakeholders including the industry, academic

researchers and government agencies. The cellular indus-

try can realize cost savings and lower their impact to the

environment, government agencies realize a fulfillment of

administrative goals for energy savings as well as devel-

opment of standards and metrics, while researchers can

push the boundaries of current technologies and theories

in material science, distributed computing and system en-

gineering. Telecommunication section and especially cel-

lular networks are parts of Information and Communication

Technology (ICT) that is rapidly expanding throughout the

globe. With new technologies like Third Generation (3G)

and Long Term Evolution (LTE) coming to the market, this

section will grow more in a future.

Currently, telecommunication sectors are responsible for

about 12% of total energy consumption of the world and

generates approximately 1% of CO2 emissions [1] with per-

centages expected to rise further. In [2] the authors pro-

posed the deployment of LTE macro base station (BS) to

study the impact of modulation and coding schemes (MCS),

bandwidth (BW) size and transmitted power on the energy

efficiency for urban environment. They showed that the

higher transmission power results in lower EE. The differ-

ence actually diminishes when cell size increases. At its

diameter around 1200 m, it was found that the EE is almost

equal for all transmission power considered. On the other

hand, EE increases significantly as the BW increases. Simi-

lar effect on EE is observed when MCS changes from lower

order to the higher-order scheme. In cellular networks,

the prime energy users are base stations (BSs), backhaul

servers and routers. Around 80% energy is consumed by

the BSs [3]. Because of this statistic, most of the energy

saving research had been focused on the BS.

This paper investigates the area energy efficiency (AEE)

issue on LTE networks and more specifically it is based

on simulation for the outdoor environments. The environ-

ment’s scenarios for the simulation were done with three

different environments: urban, suburban and rural. Results

have conducted and discussed to show the performance

of LTE network from the AEE perspective. A compari-

son analysis is done in terms of energy saving for a spe-

cific macro BS deployment between the three different

scenarios.

2. Methodology

2.1. Propagation Model

In general, there are many factors that cause the deteri-

oration of signal quality such as distance dependent path

losses, shadowing, outdoor/indoor penetration loss and ra-

diation pattern. The received power Prx, from a BS at a dis-

tance of d and angle θ from the main lobe of the antenna

can be calculated as [4]:

Prx(d,θ ,ψ) = Ptx −
[

PL(d)+ κ + Ah(θ )
]

+ ψdB , (1)

where Prx, Ptx, PL, κ , Ah, ψ and θ denote to receive power

and transmit, path loss, penetration loss, antenna radiation

pattern, shadow fading and theta, respectively.

Equation (1) assumes that all the signal gains and losses

are expressed in decibels. The random variable ψ is used
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to model slow fading effects and commonly follows a log

normal distribution. The antenna pattern Ah(θ ) depends

on the mobile’s location relative to the BS which has been

adopted from [4]. In addition to path loss and shadowing,

another factor which affects the channel quality is penetra-

tion loss for users indoors.

In this paper, a 20 dB of attenuation has been assumed

to account for outdoor/indoor penetration loss, denoted by

κ , which can be found in [5] and [6]. The path loss PL

in decibels (dB) for a distance d can be expressed into

three different categories, namely urban, suburban and ru-

ral areas, which take into account distance, line of sight

existence, antenna height, and the average building height

with the applicability ranges from 5 to 50 m as proposed

in [5] for all environments.

However, the urban scenario usually has a great concentra-

tion of BSs due to the demand for capacity. The path loss

in urban scenario before the break point dBP can be written

in the following form:

PL = 22.0 log10(d)+ 28.0 + 20 log10( fc) , (2)

where d is the distance in meters, and fc is the carrier

frequency in GHz. After dBP, the path loss is founded via:

PL = 40.0 log10(d)+ 7.8−18 log10(h
′
BS

) −

−18 log10(h
′
UT

) = 2 log10( fc) , (3)

where h
′
BS

and h
′
UE

are the effective antenna heights at

the BS and the User Equipment (UE). The effective an-

tenna heights h
′
BS

and h
′
UE

are computed as follows: h
′
BS

=
hBS − 1.0 m, h

′
UE

= hUE − 1.0 m, where hBS = 25 m and

hUE = 1.5 m are the actual antenna heights proposed in [5]

for urban area.

The suburban scenario is modeled to correspond to typical

city’s periphery with major habitation blocks with several

floors. While the remaining territory corresponds to ru-

ral low dense populated scenarios that can be crossed by

important highways. The path loss in suburban and rural

scenarios before the dBP can be written as:

PL = 20 log10

(

40πd fc

3

)

+

+min(0.03h
1.72, 10) log10(d)min(0.044

1.72, 14.77)+

+0.002 log10(h)d . (4)

While after dBP, the path loss for these two scenarios is

founded via:

PL = 20 log10

(

40πd fc

3

)

+

+min(0.03h
1.72

, 10) log10(d)min(0.044
1.72

, 14.77)+

+0.002 log10(h)d + 40 log10

(

d

dBP

)

. (5)

Here h is building height in meters.

2.2. Cell Coverage Area

The cellular system coverage is generally designed for a

given minimum received power Pmin at the cell bound-

ary. The Pmin, which is also known as the receiver sen-

sitivity can be written in closed-form for cell coverage

area C as [7]:

C = Q(a)+ exp

(

2−2ab

b2

)

Q

(

2−ab

b

)

, (6)

where:

a =
Pmin −Prx(R)

σψdB

, b =
1−α log10(e)

σψdB

, (7)

where α denote to path loss exponents and σdB is the stan-

dard deviation of shadow fading [7].

The reference sensitivity Pmin level is the minimum mean

received signal strength applied to both antenna ports at

which there is sufficient SINR for the specified modulation

scheme to meet a minimum throughput requirement of the

maximum possible. It is measured with the transmitter

operating at full power. Pmin is a range of values that can

be calculated using the Eq. (8) [8]:

Pmin = kTBW+ NF+ SINRreq + IM−Gd , (8)

where kT BW is the thermal noise level in units of dBm, in

the specified bandwidth (BW), NF is the prescribed max-

imum noise figure for the receiver where LTE defines an

NF requirement of 9 dB for the User Equipment (UE),

SINRreq is Signal to Interference plus Noise Ratio that re-

quired for choosing modulation and coding scheme, IM is

the implementation margin and Gd represents the diversity

gain which is equal to 3 dB [8]. Pmin is a target minimum

received power level below which performance becomes

unacceptable [7]. Note that a = 0, when the target mini-

mum received power equals the average power at the cell

boundary, Pmin = Prx(R) and Prx(R) is the received power

at the cell boundary due to path loss alone. An extra im-

plementation margin is added to reflect the difference in

SINR requirement between theory and practicable imple-

mentation [8].

2.3. LTE Data Rate Model

Theoretical peak data rates are difficult to achieve in prac-

tical situations only in extremely good channel conditions

because of limited by the amount of channel impairments

noise and interference from own and other cells. The max-

imum theoretical data rate for single antenna transmission

in static channel can be derived through conventional Shan-

non’s formula which is given in Eq. (9). The data rate RT

in unit of bits per second can be expressed in terms of two

parameters which are the bandwidth and the signal to noise

ratio SNR.

RT = BW× log2(1 + SNR) . (9)
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In LTE system, a modified Shannon formula is used to ac-

curately estimate the achieved data rate after taking channel

impairments into account.

RT = F ×BW× log2

(

1 +
SINRreq

ηSNR

)

. (10)

where F = ηBW ·η in which the ηBW accounts for the sys-

tem bandwidth efficiency of LTE and ηSNR accounts for the

SNR implementation efficiency of LTE. It should be noted

that LTE is performing less than 1.6∼ 2 dB from the Shan-

non capacity bound because it’s not constant and changes

with the geometry factor (G-factor), the G-factor distribu-

tion is defined as the average own cell power to the other

cell power plus noise ratio with OFDMA in a wide system

bandwidth this corresponds to the average SINR [8]. It was

shown that this impact can be accounted for using the fudge

factor (η) multiplying by the parameter (i.e. η = 0.9 and

ηBW ·η = 0.75). ηSNR is a parameter for adjusting SNR

efficiency which is almost equal to one [9].

Fig. 1. MCS selected based on user distance.

The MCS selection is depend on the distance between the

eNodeB and the UE. The low MCS can be suitable for

large distances as the experienced SINR is low while the

higher MCS is preferred at short ranges with high data

rate demands. Figure 1 shows how the different MCS are

selected according to the distance between eNodeB and UE

based on the received SINR.

2.4. LTE Power Consumption Model

The main goal of the power consumption model in this

paper is to make realistic input parameters available for

the simulation. This model also allows fair comparing

between different environments and different macrocell

BS deployments. The power models have been selected

from [10], [11] for different environments cases for LTE

deployment.

The power model of macro BS described in [10] has a lin-

ear relationship between average radiated power per site and

average power consumption. The power consumption cal-

culation is modified to be changed according to the traffic

load level and the BS components features. The consumed

power Pc by the BS i can be expressed as:

Pc = L ·NsecNant(APtx + B) , (11)

where L ∈ [0, 1] is the load factor and Nsec and Nant denote

the BS’s number of sectors and the number of antennas per

sector, respectively. Pc and Ptx denote the total power per

BS and the power fed to the antenna, respectively. The co-

efficient A accounts for the part of the power consumption

that is proportional to the transmitted power (e.g., radio fre-

quency amplifier power including losses caused by feeders

and cooling of sites), while B denotes the power that is con-

sumed independent of the average transmit power and mod-

els the power consumed (e.g., signal processing, site cool-

ing, backhaul, and as well as a battery backup) [10], [12].

Both these coefficients are constant for macro BS. The

power model is calculating power consumption with respect

to transmit power Ptx this assumption is valid because cur-

rently deployed macro sites power consumption depends

upon the traffic load [10]. The parameter L models the

activity level of the BS which describes the portion of re-

sources which are allocated for transmission, where zero

and full load correspond to no active user in the cell and

providing one or more users with all resources available,

respectively.

However, it may be unsuitable to observe only power con-

sumption for comparing the networks with different site

densities. This is because they may have different cover-

age’s. In order to assess the power consumption of the

network relative to its size, the notion of area power con-

sumption APC measured in [W/km2] is introduced as the

total power consumption in a reference cell divided by the

corresponding reference area [10], [13]:

APC =
Pc

Amacro

, (12)

here Amacro is the macro reference area which can be ex-

pressed as [10] and [13]:

Amacro =
3
√

3

2
d

2
. (13)

It was shown that for a hexagonal deployment the area

power consumption metric yields an optimal coverage cell

size [10].

2.5. Energy Efficiency

The extrapolation of current trends undertaken by many

literatures reveals that for a sustainable growth of wire-

less communications, an improvement of LTE energy effi-

ciency is required. In this study, energy efficiency assess-

ing a framework is studied via network level simulations.
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The total network energy efficiency EET which is defined

as the ratio of total amount data delivered and the total

power consumed measured in bits per Joule [14], is repre-

sented by:

EET =

NBS

∑

i=1

Ri

NBS

∑

i=1

Pci

. (14)

where Pc is the power consumption and Ri is the total data

rate with a BS i. NBS is the total number of BSs. As

know, cell coverage is a primary concern in the design of

wireless data communications systems. Increased inter-site

distances (ISDs) generate larger coverage areas. With the

same transmission power, different cell size can lead to dif-

ferent individual date rate and accordingly various energy

efficiency. Therefore, observing the mere energy efficiency

per site is not enough for comparing networks with differ-

ent cell size. Moreover, another important metric is used

through this research to evaluate the energy efficiency of

the network relative to its size. The Area Energy Effi-

ciency (AEE) metric which is defined as a bit/Joule/unit

area is used as a performance indicator metric. The AEE

for LTE network can be expressed as [15]:

AEE =
EET

AT

, (15)

where the aforementioned EET and AT are the total energy

efficiency and total area of LTE network respectively.

3. Simulation Procedure and Results

The EE performance of the network corresponding to its

size and deployment can be more accurately assessed by

comparing the AEE performance under different sector ra-

dius and scenarios. In the following subsections, the LTE

performance in terms of AEE is presented. Furthermore,

the effect of environment type on AEE is demonstrated.

Later, by considering different traffic load scenarios, the

impact of traffic load on AEE has been explained and dis-

cussed. The parameters that are affecting the AEE of LTE

macro BS are investigated. The impacts of parameters like

different traffic load, BW and Ptx on AEE.

3.1. Simulation Procedure

In this section, the simulation procedure and system pa-

rameters are discussed. There are three different environ-

ments are chosen for study campaigns one is an urban type

environment. The second is a suburban site like a small

city while the third is with a rural environment. Single

LTE macro BS covers a hexagonal shaped area as shown

in Fig. 2 in which R is the cell radius and Amacro is the

coverage area.

The cell size is determined according to the minimum

received power level constraints. The receiver sensitivity

is calculated based on sufficient SINR for the specified

Amacro

R

R

ISD

Fig. 2. Corresponding cell geometry.

modulation scheme to achieve a minimum requirement

of 95% coverage degree. The received SNR is calculated

based on the received power level and white noise which

are estimated according to the path loss model described

in 3GPP TR 36.814 [5]. Then, the achievable data rate

within each BS’s coverage area is determined based on the

SNR distribution in the cell. The power consumption mod-

els consist of dynamic power consumption which is fully

depended on the traffic load as expressed in Eq. (11). The

simulation parameters are based on 3GPP macrocell model

with a system bandwidth of 10 MHz with UE height of

1.5 m. The 2.6 GHz spectrum band is used since this is the

band allocated to LTE operators in Malaysia [16]. Effective

environment height which is subtracted from the actual an-

tenna height for BS and UE to find their effective antenna

heights is assumed to be equal to 1 m. IM of 2.5 dB is

assumed for all QPSK modes, while 3 dB and 4 dB are gen-

erally expected for 16QAM and 64QAM respectively [17].

However, the typical assumptions for the SINR values for

different MCS that are used in the simulation assumptions

equal the ones in [8]. The proposed simulation model for

evaluating the EE in LTE macro BS in different environ-

ments is an extension of the work in [18] as shown in Fig. 3.

Table 1

Simulation parameters

Notation Description Default

fc Carrier Frequency [GHz] 2.6

BW Bandwidth [MHz] 10

Nsec Number of sectors 3

Nant Number of antennas 2

MCS Modulation Coding Scheme 1/3 QPSK [8]

Ptx Transmit Power [dBm] 46

Gd Diversity gain [dB] 3 [8]

C Coverage degree 95%

NF Noise Figure [dB] 9 [8]

Ai Power consumption 21.45
Bi parameters [W] 354.44 [11]
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Various parameters have been used in all simulation scenar-

ios to analyze the EE behavior under specific circumstances.

Simulation parameters are listed in Table 1 and simulation

procedure flow chart shown in Fig. 3.

Bandwidth, transmit power
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Finding path
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Finding basedPmin

on BW and MCS

Fig. 3. Simulation model flow chart.

3.2. Simulation Results

AEE for three scenarios at full load. There are differ-

ent coverage area sizes of LTE BSs due to the deployment

environments, there are different data rates for each BS in

each environment according to its size and therefore dif-

ferent EE’s. Thus, the AEE is used to evaluate the EE of

LTE network relative to its size. The AEE has been cal-

culated based on a Eq. (15). In Fig. 4, the AEE versus

cell radius for three environments with full load (100%) is

plotted. It is obvious that AEE decreases as the macrocell

BS’s radius increases. Moreover, it can be shown that the

LTE BSs have better AEE in urban environment with cell

size less than 750 m. For cell radius more than 750 and

1500 m, the LTE performance becomes better in suburban

and rural environments respectively. More specifically, at

the first 700 m the better AEE is can achieve in urban area

but at 710 m the suburban area becomes better than urban

and rural, also at 1055 m the rural area became better than

urban areas as shown in Fig. 4. This is because the im-

pact of shadowing, path losses as well as the penetration
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Fig. 4. AEE versus cell radius for three environments.

losses has become more significant in the urban area at

long distances as compared with the rest environments.

AEE for three scenarios with different loads. The traffic

load is another important factor that affects the network

performance. It has a stronger impact on the data rate and

the power consumption of LTE network and subsequently

on its EE and AEE. The AEE versus cell radius for urban

area under different loads shown in Fig. 5. It is clear that
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Fig. 5. AEE versus cell radius for urban environment with dif-

ferent loads.

the AEE decreases as the traffic load increases. In fact, the

AEE’s become almost equals as the traffic loads increased

as shown in Fig. 5 the curve with traffic load 90% are

very closed to the curve with a full traffic load scenarios.

Moreover, it can be shown for all environments that the

AEE decreases as the traffic load increases due to increasing

in power consumption. The same AEE performance can be

concluded for suburban and rural areas when varying the

traffic load as shown in Figs. 6 and 7 respectively.

Table 2 summarizes the AEE performance for the three

types of environments with different traffic load conditions

at 100, 1000 and the cell edge for each environment. As
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Fig. 6. AEE versus cell radius for suburban environment with

different loads.
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Fig. 7. AEE versus cell radius for rural environment with dif-

ferent loads.

mentioned before, the AEE of LTE macro BS at short dis-

tances is better for urban area than suburban and rural for

all load conditions. As shown in Table 2 for cell radius

more than 1000, the LTE performance becomes better in

suburban and rural environments respectively.

Table 3 shows the LTE performance (BW = 10 MHz,

1/3QPSK, full load) in terms of AEE for different transmis-

Table 2

Training and classification times

Environ-
ments

Distance
[m]

AEE
[

bits/s/W/km2
]

20% 50% 90% Full
load load load load

100 13180 5264 2929 2637

Urban 1000 2416 966.5 536.9 483.2

1475.7 1041 416.4 231.3 208.2

100 10780 4311 2395 2155

Suburban 1000 2751 1100 611.4 550.2

1718.1 1107 442.9 246.1 221.4

100 7841 3136 1742 1568

Rural 1000 2324 929.6 516.5 464.8

2074.9 758.1 303.2 168.5 151.6

sion powers. However, the AEE decreases as the transmis-

sion power increases for the same environment. In addition,

it can be concluded that the suburban area achieved better

AEE performance due to its suitable cell size compare to

urban and rural areas.

Table 3

AEE at cell edge for different Ptx

Environment
Ptx [dBm]

43 46 49

Urban 453.7886 208.1916 86.3716

Suburban 482.2614 221.4458 92.0362

Rural 330.7610 151.6243 63.1749

Table 4

AEE at cell edge for different bandwidth

Environ-
ment

BW [MHz]

1.4 3 5 10 15 20

Urban 8.642 34.101 73.337 208.191 382.168 586.726

Suburban 9.192 36.316 78.206 221.445 407.545 626.886

Rural 6.308 24.962 53.715 151.624 279.118 429.570

Increasing the BW for any type of environment will increase

the AEE of LTE macro BS. In fact, the better outcomes can

be predicted for suburban area while the urban area comes

in the next order and finally the rural area as demonstrated

in Table 4 (Ptx = 46 dBm, 1/3QPSK, full load).

4. Conclusion

One of the most important requirements for wireless com-

munication technologies is to be applicable and universally

desirable. AEE for LTE macro BS analysis is the main

target for this paper. It is considered as the most impor-

tant process to achieve mobility within wireless networks.

Work evaluation has been done by simulating AEE assess-

ing with different scenarios. Three different environments

were chosen for this study including urban, suburban and

rural. A framework for evaluating the AEE of LTE net-

work in different environments has been proposed. Using

few key performance indicators such as coverage size, area

power consumption, energy efficiency and area energy ef-

ficiency, the network performance from EE perspective for

all the three urban, suburban and rural terrains are com-

pared and evaluated. Although, the LTE BSs have large

cell size and good coverage degree in rural areas, the sim-

ulation results show that they have better AEE in urban

environment with small cell sizes while the AEE becomes

better in suburban and rural environments for larger cell

radius. Also, it can be concluded that there is a strongly

impact of traffic load, bandwidth and transmission power

on APC and AEE of LTE macrocell networks. For all the

three environments, it has been shown that the AEE of LTE

macro BS decreases with increasing the traffic load and this

effect becomes the same at high loads. Using the proposed

framework, the EE of different deployment scenarios can
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be evaluated and insights on how to deploy a greener LTE

network are provided. The results presented in this work

consider only one LTE BS and therefore the impact of the

handovers and interference in the LTE network may bring

substantial impact on the AEE. These issues have been left

for author’s future works.

Acknowledgment

This work is supported by University Malaysia Pahang.

References

[1] P. Misar, “Wireless LTE deployment: How it is changing cell site

energy and infrastructure design”, in Proc. 32nd IEEE Ann. Inter-

national Telecommun. Energy Conf. INTELEC 2010, Orlando, FL,

USA, 2010, pp. 510–514.

[2] A. A. Abdulkafi, T. S. Kiong, J. Koh, D. Chieng, A. Ting, and A.

M. Ghaleb, “Energy efficiency of LTE macro base station”, in Proc.

1st Int. Symp. Telecommun. Technol. ISTT 2012, Kuala Lumpur,

Malaysia, 2012, pp. 259–264.

[3] M. Pickavet et al., “Worldwide energy needs for ICT: The rise

of power-aware networking”, in Proc. 2nd Int. Symp. Adv. Netw.

Telecommun. Syst. ANTS 2008, Bombay, India, 2008, pp. 1–3.

[4] T. T. Tesfay, R. Khalili, J.-Y. L. Boudec, F. Richter, and A. Fehske,

“Energy saving and capacity gain of micro sites in regular LTE

networks: downlink traffic layer analysis”, in Proc. 6th ACM Work-

shop on Perform. Monitor. Measur. Heterogen. Wirel. Wired Netw.,

Miami, FL, USA, 2011, pp. 83–92.

[5] 3GPP TR 36.814 V9.0.0, “Evolved Universal Terrestrial Radio Ac-

cess (E-UTRA); Further advancements for E-UTRA physical layer

aspects (Release 9)”, 3rd Generation Partnership Project, Tech. Rep.,

2010 [Online]. Available: http://www.3gpp.org

[6] A. A. Abdulkafi, T. S. Kiong, D. Chieng, A. Ting, and J. Koh,

“Energy efficiency improvements in heterogeneous network through

traffic load balancing and sleep mode mechanisms”, Wirel. Personal

Commun., vol. 75, no.4, pp. 2151–2164, 2014.

[7] A. Goldsmith, Wireless Communications. New York: Cambridge

University Press, 2005.

[8] S. Sesia, I. Toufik, and M. Baker, LTE – The UMTS Long Term Evo-

lution: From Theory to Practice, 2nd ed. United Kingdom: Wiley,

2011.

[9] P. Mogensen et al., “LTE capacity compared to the shannon bound”,

in Proc. IEEE 65th Veh. Technol. Conf. VTC2007-Spring, Dublin,

Ireland, 2007, pp. 1234–1238.

[10] F. Richter, A. J. Fehske, and G. P. Fettweis, “Energy efficiency as-

pects of base station deployment strategies for cellular networks”, in

Proc. IEEE 70th Veh. Technol. Conf. Fall VTC-Fall 2009, Anchor-

age, AK, USA, 2009, pp. 1–5.

[11] S. Tombaz, M. Usman, and J. Zander, “Energy efficiency improve-

ments through heterogeneous networks in diverse traffic distribution

scenarios”, in Proc. 6th Int. ICST Conf. Commun. Netw. in China

CHINACOM 2011, Harbin, China, 2011, pp. 708–713.

[12] O. Arnold, F. Richter, G. Fettweis, and O. Blume, “Power con-

sumption modeling of different base station types in heterogeneous

cellular networks”, in Future Network and Mobile Summit, Florence,

Italy, 2010, pp. 1–8.

[13] A. J. Fehske, F. Richter, and G. P. Fettweis, “Energy efficiency

improvements through micro sites in cellular mobile radio net-

works”, in Proc. 2nd Int. Worksh. Green Commun., in conjunc-

tion with GLOBECOM Workshops 2009, Honolulu, HI, USA, 2009,

pp. 1–5.

[14] A. Chockalingam and M. Zorzi, “Energy efficiency of media access

protocols for mobile data networks”, IEEE Trans. Commun., vol. 46,

pp. 1418–1421, 1998.

[15] W. Wang and G. Shen, “Energy efficiency of heterogeneous cellular

network”, in Proc. IEEE 72nd Veh. Technol. Conf. Fall VTC-Fall

2010, Ottawa, Ontariao, Canada, 2010, pp. 1–5.

[16] Malaysian Communications and Multimedia Commission Annual

Report, SKMM-MCMC, 2011 [Online]. Available:

http://www.skmm.gov.my/skmmgovmy/media/General/pdf/

SKMM 2011.pdf

[17] A. A. Abdulkafi et al., “Energy-aware load adaptive framework for

LTE heterogeneous network”, Trans Emerging Tel Tech, vol. 25,

no. 9, pp. 943–953, 2014.

[18] S. N. Shahab, T. S. Kiong, and A. A. Abdulkafi, “A framework

for energy efficiency evaluation of LTE network in urban, subur-

ban and rural areas”, Australian J. Basic Appl. Sci., vol. 7, no. 7,

pp. 404–413, 2013.

Suhail Najm Shahab was grad-

uated in 2010 with B.Eng.

in Computer Technology Engi-

neering from Al-Hadba’a Uni-

versity College, Mosel, Iraq.

In 2013 he received his M.Sc.

in Electrical Engineering with

specialization in Wireless Com-

munication from University Te-

naga Nasional, Malaysia. Cur-

rently, he is enrolled as a Ph.D.

candidate in Faculty of Electrical & Electronics Engineer-

ing, University Malaysia Pahang, Malaysia. He has au-

thored and co-authored numerous publications in interna-

tional conferences and journals. His research interest in-

cludes LTE, energy-efficient cellular networks, adaptive

beamforming, smart antenna.

E-mail: 68suhel@gmail.com

Faculty of Electrical and Electronics Engineering

Universiti Malaysia Pahang

26600 Pekan, Pahang, Malaysia

Ayad Atiyah Abdulkafi re-

ceived the B.Sc. and M.Sc. de-

grees in Electrical Engineer-

ing (major in telecommuni-

cations) from Al-Mustansiriya

University, Baghdad, Iraq, in

2001 and 2004, respectively.

He received his Ph.D. in Wire-

less Communication Engineer-

ing from University Tenaga Na-

sional (UNITEN), Malaysia in

2014. He is a staff member in College of Engineering,

Tikrit University, Iraq. He is currently a postdoc fellow

at Multimedia University, Malaysia. His research interests

are in wireless communications, including, LTE, radio re-

source management and optimization, heterogeneous net-

works, energy-efficient wireless network design and Green

Cellular Networks, OFDM, optical wireless communica-

tions, Visible Light Communication.

E-mail: al.ayad@yahoo.com

College of Engineering

Tikrit University

Salahaldin, Iraq

65



Suhail Najm Shahab, Ayad Atiyah Abdulkafi, and Ayib Rosdi Zainun

Ayib Rosdi Bin Zainun ob-

tained his B.Eng. in Electrical

and Electronics from University

Technology Malaysia (UTM),

Skudai, Johor, Malaysia in

2000. He received his M.Sc.

in Engineering (Adaptive Array

Antenna) from Nagoya Institute

of Technology, Nagoya, Japan

(2005). He has completed Ph.D.

(Dye-Sensitize Solar Cell) from

University Technology MARA (UiTM), Shah Alam, Selan-

gor, Malaysia (2012). He is currently working as a lec-

turer at Faculty of Electrical and Electronics Engineering,

University Malaysia Pahang. He has been a member of

various committees for projects of national interest in

Malaysia, and he is referee of various scientific journals.

His research is mainly centered on the field of adaptive ar-

ray antenna and applied science (materials for solar cells

applications).

Email: ayib@ump.edu.my

Faculty of Electrical and Electronics Engineering

Universiti Malaysia Pahang

26600 Pekan, Pahang, Malaysia

66



Paper Performance Comparison

of Four New ARIMA-ANN

Prediction Models

on Internet Traffic Data
C. Narendra Babu and B. Eswara Reddy

Department of Computer Science and Engineering, JNT University College of Engineering, Anantapuramu, India

Abstract—Prediction of Internet traffic time series data (TSD)

is a challenging research problem, owing to the complicated

nature of TSD. In literature, many hybrids of auto-regressive

integrated moving average (ARIMA) and artificial neural

networks (ANN) models are devised for the TSD prediction.

These hybrid models consider such TSD as a combination

of linear and non-linear components, apply combination of

ARIMA and ANN in some manner, to obtain the predic-

tions. Out of the many available hybrid ARIMA-ANN mod-

els, this paper investigates as to which of them suits better

for Internet traffic data. This suitability of hybrid ARIMA-

ANN models is studied for both one-step ahead and multi-

step ahead prediction cases. For the purpose of the study,

Internet traffic data is sampled at every 30 and 60 min-

utes. Model performances are evaluated using the mean abso-

lute error and mean square error measurement. For one-step

ahead prediction, with a forecast horizon of 10 points and

for three-step prediction, with a forecast horizon of 12 points,

the moving average filter based hybrid ARIMA-ANN model

gave better forecast accuracy than the other compared

models.

Keywords—ANN, ANN training, ARIMA, Box-Jenkins method-

ology, hybrid ARIMA-ANN model, Internet traffic forecasting.

1. Introduction

Time series data (TSD) forecasting has its applications in

various domains like agricultural, climatic, econometric,

financial and communication. With the growing telecom-

munication sector, the service providers should be able to

effectively distribute their resources for continued services.

Internet traffic data forecasting helps service providers

manage available bandwidth and resources properly. Con-

sider a situation, where a large part of the bandwidth is

being used by a network. Within the next half an hour, if it

is a priori known that this network will not consume more

than 30% of the available bandwidth, the service provider

can reduce the network bandwidth and in-turn divert the

rest of the available bandwidth to some other network. This

way the resources can be used optimally. Hence, predic-

tion of Internet traffic TSD is drawing more attention in the

present days.

2. Related Work

Autoregressive integrated moving average (ARIMA) linear

models are popularized by Box and Jenkins in 1970 for

time series prediction. These models are applied on vari-

ous TSD such as electricity prices [1], [2], sugar prices [3],

stock market data [4], and wind speed data [5], for the

prediction of future values. Next, the pre-processing based

ARIMA models were introduced. In [6], a wavelet trans-

formation based ARIMA forecasting is done on global

temperature data. In [7], classification and feature extrac-

tion techniques were proposed for electrocardiography data.

These preprocessing steps help to obtain more accurate

predictions.

Later the era has been conquered by the ANN (non-linear)

models. ANN was able to model a wide range of TSD

compared to ARIMA, as they are capable of modeling non

linear variations. ANNs have been applied to electricity

demand data [8], financial data [9] river flow data [10],

and network data [11], for prediction. Compared to

ARIMA, these TSD were accurately predicted with ANN.

In [12], neural networks were used to predict earthquakes

in Chile.

Instead of individual ARIMA or ANN, research progressed

in the direction of combining the benefits of both ARIMA

and ANN models to devise hybrid ARIMA-ANN models.

Next, a hybrid ARIMA-ANN versions was proposed by

Zhang [13], which gave good prediction accuracy com-

pared to individual models, when applied to Wolf’s sunspot

data, Canadian lynx data, and exchange rate data for one-

step ahead prediction. Next, a new hybrid ARIMA-ANN

method was proposed by Khashei and Bijari [14], which

gave better performance. The hybrid model devised by

Zhang was used for electricity price forecasting in [15]

and water quality TSD prediction in [16]. In [17], a mul-

tiplicative model was proposed (Li Wang et al.), which

is in contrast to the additive model of Zhang. The re-

sults showed that it is no less in comparison to the ap-

plication of additive Zhang model. In [18], a moving av-

erage filter based hybrid ARIMA-ANN model is proposed

which first decomposes the data and then applies the apt

model on each decomposition. This model is shown to

67



C. Narendra Babu and B. Eswara Reddy

outperform both Zhang, Khashei and Bijari models, when

applied to sunspot data, electricity price data and stock

price data, in both one-step ahead and multi-step ahead

forecasting.

Many other prediction models are available in the litera-

ture. Some of them are based on support vector machines

(SVM) [19], and some others on fuzzy logic [20]. Spectral

techniques based on SVD were proposed in [15] and the ref-

erences therein. Most of the forecasting problems showed

that hybrid models are a better solution. However, if the

hybrid model involves large number of decompositions, the

prediction accuracy suffers. Hence, a hybrid model should

contain limited number of individual models to retain the

model simplicity and prediction accuracy.

In this paper, the Internet traffic TSD predictions for both

one-step ahead and multi-step ahead cases are obtained

using individual ARIMA, ANN models, hybrid ARIMA-

ANN models of Zhang [13], Khashei and Bijari [14], Wang

et al. [17], Babu and Reddy [18]. From obtained results

the best model was identified.

The rest of the paper is organized as follows. In Sec-

tions 3–4, the ARIMA, ANN, and some existing hybrid

ARIMA-ANN models are described. In Section 5, the re-

sults are discussed in four subsections, along with tables

of performance measures and graphs of predicted values.

Section 6 ends the paper with a conclusion.

3. ARIMA and ANN Prediction Models

Some of the hybrid ARIMA-ANN models available in the

literature are outlined, with a brief description.

3.1. ARIMA

To model a TSD using ARIMA, a training data is provided.

ARIMA modeling fits a linear equation to this data if it is

stationary. If the training data is non-stationary, differenc-

ing is performed till it becomes stationary. The correspond-

ing order of differencing is notated as d. The moving aver-

age (MA) model order q and auto-regressive (AR) model

order p are determined from the decaying nature of auto-

correlation function (ACF) plot and the partial ACF (PACF)

plot respectively. Detailed correlation analysis for order de-

termination is given in [21]. According to the modeling

procedure, the present value of TSD, yt is considered as

a weighted sum of past data points yt−1,yt−2, . . . ,yt−p and

error values et ,et−1,et−2, . . . ,et−q. The model is shown

in Eq. (1), where yt−k is the TSD value at a delay of k

time points. The model assumes that the error series et has

a gaussian distribution.

yt = a1yt−1 + a2yt−2 +. . .apyt−p + et + b1et−1 +. . .bqet−q

(1)

The model coefficients a1, . . . , ap, b1, . . . , bq are estimated

using Box-Jenkins method [21]. As non-linear likelihood

estimation is complex, Gaussian maximum likelihood esti-

mation (GMLE) approaches [22] are used in the estimation

of the model coefficients. The model is then validated using

diagnostic checks like Akakine Information Criterion (AIC)

and Bayesian Information Criterion (BIC). Also normality

test like Jarque-Bera test, check on residual autocorrela-

tion plots to meet the confidence limits are also performed.

Once the model is identified best according to these diag-

nostic tests, it is selected for application on the TSD. The

selected model is used to predict future TSD values over

the prediction horizon.

3.2. ANN

Unlike ARIMA, ANN is a non-linear modeling technique.

The neural network model architecture comprises of neu-

rons, similar to the brain’s architecture. For example a three

layer ANN, with the three layers called as input, hidden

and output layers is shown in Fig. 1 [18]. Each layer com-

prises of one or more nodes. For TSD prediction problem,

Input layer Output layer

Output

Hidden layer

b

b

b

Wi,j

Wi

f

f

f

Notations

: transfer functionf
b: bias values

W: weight values

Fig. 1. Three-layer ANN architecture.

the output layer has one node. The hidden layer can have

any number of nodes, whose outputs are linked to the out-

put node. The input layer can have one or more nodes

depending on the number of TSD points involved in the

prediction. There can be more than one hidden layer. The

neurons are acyclically linked processing units. Three-layer

ANNs are widely used for TSD forecasting. To model TSD

using ANN, yt is expressed as a non-linear function f of

yt−1, . . . ,yt−A, where A is the lag till which the TSD points

are involved in prediction. The model equation is:

yt = g(yt−1,yt−2, . . . ,yt−A)+ vt , (2)

where vt is the noise or error term. The transfer function

of the hidden layer can be a linear, sigmoid, tan-sigmoid

or log-sigmoid in nature. A sigmoid function is:

Sigmoid(x) =
1

1 + e−x
. (3)

The model coefficients in ANN are weights of each link and

the corresponding bias values. To determine these values,

a training data is provided to ANN. Many training al-
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gorithms are available [23], out of which Levenberg-

Marquardt (LM) training algorithm is used in [14], [18].

In [13], a reduced gradient algorithm and in [16], a scaled

conjugate gradient algorithm are used. Here LM training is

incorporated. The model is diagnosed using validation and

testing phase, where the mean square error convergence is

verified. If the error is converging, the model is valid, else

it is invalid. After the testing phase, the model is used in

the prediction of future values.

4. Hybrid ARIMA-ANN Models

Often, the given data may have both linear and nonlinear

characteristics. So, hybrid models using both ANN and

ARIMA methods are better than individual models for ob-

taining accurate predictions. Four existing ARIMA-ANN

hybrid models considered for discussion in this paper are

illustrated as follows.

4.1. Zhang’s Hybrid ARIMA-ANN Model

In 2003, Zhang proposed a hybrid ARIMA-ANN model. It

is based on the assumption that the given TSD is a sum of

two components, linear and non-linear, given in:

yt = Lt + Nt . (4)

On the given TSD series yt , ARIMA is fit and the linear

predictions are obtained, L̂t , as:

L̂t = a1yt−1 + . . .+apyt−p +b1et−1 + . . .+bqet−q +et . (5)

The difference series is obtained by Eq. (6) on which ANN

is fit and the predictions N̂t are obtained using Eq. (7):

nt = yt − L̂t , (6)

N̂t = f (nt , nt−1, . . . , nt−A)+ vt . (7)

The hybrid model predictions are now obtained by sum-

ming the ARIMA and ANN predictions:

ŷt = L̂t + N̂t . (8)

This model is suitable for both one-step ahead and multi-

step ahead prediction. It is shown to be better than indi-

vidual models in terms of prediction accuracy. The model

is block diagram presented in Fig. 2.

yt

ytyt

ARIMA

ANN

Lt

Lt

Nt

–

Fig. 2. Zhang’s hybrid ARIMA-ANN model.

4.2. Khashei and Bijari’s Hybrid ARIMA-ANN Model

In 2010, Khashei and Bijari proposed a new hybrid

ARIMA-ANN model for TSD forecasting. Similar to

Zhang’s model, it also assumes that any TSD has linear

and non-linear components, see Eq. (4). But the methodol-

ogy adopted in prediction is different. An ARIMA model

is fit on given TSD to obtain one forecast on the TSD using

Eq. (5). Past original values, present prediction, and past

error data are all input to the ANN. The ANN gets trained

and once the model is validated, the one-step forecast of

the given TSD is directly obtained from:

ŷt = f (L̂t ,Lt−1,Lt−2, . . . ,Lt−A)+ vt . (9)

It is shown to perform better than the Zhang’s model in

a variety of applications. It is suited for one-step forecasts,

but for multi-step forecasting, the model is not suitable.

If the past predictions are used as inputs instead of past

original values, the model accuracy degrades. The model

diagram is illustrated in Fig. 3.

yt-1

yt

ARIMA

ANN

Lt

Fig. 3. Khashei and Bijari’s hybrid ARIMA-ANN model.

4.3. Multiplicative Hybrid ARIMA-ANN Model

In 2013, Li Wang et al. proposed a multiplicative model for

forecasting TSD, in contrast to the additive model proposed

by Zhang. The model assumes that a given TSD is the

product of a linear and a non-linear time series as:

yt = LtNt . (10)

The given TSD yt is modeled using ARIMA as shown in

Eq. (5), similar to the same step in Zhang model. The

predictions L̂t obtained divide the original TSD to obtain

the non-linear TSD series as:

nt =
yt

L̂t

. (11)

yt

ytyt

ARIMA

ANN

Lt

Lt

Nt

/

Fig. 4. Multiplicative hybrid ARIMA-ANN model.
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The series nt is modeled and predicted using ANN. The

obtained non-linear predictions N̂t in Eq. (6) and linear

predictions L̂t are multiplied to obtain the final model fore-

casts as given by Eq. (12). The block diagram of this model

is as shown in Fig. 4.

ŷt = L̂t N̂t . (12)

4.4. MA Filter Based Hybrid ARIMA-ANN Model

In [18], a hybrid ARIMA-ANN model is devised using

a decomposition step and then applying ARIMA and ANN

suitably on each decomposition. The model framework as-

sumes that any TSD is addition of a linear and a non-linear

component given in Eq. (4) as in Zhang model. It also as-

sumes that linear processes have less volatility compared to

non-linear models, characterized by highly volatile nature.

The steps of the model are:

1. An MA filter given by Eq. (13) is used to decom-

pose the given TSD into a low volatile and a highly

volatile component. The low volatile component is

a smoothened TSD ytr, and the highly volatile com-

ponent is given by Eq. (14). The length of MA filter

m is adjusted such that one of the two decomposed

time series is obtained with a kurtosis of 3, which is

termed as low volatile decomposition lt . The differ-

ence ht = yt − lt is considered highly volatile. The

decomposition is indicated in Eq. (15).

ytr =
1

m

t

∑
i=t−m+1

yi (13)

yres = yt − ytr (14)

yt = lt + ht (15)

2. The lt series is modeled and predicted using ARIMA

model as in Eq. (16) to obtain l̂t . Note that

this modeling using lt−1, lt−2, . . . , lt−p unlike the

ARIMA modeling step of Zhang (5), which uses

yt−1, yt−2, . . . , yt−p.

l̂t = f (lt−1, lt−2, . . . , lt−p, et , et−1, . . . ,et−q) (16)

3. The ht series is modeled and predicted using ANN

model as shown in Eq. (17) to obtain ĥt .

ĥt = g(ht−1, ht−2, . . . , ht−N)+ εt (17)

4. The final model predictions are obtained by adding

the predictions from steps 2 and 3:

ŷt = l̂t + ĥt . (18)

The steps of this hybrid model are can be represented as

a flow chart as shown in Fig. 5 [18].

Time series data

Decomposition
using MA filter

k! = 3

k! = 3

Tune form
MA filter

k = 3

k = 3

Fix MA filter of length m

Subtractor

Trend data Residual data

ARIMA ANN

Combine the
results

Final predictions

Fig. 5. MA filter based hybrid ARIMA-ANN model.

5. Results and Discussion

The prediction models ARIMA, ANN, Zhang’s hybrid

ARIMA-ANN, Khashei and Bijari’s hybrid ARIMA-ANN,

multiplicative hybrid ARIMA-ANN and MA-filter based

hybrid ARIMA-ANN are extensively studied for their us-

age on Internet traffic data. The Internet traffic data ob-

tained from [24] is used in this study. The raw data is
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Fig. 6. Actual internet traffic TSD sampled at 30 min steps.
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available at every one second for a period of 100 hr. This

data is re-sampled to form two different data sets. The first

TSD, named as TSD1 is obtained for every 30 min with

a total number of 200 points. The second TSD, named as

TSD2 is obtained for every 60 min with a total of 100

data points. The processed Internet data is in megabytes.

To avoid big numbers, in this study, the authors divided

this data by 10
5 and then used it. However the raw data

is plotted in Figs. 6 and 9 for 30 and 60 minutes sam-

pling respectively. On both these Internet traffic datasets,

the six models are applied and their performances are com-

pared for both one-step ahead and three-step ahead forecast-

ing. The performance measures considered in the study are

described.

5.1. Performance Measurement

The two performance measures for accuracy comparison

used in this paper are mean absolute error (MAE) and mean

squared error (MSE), given by Eqs. (19) and (20) respec-

tively. The smaller these values, the better is the model.

In both formulas E{.} is the expectation operation, ni and

nf indicate start and end points of the prediction horizon,

yk,act is the actual value of the time series, and yk,pred is

the forecasted time series value at the instant k.

MAE = E
{∣

∣yact − ypred

∣

∣

}

=

=
1

n f −ni+ 1

(

n f

∑
k=ni

∣

∣yk,act − yk,pred

∣

∣

)

(19)

MSE = E

{

∣

∣yact − ypred

∣

∣

2
}

=

1

n f −ni+ 1

(

n f

∑
k=ni

∣

∣yk,act − yk,pred

∣

∣

2

)

(20)

5.2. Results for TSD1

TSD1 comprises of 200 points, each indicating the number

of packets transmitted. The forecast horizon is taken as

10 data points (which is 5%), and corresponding one-step

ahead predictions are obtained. By using a forecast hori-

zon of 12 data points (implying 5%), a three-step ahead

Table 1

Performance comparison for TSD1

Model
One-step-ahead Three-step-ahead

MAE MSE MAE MSE (·10
3)

ARIMA 6.9352 70.6029 7.1707 72.9144

ANN 6.5810 64.8243 6.3713 61.7111

Zhang 4.6518 44.8343 6.1732 50.2933

Multiplicative 4.9226 45.2739 6.6600 63.3805

Khashei
7.7572 85.4724 NA NA

and Bijari

MA-filter
2.9870 13.4466 5.3093 42.2978

based

prediction is carried out. The MAE and MSE performance

results for all the models in both these cases are presented

in Table 1. The original TS is shown in Fig. 6. The predic-

tions for the one-step ahead forecast and three-step ahead

forecast are shown in Figs. 7 and 8 respectively. The MA-

filter based hybrid ARIMA-ANN model outperformed the

others in terms of both MAE and MSE.

5.3. Results for TSD2

TSD2 comprises of 100 points, each indicating the num-

ber of packets transmitted. The forecast horizon is taken as

10%, which implies 10 data points, and one-step ahead pre-

dictions are obtained for these points. A three-step ahead

prediction is carried out by using a forecast horizon of 12

which is again nearly 10%. The MAE and MSE perfor-

mance results for all the models in both these cases are

presented in Table 2. The original TS is shown in Fig. 9.

The predictions for the one-step ahead forecast and three-

step ahead forecast are shown in Figs. 10 and 11 respec-

tively. It is noticed that the MA-filter based hybrid ARIMA-

ANN model outperformed the others in terms of both MAE

and MSE.

Table 2

Performance comparison for TSD2

Model
One-step-ahead Three-step-ahead

MAE MSE MAE MSE (·10
3)

ARIMA 14.3987 313.6585 14.4933 332.1901

ANN 9.2766 129.5465 11.0087 190.3712

Zhang 9.7403 175.3520 10.2397 169.2432

Multiplicative 9.4355 161.6842 13.8069 303.3857

Khashei
16.5214 386.2702 NA NA

and Bijari

MA-filter
6.2872 57.6054 8.4071 102.2310

based
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Fig. 9. Actual Internet traffic TSD sampled at 60 min.
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6. Conclusion

In this paper, for the prediction of Internet traffic TSD

which is highly volatile in nature, the applicability of vari-

ous prediction models is explored. The models considered

in the study are ARIMA, ANN, Zhang’s hybrid ARIMA-

ANN, Khashei and Bijari’s hybrid ARIMA-ANN, multi-

plicative ARIMA-ANN, MA-filter based hybrid ARIMA-

ANN. Both one-step ahead and multi-step ahead predictions

are carried out. The error performance measures, MAE and

MSE are used to evaluate the model accuracy.

Two traffic TSD series, one with 30 min sampling and

200 data points, other with 60 min sampling and 100 data

points are used in the investigation. The prediction results

in all the cases showed that the MA filter based hybrid

ARIMA-ANN model outperformed all the other models

discussed in this paper, in terms of both MAE and MSE and

hence is suitable for predicting Internet traffic data more

accurately.
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