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Preface
In this issue of the Journal of Telecommunications and Information Technology we have
collected a set of fourteen papers documenting a broad range of topics related to modern wire
and wireless telecommunications networks. Rapid advances in wire and wireless technologies
have significantly accelerated the introduction of new technologies and services, defining and
building the rules to ensure the transfer of huge volumes of data.

Quality of Service is becoming one of the most important criteria for the selection of old
and new services and technologies. Two papers in this issue are related to this topic. In the
first one, QoS Requirements as Factor of Trust to 5G Network, the authors V. Tikhvinskiy,
G. Bochechka, and A. Gryazev discuss the role of QoS in the formation of trust in both
consumers and regulators in the case of the 5G network. The second article, entitled Digital
Audio Broadcasting or Webcasting: A Network Quality Perspective, describes the advantages
and disadvantages of digital audio broadcasting and webcasting transmission techniques from
a network quality perspective. The authors P. Gilski and J. Stefański present a case study
of user expectations with respect to the perceived quality of real digital broadcasted and
webcasted radio stations.

The next three articles concern the topic of network monitoring. The paper Monitoring
of a Cloud-Based Environment for Resilient Telecommunication Services by G. Wilczewski
presents a tool designed for Data Center resources monitoring. The results presented in
the paper allow a high-level resiliency analysis of telecommunication services. The prob-
lem of ensuring the quality of service of video is discussed in the paper entitled Study
of No-Reference Video Quality Metrics for HEVC Compression. The authors K. Rouis,
M. Leszczuk, L. Janowski, Z. Papir, and J. B. H. Tahar propose the application of a No-
Reference (NR) quality assessment measurement for High Efficiency Video Coding (HEVC).
In the last paper concerning this topic, entitled Quantifying the Suitability of Reference Sig-
nals for the Video Streaming Analysis for IPTV, the authors C. Hoppe, R. Manzke, M. Rompf,
and T. Uhl, present the assessment of the quality of video streaming in IPTV based on PEVQ
and VQuad-HD algorithms. The conducted measurements provide information that may be
valuable for determining the QoS of IPTV services in practice.

The need to introduce new services directly affects the development of ICT operator net-
works. However, network expansion entails substantial investments. Therefore, the optimiza-
tion process is very important for telecommunication networks. This problem is addressed



in the next six papers. The first three present analytical methods that may be used for
modeling and dimensioning of elements of modern multi-service ICT networks. The next
two discuss algorithms enhancing the efficiency of wireless networks. The last paper intro-
duces a new algorithm for the optimization of the expected costs of project implementation.
The first paper, Properties of the Multiservice Erlang’s Ideal Gradings by S. Hanczewski
and D. Kmiecik, discusses the conditions for the application of the Erlang’s Ideal Grading
(EIG) for modeling of the multiservice systems. In the second paper, entitled Call Block-
ing Probabilities of Multirate Elastic and Adaptive Traffic under the Threshold and Band-
width Reservation Policies, authors I. D. Moscholios, M. D. Logothetis, A. C. Boucouvalas,
and Vassilios G. Vassilakis propose an analytical model of a multi-service system in which
threshold and reservation traffic management mechanisms have been applied. The next paper,
Estimation of Network Disordering Effects by In-depth Analysis of the Resequencing Buffer
Contents in Steady-state by A. Pechinkin and R. Razumchik, presents a calculation method
that allows the analysis of the resequencing problem in the buffers of packet networks. In
the fourth article, entitled Multicast Connections in Wireless Sensor Networks with Topology
Control, the authors M. Piechowiak, K. Stachowiak, and T. Bartczak discuss the perfor-
mance analysis of multicast trees constructed by heuristic routing algorithms in relation to
protocols of topology control for wireless sensor networks. The fifth paper in this group,
LDAOR – Location and Direction Aware Opportunistic Routing in Vehicular Ad hoc Net-
works by M. Barootkar, A. Ghaffarpour Rahbar, and M. Sabaei, proposes an opportunistic
routing mechanism called Location and Direction Aware Opportunistic Routing (LDAOR)
for Vehicular Ad hoc Networks. The algorithm finds the best neighbor node based on, i.e.,
vehicle positions and directions, and prioritization of messages from buffers. The investiga-
tions conducted by the authors show that LDAOR not only increases the delivery rate, but
also reduces network overhead, traffic loss, and number of aborted messages. The last article
in this group concerning optimization of telecommunication networks is entitled A Novel
Technique of Optimization for the COCOMO II Model Parameters using Teaching-learning
based Optimization Algorithm. The authors, T. T. Khuat and M. Hanh Le, propose a novel
technique to optimize the estimation of project cost. In the paper, the teaching-learning-
based optimization (TLBO) algorithm for the COCOMO II model is presented. The results
indicate that the proposed TLBO algorithm allows for obtaining better estimation capabilities
compared to the original COCOMO II model.

One of the best-developed research areas of wire and wireless networks are broadband wire-
less networks. This is the subject of the next paper, 100 Gb/s Data Link Layer – from a Simu-
lation to FPGA Implementation by Ł. Łopaciński, M. Brzozowski, R. Kraemer, S. Buechner,
and J. Nolte. The paper presents a simulation and hardware implementation of a data link
layer for 100 Gb/s terahertz wireless communications. The investigations show that uncoded
transmissions are most influenced by the change of the segment size and that the FPGA mem-
ory footprint can be reduced when the hybrid automatic repeat request type II is replaced by
type I with link adaptation.

The introduction of new services and technologies leads to increased energy consumption.
Therefore, it is important to develop technologies and algorithms enabling the reduction of
this consumption. In the paper DS-UWB and TH-UWB Energy Consumption Comparison,
the authors A. Elabboubi, F. Elbahhar, M. Heddebaut, and Y. Elhillali study the energy
efficiency of multi-user techniques for UWB systems. The elaborated energetic model can
be used as a green communication tool in order to determine the best multiuser techniques.
Threats to modern ICT systems also arise from giving access to data connected with users’
customs and activities. One of the easiest methods of obtaining information about users’
customs is monitoring the consumption of electricity. It is made possible by automatic
systems monitoring electricity consumption. Ensuring security in such systems is the topic
of the next paper, Monetary Fair Battery-based Load Hiding Scheme for Multiple Households
in Automatic Meter Reading System by R. Negishi, S. Haruta, C. Inamura, K. Toyoda, and
I. Sasase. In the paper, the authors proposed Battery-based Load Hiding (BLH) algorithms
to obfuscate the actual user’s energy consumption profile by charging and discharging. The
proposed BLH algorithms are discussed in the case of multiple households where one battery
is shared among them due to its high cost.
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Abstract—Trust to modern telecommunications networks

plays an important role as a driver of technological and mar-

ket success of any technology or telecommunication services.

Most of the technological approaches to this problem are fo-

cused only on network security and do not include such a fac-

tor as the quality of service (QoS), which also plays an impor-

tant role in the formation of trust both from the consumers

and the regulator. The future 5G mobile technology will be

the engine of development of telecommunications until 2020

and the formation of trust to the 5G networks is one of the

main tasks for developers. The authors present the view on

the trust to 5G networks in the plane of QoS requirements

formation and QoS management. QoS requirements to 5G

networks were determined on the basis of three main business

models of services: xMBB, M-MTC and U-MTC and the need

to ensure user trust to networks. Infrastructure requirements

for QoS control and spectrum management network entities

which are based on Network Function Virtualization (NFV)

principles have been formed.

Keywords—network performance, network security, QoE,

trusted network.

1. Introduction

Currently leading organizations in international standard-

ization and development of telecommunication technolo-

gies such as: ITU, 3GPP, IEEE and ETSI have not formu-

lated a strict definition of “trusted network”. However, the

trust to communication network significantly affects con-

sumers’ choice of communication operator, regulation of

operators’ activities by state bodies, as well as the market

demand on communication services and equipment.

Trust to network or communication technology has market

and regulatory aspects that can contribute to the develop-

ment of the network and technology and increase attrac-

tiveness of the services. Therefore, networks and commu-

nication technologies should correspond to both market and

regulatory requirements of trust.

Given the many factors affecting the trust to 5G networks,

in this article authors will briefly review the major factors

and examine in details the impact of service quality on the

trust to 5G networks.

2. Factors Affecting the Trust

to 5G Networks

The existing understanding of “trusted network” is based on

the concepts taken by the developers of computer networks,

which traditionally include [1]:

• secure guest access – guests obtain restricted network

access without threatening the host network;

• user authentication – trusted network integrates user

authentication with network access to better manage

who can use the network and what they are allowed

to do;

• endpoint integrity – trusted network performs

a health check for devices connecting to the network.

Devices out of compliance can be restricted or re-

paired;

• clientless endpoint management – trusted network of-

fers a framework to assess, manage and secure client-

less end points connected to the network, such as IP

phones, cameras and printers;

• coordinated security – security systems coordinate

and share information via the Interface for Metadata

Access Points (IF-MAP) standard improving accu-

racy and enabling intelligent response.

According to Kaspersky Internet Security company defini-

tion [2], trusted network is a network that can be considered

absolutely safe within which your computer or device will

not be subjected to attacks or unauthorized attempts to gain

access to your data.

Proposed comprehensive look on the issue of trusted com-

munication networks complements the concepts of com-

puter networks developers by the views of consumers,

which also comprise quality of services provided by trusted

network. The view on the trusted network from the quality

aspects is not always taken into account when creating the

new mobile technology that reduces trust to the network,

both on the part of subscribers and the regulator.

To implement a systematic approach to the trusted com-

munication network the trust of two major players in the

telecommunications market should be considered: con-

sumers and regulators that provide both market demand

on the communication services and the effectiveness of op-

erators’ network infrastructure. As can be seen from Fig. 1,

consumers’ and regulator’s requirements to trusted mobile

communication network may either coincide or differ. The

main factors affecting the trust of the subscriber and the

regulator are shown in Table 1 taking into account their

importance in descending order.

Most of consumers’ and regulator’s factors are the same

but factors determining consumer trust, according to the
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author’s evaluation, have the dominant influence on the mo-

bile network.

Trust to mobile networks

General
requirements

Regulatory
requirements

Subscribers’

requirements

Fig. 1. Domains of trust to mobile networks.

Traditional factors of consumers’ and regulator’s trust to 5G

networks are information security of confidential user data,

security of subscriber’s devices and network infrastructure.

The basis for such security is the resistance to physical at-

tacks on subscriber devices, such as illegal substitution of

Subscriber Identification Modules (SIM card), installation

of the malicious software on the user device and the im-

pact on the user device configuration, resistance to network

attacks on user devices and network infrastructure, such as

DoS-attacks and Man-in-the-middle attacks, and resistance

to attacks on confidential user data.

Table 1

The main factors affecting the trust of the subscriber

and the regulator to network

Impor-
Consumer Regulator

tance

1 Quality of Service Network security

2 Quality of Experience Information security

3 Information security Network performance

4 Network performance Network reliability

5 Network reliability Quality of Service

6
Convenience and security
of subscriber’s equipment

Ensuring the safety functioning of 5G networks, devices

and applications, including the security of transmission and

storage of user data, is a major priority for future 5G tech-

nologies and networks developers.

In addition to security performance, the trust of users and

regulators to 5G networks will depend on quality perfor-

mance since security of the mobile network itself does not

guarantee that the communication service will be provided

without interruption and with the stated quality. Reduced

quality of 5G networks will lead to a decrease of trust to

them, and as a result in an subscribers outflow. Also, given

that the 5G network will be used in a variety of financial

systems, public safety systems, traffic and energy manage-

ment systems, the deterioration of their quality could lead

to the human life loss, environmental disasters and financial

frauds.

Quality parameters of 5G networks can be divided into

three levels: Network Performance (NP), Quality of Ser-

vice (QoS) and Quality of Experience (QoE), as shown in

Fig. 2. NP and QoS are objective indicators that can be

Trust to 5G networks on quality

Trust to 5G networks on security

Quality of Experience domain

Quality of Service domain

User security domain

Service security domain

Network performance domain

Network security domain

5G network
Application

server
User

Mobile device

Fig. 2. Quality and security levels of trust to mobile networks.

measured using specialized analyzers while QoE indicators

are subjective, estimated by users based on their personal

experience. The deterioration of QoS and NP will pri-

marily lead to lower trust to 5G networks of regulators

and Business-to-Business (B2B), Business-to-Government

(B2G) customers, while the QoE deterioration will lead to

lower trust of mass market.

3. Services in 5G Networks

METIS and 5GIS projects consider three basic business

models of 5G services: extreme mobile broadband (xMBB),

massive machine type communications (M-MTC) and ultra

reliable machine type communications (U-MTC) [3].

Forecasts of the leading specialists working in international

5G projects [4], [5] show that video services, such as HD

and UHD, with high quality resolution will have a domi-

nant position among services rendered in 5G networks. Ac-

cording to reports of leading 4G networks operators, video

services dominate in the subscribers’ traffic and will con-

tinue to dominate in 5G networks content.

For instance now the traffic volume of video services is

estimated by different operators [4] from 66 to 75% of the

total traffic in 4G network, including 33% for YouTube ser-

vices and 34% for clear video as well as CCTV (Closed

Circuit TV) video surveillance monitoring in M2M net-

works. In addition, by 2020 the volume of mobile M2M

connections will grow with CAGR index of 45% [6] up

to 2.1 billion connections. Given the growing mass scale

of M2M services in all industries, they will dominate over

basic services (voice & data) in 4G and 5G networks.

5G European development strategy also aims to enable sub-

scribers by 2025 to choose how to connect to TV broadcast:

via 5G modem or antenna with DVB-T, so this will require

appropriate quality management mechanisms.
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Therefore, the efforts of developers to improve the quality

management mechanisms will focus on video and M2M ser-

vices traffic, improvement of quality checking algorithms

and creation of new quality assessment methods.

4. Traffic in 5G Networks

When forming requirements to QoS in 5G networks two

key traffic models should be firstly considered: high-speed

video flow server-subscriber and massive M2M.

Video transmission services will be an important stimulus

to development and a rapidly growing segment of 5G net-

works traffic. Video services accounted for around 45% of

mobile data traffic in 2014, and 60% of all mobile data traf-

fic will be from video by 2020 [7]. Mobile video traffic will

grow by 55% annually from 2014 to 2020 [8]. Thus, we

can already observe the first wave of oncoming “tsunami”

of subscribers’ traffic in 4G networks. Monthly consump-

tion of data transmission traffic in 4G networks has already

reached 2.6 GB and monthly consumption of traffic in 5G

networks will exceed 500 GB per user.

The growth of video services traffic volume will be as-

sociated with the implementation of various technologies

of video services image quality from standard SD TV to

UHD TV (8K), which in its turn requires a data transmis-

sion speed of up to 10 Gb/s in the network. Technologi-

cal capabilities of mobile networks of various generations

to broadcast video for various video image qualities are

shown in Fig. 3 [9], [10]. Capability of video broadcast-

ing depends on data transmission speed in the radio access

network.
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Fig. 3. Technological capabilities of video transfer for mobile

networks of various generations.

According to forecasts shown in Fig. 4, in year 2019 the

number of M2M connections in the networks of mobile

operators (2G, 3G, 4G) will exceed 2.2 billion [11], which

is 4 times more than in 2014. The share of M2M con-

nections of the total number of connections in the mobile

operators’ networks will increase from the current 7% to

22% in 2019.

Strategies of M2M operators are aimed at creating univer-

sal M2M platforms capable of operating in multiple verti-

cal economic sectors. This will lead to the possibility to

implement approaches, tools, and processing methods for

structured and unstructured Big Data derived from M2M

networks.
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Fig. 4. Number of M2M connections in mobile networks.

According to ABI Research forecasts, the M2M Big Data

and analytics industry will grow a robust 53.1% over the

next 5 years from 1.9 billion USD in 2013 to 14.3 billion

USD in 2018. This forecast includes revenue segmentation

for the five components that together enable analytics to be

used in M2M services: data integration, data storage, core

analytics, data presentation, and associated professional

services.

5. Quality Requirements in 5G

Networks

METIS project has identified 12 use cases for 5G networks

and formed QoE requirements for them [12]. QoE perfor-

mance requirements that provide trust to network 5G are

presented in Table 2. The highest requirements for Ex-

perienced user throughput are formed for “Virtual reality

office” use case. End-users should be able to experience

data rates of at least 1 Gb/s in 95% of office locations and

at 99% of the busy period. Additionally, end-users should

be able to experience data rates of at least 5 Gb/s in 20%

of the office locations, e.g. at the actual desks, at 99% of

the busy period. The highest requirements for network la-

tency are formed for “Dense urban information society” use

case, device-to-device (D2D) latency is less than 1 ms. The

highest requirements for availability and reliability of 5G

network are identified for “Traffic safety and efficiency”

use case, 100% availability with transmission reliability

Table 2

The main factors affecting the trust of the subscriber

and the regulator to network

QoE indicators Requirements

Experienced user
5 Gb/s in downlink and uplink

throughput

Latency D2D latency less than 1 ms

Availability ≈ 100%

Reliability 99.999%
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of 99.999% are required to provide services at every point

on the road.

During the evolution of QoS management mechanism in

3GPP (GSM/UMTS/LTE) networks there was a migra-

tion from QoS management at the user equipment level to

the QoS management at the network level. This approach

to QoS management will be maintained in 5G networks

as well.

QoS management mechanisms in 5G networks should pro-

vide video and VoIP traffic prioritization towards web-

search traffic and other applications tolerant to quality.

The service of streaming video transfer without buffering

is very sensitive to network delay, so one of the most im-

portant parameters that determine QoS requirements is the

total packet delay budget (PDB), which is formed on the

RAN air interface and is treated as the maximum packet

delay with a confidence level of 98%.

Table 3 lists the requirements for delay in 3G/4G/5G

networks formed in 3GPP [13] and METIS project [14].

These data demonstrate that with the increase in mobile

network’s generation the requirements for the lower bound-

ary of the total data delay across the network decline. Also

the analysis of the requirements for the overall 5G net-

work delay revealed that given the accumulation effect the

delay in 5G Radio Access Network (RAN) should be less

than 1 ms.

Table 3

Requirements for delay in 3G/4G/5G networks

QoS terms
Packet Delay Budget [ms]

3G 4G 5G

Without quality Not
100-300

Not
assurance determined determined

With guaranteed
100-280 50-300 1quality

On air interface level, the need to transmit control and user

data quickly in time domain leads to the demand of fast link

direction switching and to short transmission time interval

(TTI) length [5]. New 5G frame structure for low latency

has been proposed in [15]. Requirements to 5G Radio

Access Technology (RAT) delay components in comparison

with LTE-Advanced TDD and FDD technologies presented

in Table 4. The maximum possible TTI must be less than

0.25 ms for 1 ms radio latency.

Another parameter is the proportion of packets lost due to

errors when receiving data packets – IP Packet Error Loss

Rate (PELR). Values for this parameter that determines re-

quirements for the largest number of IP packets lost for

video broadcasting through 3G/4G/5G mobile networks are

shown in Table 5 [16].

For M2M services, the quality also will be determined by

the proportion of packets lost when receiving in 3G/4G/5G

networks. Given service conditions of M2M subscriber de-

vices determined for both cases: with a guaranteed quality

of service and without guarantees, requirements to the share

of lost packets differ by three orders. Requirements to the

PELR for M2M services are shown in Table 6.

Table 4

Requirements to 5G RAT delay components

Delay component
5G LTE- LTE-

[ms]
require- Advanced Advanced
ments TDD FDD

User equipment
0.2 1 1.5processing

Frame alignment 0.125 1.1-5

TTI duration 0.25 1 1

eNB processing 0.3 1.5 1.5

HARQ Re-Tx
0.1 1.16 0.8(10% x HARQ RTT)

Total delay 0.975 5.8-9.7 4.8

Table 5

Requirements to the Packet Error Loss Rate

for video broadcasting

QoS terms
Packet Error Loss Rate

SDTV HDTV 4K UHD 8K UHD

Possibilities

3G/4G 4G 4G 5Gof mobile
communication
generation

Video broad-

10−6 10−7 10−8 10−9casting with
guaranteed
quality

Table 6

Requirements to the Packet Error Loss Rate

for M2M services

QoS terms
Packet Error Loss Rate

3G 4G 5G

Without guaranteed quality
10−2 10−3 10−4

(non-GBR)

With guaranteed quality
10−2 10−3 10−7

(GBR)

The development of NFV concept will lead to virtualization

of quality management function that could be introduced

in the form of two main functions: Cloud QoS manage-

ment function (CQMF) and Cloud QoS control function

(CQCF) [8] shown in Fig. 5.

CQCF function of QoS control provides real-time control of

traffic flows in 5G network based on QoS levels established

during the connection. Basic QoS control mechanisms in-

clude traffic profiling, planning and management of data

flows.

CQMF function of QoS management provides QoS support

in 5G network in accordance with SLA service contracts,

as well as provides monitoring, maintenance, review and

scaling of QoS.

Implementation of algorithms for traffic prioritization in 5G

networks will be based on traffic classification procedures

with a focus on video traffic priorities and M2M traffic.

Traffic classification procedure should be done taking into
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SMF
spectrum
manager

CQMF    CQCF

QoS manager

RRU1

RRUn
5G RAN

SDR
5G CN
SDN

Cloud
applications

Video

Games

M2M

Other mobile networks

Fig. 5. Virtualization of control and management functions in

5G networks.

consideration the adaptation possibility as the traffic char-

acteristics will dynamically change with the emergence of

new applications, both in M2M area and in the field of

video services.

In addition to QoS management functions in 5G network,

related to traffic management and prioritization, the scope

of service quality management also includes management

of radio frequency resources used by mobile network (spec-

trum toolbox). Capabilities of access to the radio spectrum

on the principles of Licensed Share Access (LSA) in 5G

networks require QoS guarantees to operators who granted

access to their spectrum for other operators [17], [18].

The Spectrum Management Function (SMF) in the 5G net-

work is designed to a Spectrum Manager entity. In case

of shortage of frequency resources to provide service with

required QoS, 5G network must decide to use additional

frequency channels for aggregation and select the channel

from the frequency ranges which use spectrum based on

LSA or Licensed Exempt (LE) principles [17].

Therefore, QoS manager must have information exchange

with Spectrum Manager to effectively manage the spectrum

resources in the interest of 5G network QoS and trust.

6. Conclusion

The emergence of 5G networks on the market in 2020 will

be focused on a significant improvement of characteristics

of mobile networks including quality of service that will

provide a high level of trust to these networks.

One-sided view on trusted 5G network from security po-

sition will limit the growth of trust of customers and

regulators. Forming of high level requirements in QoS field

will allow 5G developers obtain the trust to 5G on early

stage.

Given that the principles of QoS control will be preserved

during the transition from 4G to 5G, main effort of 5G

developers should be focused on the virtualization of net-

work functions, responsible for the management and control

of QoS in the network. Also QoS architecture of 5G should

provide information exchange between QoS manager and

Spectrum Manager for effective management of spectrum

resources for the benefit of ensuring QoS and trust to 5G

networks.
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Abstract—In recent years, many alternative technologies of

delivering audio content have emerged, with different advan-

tages and disadvantages. In this paper pros and cons of digital

audio broadcasting and webcasting transmission techniques in

a network quality perspective are described. A case study of

user expectations with respect to currently available services is

analyzed, and the perceived quality of real digital broadcasted

and webcasted radio stations is examined.
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quality of experience, quality of service, wireless communica-

tion.

1. Introduction

The current market condition in audio broadcasting and

webcasting, also referred to as streaming, is characterized

by the convergence of computer, telecommunication, and

broadcasting technologies. It also relies on the divergence

of different delivery and storage media, which use advanced

digital signal processing techniques. The consumers are

overwhelmed by new electronic gadgets, which appear each

year on the market. They are astonished by new techni-

cal innovations that are being designed to change their life

habits. The broadcasting sector is facing profound changes,

particularly in a growing competition between the public

and private sector, especially when it comes to providing

high quality content.

With the development of storage media such as hard and

flash drives, DVDs, or cloud-based online storage plat-

forms, there is more demand for high quality broadcasted,

streamed and downloaded material. Therefore, there is

a growing demand for efficient ways of delivering high

quality audio material at low bitrates, especially under

bandwidth restrictions. Nevertheless, these standards and

services sometimes fail to provide many users with the

quality they expect in the digital era.

2. Broadcasting Services

The broadcasters are not all the same. They consist of

public and private service broadcasters with a variety of

national and regional stations. The conventional terres-

trial radio transmission is faced with an increasingly strong

competition from numerous streaming platforms and non-

broadcast media, which use digital multimedia techniques

to produce the optimum performance.

2.1. Terrestrial Broadcasting

The terrestrial broadcast delivery is the only free-to-air and

cost-effective method for a truly mobile reception. How-

ever, in all developed markets, conventional analog and

digital radio transmission is constrained by a lack of avail-

able spectrum. According to the European Broadcast Union

(EBU) [1] the radio is:

• the vital cultural importance throughout Europe,

• consumed by a vast majority of Europeans every

week,

• consumed at home, at work and on the move.

The frequency bands available for speech and sound broad-

casting are becoming saturated. As a result, the recep-

tion quality is suffering more and more from mutual in-

terference between transmissions. In many countries, there

are very little or no prospects of additional radio services

being provided by means of the existing analogue tech-

niques [2].

Today, one of the main objectives of international broad-

casters and content providers is to design and implement

viable services, which are based on new universal digital

delivery systems.

2.2. Webcasting

The Internet is an increasingly popular means of convey-

ing audio, in particular music, to members of the general

public. An audio streaming services are gaining more and

more popularity. There are currently thousands of Internet

radio stations offering audio streaming on-demand. Broad-

casters are investing heavily in the Internet since nearly all

of them have their own streaming website. This is also

clearly visible in the number of available applications for

popular mobile operating systems.

In some cases, the major drawback of streaming platforms

is their relatively poor and insufficient sound quality. In

order to listen to high quality audio one must purchase

a premium account.

2.3. Defining Quality

When it comes to defining quality of a broadcasted or we-

bcasted audio signal one question arises – how much infor-
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mation could be lost or changed without seriously affecting

the subjective quality of the material? Every lossy com-

pression of audio content transmitted by the telecommuni-

cation channel causes degradation in quality. This degrada-

tion depends mainly on the transmission bitrate and coding

algorithm [3].

The main factors that attract users to a particular service

are:

• superior quality,

• stable reception, particularly in mobile environments,

• simple program selection tools,

• various services available at different data rates.

The quality of digital audio signals is defined by Qual-

ity of Service (QoS) parameters such as delay, frequency

response, linear distortion, quantization noise, Signal-

to-Noise Ratio (SNR), frequency bandwidth limitations.

Whereas in Internet transmission, smaller or higher number

of packets can be lost.

Subscribers expect their mobile devices provide high qual-

ity connectivity and performance at all time. Any inter-

ruption in data services is as critical as an interruption in

voice. Depending on the service being used, subscribers

have varying quality expectations for performance and us-

ability. When subscribers consume content, their Quality of

Experience (QoE) is not determined strictly by the speed

achieved via wireless or wired technologies. They make

subjective assessment based on a combination of factors

as: speed, smoothness, latency. Service providers know,

the better the experience, the longer and more frequently

subscribers will consume content. Additional information

may be found in [4].

3. Quality Perspective Survey

There are publications concerning popularity of different

electronic media, including radio, television and the Inter-

net [5]–[7]. They consist of scientific reports and analysis

performed by public and private institutions, including uni-

versities. However, they analyze basic user activities and

the impact of electronic media on society. These papers

focus on, e.g. popular radio or TV channels, net browsing,

e-commerce and shopping, as well as writing and receiving

e-mails or using social media platforms. Most often, these

studies were performed on a population of the so-called

typical users, including students of humanities. The au-

thors do not specify whether the surveyed population had

a technical background or not. As we know, terms such as

bandwidth, bitrate or spectrum may be an abstract concept

for some of them.

Hence, authors have decided to carry out a survey on

a group of 100 students of the Faculty of Electronics,

Telecommunications and Informatics, Gdansk University of

Technology. The research population resembles a group of

young people between 18–25 years old, with a particular

interest in new technologies. The study was conducted

between the 13th and 24th of April 2015 in the form of

a questionnaire. The questionnaire consisted of open and

closed questions with single and multiple choices. The

main aim was to determine what are their particular needs

and expectations when it comes to delivering high quality

audio content.

3.1. Mobile vs Stationary Devices

According to the study, almost three quarters of students

prefer using mobile rather than stationary devices (Fig. 1).

When it comes to listening to music or consuming other

multimedia content, 39% of them uses a smartphone,

whereas only 8% a tablet (Fig. 2).

Stationary
28%

Mobile
72%

Fig. 1. Preferred type of consumer device.

Smartphone
39%

Laptop
53%

Tablet
8%

Fig. 2. Popularity of different kinds of mobile devices.

Surprisingly, considering the availability, size and weight of

mobile devices such as smartphones and tablets, the laptop

still remains the most popular device, with over 50%.

3.2. Streaming Platforms

The streaming platforms are very popular amongst students,

80% of the queried frequently use this type of service

(Fig. 3), with over 90% of them being free services (Fig. 4).
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20%

80%

Yes

No

Fig. 3. Frequent use of streaming platforms.

8%

92%

Free

Payable

Fig. 4. Types of streaming platforms.

The most popular platforms are Spotify and Open.fm, with

23% and 22% shares respectively. Surprisingly, the major-

ity, being 26%, listens to radio streamed live on the website

of a particular radio stations. Streaming platforms such

as Twitch.tv or TuneIn gained 9% and 4% respectively,

whereas other received 16% (Fig. 5).

9%

23%

26%

4%

22%

16%

Spotify

TuneIn

Twitch.tv
Open.fm

Website

Other

Fig. 5. Popularity of different streaming platforms.

In terms of energy and bandwidth efficiency, these results

can be quite intriguing. Immediately, one question arises –

is it really necessary to simulcast the same audio material

terrestrially and online. The number of active streaming

users has a significant impact on network load. As we

know, a high number of simultaneous users can lead to

higher delay. Furthermore, higher number of simultaneous

users leads to less bandwidth allocated per capita. As a re-

sult, the user experience related with latency and limited

bitrate of the audio stream may be disappointing. On the

other hand, when users consume audio content using either

analog or digital terrestrial radio transmission, they occupy

the same share of bandwidth. The quality of the audio ma-

terial is nearly the same for all, regardless of the number

of active users.

The students responded that the main reason of using these

type of services, instead of classical terrestrial radio trans-

mission, is the availability and ease of use. According to

them, Internet streaming provides an on-demand richer pro-

gram offer and since they frequently use mobile devices, it

is not any problem to choose a station from available pro-

grams. Another issue is, obviously, the lack of analogous

or similar offer in terrestrial broadcasting. In their opinion,

when it comes to streaming, commercial advertisements are

less common.

3.3. Internet Connection

According to obtained data, over 70% of the surveyed group

has a mobile data plan (Fig. 6). However, nearly 80% of

them prefers fixed, either wired or wireless, over cellular

connection (Fig. 7).

24%

76%

No

Yes

Fig. 6. Users with a mobile data plan.

But do we, as users, really have an option? If we care-

fully examine the situation in the developing countries, one

can be easily noticed – the digital division. An individual

that lives in the city center or close to it, has it all –

a stable telecom infrastructure, even with Fiber To The

Home (FFTH), and a high quality cellular coverage includ-

ing Long Term Evolution (LTE). However, if a user lives

in the suburbs or in a rural area, he or she seldom has

any wired infrastructure. The only possible option is either

satellite or cellular connectivity.
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21%

79%

Fixed

Cellular

Fig. 7. Preferred type of Internet connection.

18%
34%

21%

6% 6%

..........
..........

..........

..........

..........

..........
..........

..........

..........

..........
1 GB

2 GB

More than 2 GB

100 MB 300 MB

500 MB

15%

Fig. 8. Preferred type of Internet connection.

It is worth mentioning, that most of the surveyed students

have a data limit of a couple of GB and higher (Fig. 8),

which has a significant impact on network load.

3.4. Quality vs Network Load

Considering the most frequently chosen bitrate of audio

content for either streaming or storing purposes, it is clearly

18%
33%

22%

4%

..........
..........

..........

..........

..........

..........
..........

..........

..........

..........

20%

3%
Other

64 kb/s

128 kb/s

192 kb/s

256 kb/s 320 kb/s

Fig. 9. Most frequently chosen bitrate.

visible that users prefer higher bitrates (Fig. 9). Among

them, more than a half selects rates of 256 kb/s and higher,

whereas less than 10% rates of 64 kb/s and less. Not sur-

prisingly, users desire to have the best quality available,

putting issues such as network load, stress of the mobile

device or battery life aside.

Audio coding systems are used to reduce the amount of

data required to represent an audio signal. There may be

many reasons to do so, i.e. reduce storage requirements,

transfer time or bandwidth requirements. However, there

are applications where lower quality audio is acceptable,

even unavoidable. The rapid development of the Internet,

as a way of distributing audio material where data rates are

limited, has led to a compromise in audio quality. Many de-

livery services, such as Internet streaming, digital satellite

services or mobile multimedia applications, may operate at

intermediate audio quality.

Considering the user’s mobile data plans and selected bit-

rates, authors have prepared a chart describing how it can

affect the network within a time interval (Fig. 10). Users

with a data limit of 300 MB and lower can only affect the

network under 10 hours per month, regardless of chosen

bitrate. If we consider, that about three quarters of them

have a mobile data plan of 1 GB and more, their activity

will affect the network for tens of hours.

100 MB 300 MB 500 MB 1 GB 2 GB

70

60

50

40

30

20

10

0

[H
o

u
rs

]

320 kb/s

256 kb/s

192 kb/s

128 kb/s

64 kb/s

Fig. 10. Time period of user activity.

Nevertheless, mobile contracts, focused mainly on provid-

ing unlimited speech signal transmission, prove to be in-

sufficient for the evaluation of long-term streaming of high

quality audio content.

4. Perceived Audio Quality Study

The Digital Audio Broadcasting (DAB) [8] standard and its

successor Digital Audio Broadcasting plus (DAB+) [9] are

the most popular terrestrial broadcasting standards. There

are publications concerning both subjective and objective

quality assessments of speech and music signals, including

[10]–[12]. However, they examine the quality of a prede-

fined set of audio samples that had been processed using

different codecs and bitrates. The authors did not encounter

any publication on the assessment of an actual real-time live

radio transmission.

Considering that the DAB+ platform has been launched in

Gdańsk recently, a study was carried out concerning the
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quality of the transmitted radio signal. Currently, 10 radio

programs are available, with 5 of them being simulcasted

in both analogue and digital terrestrial standards. The re-

maining 5 are new radio stations that are available only

on the digital multiplex and online webcasting platforms.

The profile and bitrate of new radio programs available on

the digital multiplex and streaming platforms is shown in

Table 1 and in Fig. 11. Each speech or audio signal was

coded using the Advanced Audio Coding (AAC) algorithm.

Table 1

New radio programs available on the digital multiplex

and streaming platforms in Gdańsk area

Profile
DAB+ bitrate Streaming bitrate

[kb/s] [kb/s]

Children 72 48

Information EN 64 48

Information PL 64 48

Pop music 96 48

Arts 128 48

112

96

80

64

48

32

16

0
Children Information

EN
Information

PL

Pop
music

Arts

B
it

ra
te

 [
k

b
/s

]

DAB+

streaming

Fig. 11. New radio programs available on the digital multiplex

and streaming platforms.

These 5 new stations are dedicated to different audiences.

One of them for the youngest listeners, 2 for adults in-

terested in current affairs, both in Polish and English. The

remaining 2 are programs playing popular and classical mu-

sic. It should be understood that the nature of the broadcast

material might change in time with future changes in mu-

sical styles and preferences.

The study was performed between the 3rd and 21st of Octo-

ber 2015 on a group of 15 students according to recommen-

dation [13], none of them had hearing disorders. Tests were

carried out in turns, one participant after another, wearing

headphones. Each participant was first instructed about

the aim of the study, including the listening environment

and equipment, and then asked to assess the quality of the

transmitted radio signal.

The study consisted of two parts: Test 1 and Test 2. In

Test 1 students were asked to rate the overall quality of

each radio program transmitted terrestrially in Absolute

Category Rating (ACR) scale, as shown in Fig. 12. In

Test 2 they were asked to rate the impairments between “A”

and “B”, representing the same radio program transmitted

terrestrial and online respectively in Degradation Category

Rating (DCR) scale, as shown in Fig. 13. The confidence

intervals were equal to 95%.

Children Information
EN

Information
PL

Pop
music

Arts

5

4

3

2

1

A
C

R

Fig. 12. Perceived audio quality of broadcasted radio programs.

Children
Information

EN
Information

PL
Pop

music Arts

D
C

R
0

-0.2

-0.4

-0.6

-0.8

-1.0

-1.2

-1.4

-1.6

Fig. 13. Audio quality impairments between broadcasted and

webcasted radio programs.

In both tests, the quality was assessed by the same group

of subjects. Each individual had its own sheet of paper in

order to write the score and comments. None of them was

informed about the actual bitrate of the transmitted radio

program.

According to reports from subjects in earlier listening tests,

a fixed listening level was often perceived as annoying,

being too low or too high for an individual. In order to

overcome such possible problems, listeners were free to

adjust the listening level before starting the experiment.

According to the listeners, the overall quality of terrestrial

digital radio programs was ranked as good. This proves that

the bitrate of each broadcasted radio stations was chosen

properly. However, the streamed material was very limited

in terms of bandwidth, with a clear cutoff of higher and

lower frequencies. The voice of a radio presenter felt un-

natural, whereas higher ratings were only observed in case

of electronic music.

Quality assessment of speech and sound signals is a com-

plex psychoacoustic phenomena related with human percep-

tion. It should be noted that each person interprets quality

in a different way. The end perceived quality is sometimes

less influenced by the consumer device than it is by the

coding algorithm or chosen bitrate.
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It can be noticed, that excellent audio quality, generally re-

quired from content providers, cannot always be achieved.

This is caused either because of too low bitrates used, due

to a narrowband transmission channel, or the type of audio

material. If there is a serious constraint in terms of band-

width, so that a broadcaster or webcaster is advised to use

lower bitrates, it is often a better strategy to deliver a good

stereo audio material than a poor or even bad multichannel

audio signal.

One must keep in mind that in most cases, the bitrate

of a free audio streaming service is limited. Better qual-

ity is reserved only for premium users who decide to

switch to a payable service. Every broadcaster wishes to

deliver near-studio-quality to the intended audience. Too

high compression ratio may severely degrade the user ex-

perience. As a result, it will not meet the high expecta-

tions associated with new-generation digital broadcasting

or webcasting services.

5. Conclusions

According to the study, the users prefer to consume audio

content using mobile devices with a fixed Internet con-

nection. However, providing high quality services is not

always possible. Terrestrial broadcasting is facing many

challenges and competition from webcasting services. It is

very important that each service provider knows exactly the

advantages and limitations related with different transmis-

sion techniques.

Broadcasting systems are capable of providing reliable dig-

ital services in real-time to all users located in a predefined

covered zone. One of the main factors is clearly the cost of

an infrastructure and transmission power required to cover

a given area. Delivering high quality content to consumers

is one of the most challenging tasks in the world of elec-

tronic media. Another crucial aspects is the efficient use of

available bandwidth resources.

Broadcasters, telcos and content providers see the oppor-

tunity to offer more services, manufacturers look forward

to selling larger quantities of devices and associated equip-

ment, network operators are keen to build new telecom

infrastructure. It is important to understand the pros and

cons of different technologies and their commercial, eco-

nomic, and operational implications. Broadcasters will al-

ways aim to use the best possible means to reach the user

in the most effective way. Listeners will welcome every

new technology that offers more features and higher audio

quality. However, users do not mind about the technology

used, they are only interested in the quality and the cost of

a particular service.
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Abstract—This article depicts insights and in-depth presen-

tation of a new tool, specifically designed for Data Center

resources monitoring purpose. It enables physical and virtual

resources monitoring and is capable of performing advanced

analysis on the resulting, measured data. Here in presented

are exemplary scenarios conducted over the proprietary Data

Center unit, delivering specific information on the behavior

of the analyzed environment. Presented results create a base

layer for a high level resiliency analysis of telecommunication

services.

Keywords—cloud computing, Data Center, resiliency, resources

monitoring.

1. Introduction

Nowadays, most telecommunication services are stated

upon a concept of a virtualized, cloud-based functionali-

ties serving contemporary telco products, for instance video

streaming capabilities, storage services or big data process-

ing functionalities [1]. Majority of workload volume is

digested within Data Center units (DC), being it a vast

computational power and massive storage spaces. Services

being deployed utilizing such solutions require emerging

but reliable systems overcoming possible flaws in the DCs

design [2], [3]. Reliability of a cloud environment is the

key feature that determines the success of a service being

created within such environment [4]. Popular cloud-based

services contribute to the XaaS model – X as a Service,

where X defines what users can choose from the Cloud

Service Provider (CSP) offer. Is it infrastructure, platform

or application or many others, the common point is to de-

liver stable fundament for the overlaid services.

Creating reliable Cloud or DC environment requires mul-

tiplicity of features being supported by the discussed unit

management system. One of the upmost importance char-

acteristic of that system is to deliver a crude monitoring

functionality. However the concept is not only limited to

a basic parameters or resources observation but also re-

quires appropriate examination of those gathered results.

Active monitoring function has to cope with both hard-

ware and software domains of the Data Center environment,

moreover in both classification of the resources, namely,

virtual and physical [5], [6]. The analysis of the current

state of the Cloud unit delivers essential data for the CSP

to act with. Whenever troubleshooting of a current prob-

lem is required or appropriate adjustment of a Service Level

Agreement (SLA) is necessary, the monitoring application

clarifies what element or node of the environment is re-

sponsible for such a state of a matter [7], [8]. Moreover,

monitoring variety of parameters can be a successful ap-

proach towards isolation of specific virtual units whenever

the assumption is that user’s activities led to unstable or

overloaded working conditions.

Data center
resources

Monitoring
capabilities

N-API

Resilience Modular tool

Fig. 1. Functional stages of N-API project.

To overcome the aforementioned scenarios and to fulfill

previously assessed functionalities the concept of an N-API

project was defined. The following paper covers the in-

sights towards design, creation and initial test-bed inves-

tigation of a tool in its native, cloud environment. The

common goals of the project, presented within Fig. 1, de-

fine the following features of the N-API tool:

• an unified structure of N-API supporting networking

Application Programming Interface (API) for the re-

quired functionalities,

• a definition and description of a set of resources and

parameters of a DC (concerning processing capa-

bilities, storage information, networking means and

topology),

• a monitoring capability in all of the DCs structural

layers (both virtual and physical),

• a modular structure of itself, supporting upcoming

analysis expansion features and additional vendor-

specific development,

• a resiliency evaluation module.
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Table 1

N-API S2 REST functionalities – available methods

Method Parameters Exemplary call Returned Comments

getVMS None
http://localhost:8084/napi/analysis/ {“vmIds”:[id1, id2,

• Check the list of all available VMs of a DC
getVMS ..., idn]}

getCPU vmId
http://localhost:8084/napi/analysis/

AnalysisResult
• vmId has to be one of the vmIds elements set

Analysis timePeriod
getCPUAnalysis?vmId=488&

Combined
• timePeriod has to be one of the following

timePeriod=hourly set: hourly, daily, weekly, monthly

getMemory vmId
http://localhost:8084/napi/analysis/

AnalysisResult
• vmId has to be one of the vmIds elements set

Analysis timePeriod
getMemory Analysis?vmId=488&

Combined
• timePeriod has to be one of the following

timePeriod=hourly set: hourly, daily, weekly, monthly

getDisk vmId
http://localhost:8084/napi/analysis/

AnalysisResult
• vmId has to be one of the vmIds elements set

Analysis TimePeriod
getDiskAnalysis ?vmId=488

Combined
• timePeriod has to be one of the following

timePeriod =hourly set: hourly, daily, weekly, monthly

Considering listed attributes of a tool being designed one

has to divide the overall project into a three, complementary

steps being realized:

• design and deployment of a functional API for DC

resource monitoring,

• positioning of parameters being taken into consid-

eration while evaluating measured unit characteris-

tic (i.e., storage utilization, computational resources

charge, hierarchy and topology of a Data Center),

• design and development of an application utilizing

aforementioned modules.

2. Application Programming Interface

Approaching realization of the predefined project goals re-

quired access to the deployed Data Center environment.

As a model one, the unit serving telecommunication ser-

vices, manufactured by Cisco was selected. The manage-

ment system being utilized within this unit was of the UCS

Director software package. Thus, the designed N-API API

is compatible with the mechanisms, functions and data

model of the mentioned Cisco product line. Architecture of

the designed API (presented on the Fig. 2) delivers essen-

tial information of how the tool is constructed and what are

the possible utilization schemes. The programming inter-

face of the N-API enables to retrieve essential information

Data Center

UCS Director

REST API

API functions

N-API packet
for developers

N-API S2
REST interface

N-API S2
analysis

extension

N-
API

N-API
APP

A.E.

Fig. 2. Insights of the N-API architecture.

about the monitored DC unit, while API functions are used

directly by the Application (APP) module to deliver raw

and processed information about the environment (from the

Analysis Extension section).

The N-API tool is purely designed as a networking, mobile

software package, thus it is delivered in Java environment

supporting data representation and manipulation by JSON

(JavaScript Object Notation) and REST (Representational

State Transfer) functionalities. In case of available connec-

tivity schemes (depicted on the graph in Fig. 3) the inter-

action may be led in two approaches: either local regime

or remote access. To support efficient security while ac-

cessing DC unit, appropriate secure API key is being uti-

lized. Latter, a user can define specific connectivity socket

(i.e., protocol, port, address) as well as establish a Joint Sin-

gleton interaction, what improves performance of an access

towards monitored Data Center unit, deployed with use of

the Cisco UCS package.

Remote access

Data Center

LAB accessUCS REST
API key

UCS REST
API key N-

API

N-
API

N-API
APP

N-API
APP

A.E.

A.E.

Fig. 3. Available connectivity schemes.

Monitored, raw data of the specified parameters is being

delivered by a detailed description report files. Eligible

entities possessing such a functionality are contained is

the following context units (i.e., reflecting the hierarchy

of the DC):

• GlobalClient – reveals the overall DC’s structural

outline, especially topology; is the highest order ele-

ment in the hierarchical layout;
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• Cloud – presents information concerning all of the

Cloud units being realized in the Data Center; sup-

ports user with the intrinsic data about addressing,

structure, contents and topology of the Cloud unit;

• VirtualDataCenter (vDC) – intermediate partition of

a Cloud unit; enables layer isolation on the level re-

quired for IaaS and PaaS functionality support;

• VirtualMachine (VM) – is the lowest order entity

in the hierarchy of the monitored Data Center unit;

contributes to the basic SLA and billing handling;

guarantees the lowest level of separation and isola-

tion within the DC resources; initiates foundation for

SaaS services;

• HostNode and DataStore units – deliver essential

information about physical assets of the Data Cen-

ter; presents configuration of selected peripherals

and delivers network topology of the analyzed en-

vironment.

Table 2

N-API analysis results – returned response structures

{“xyResults”:[ AnalysisResultXYChart ],

Analysis “barResults”:[ AnalysisResultBarChart ],

Result “pieResults”:[ AnalysisResultPieChart ],

Combined “singleResults”:[ AnalysisResultSingle ],

“comment”:“comment”}

{“series”:[{

“xValues”:[1.1,2.2,3.3 ...],

Analysis “yValues”:[1.1,2.2,3.3 ...],

Result “comment”:“comment”},...],

XYChart “chartTitle”:“Title”,“units”:“range label”,

“domainLabel”:“label”,

“comment”:“comment”}

Analysis {“series”:[{“values”:[{“xValue”: 1.1,

Result “comment”:“comment”},...],

BarChart “comment”:“seriesName”},... ],

“chartTitle”:“Title”,“units”:“range label”,

“domainAxisLabel”:“label”,

“comment”:“comment”}

Analysis {“values”:[{“xValue”:1.1,“comment”:

Result “bar label”}, ...],

PieChart “chartTitle”:“Title”,“units”:

“range label”,“comment”:“comment”}

Analysis

Result {“xValue”:1.1,“comment”:“comment”}

Single

Nonetheless, architecture depicted on the Fig. 2 requires

clarification on the REST functionalities presented in the

Analysis Extension part of the N-API S2 module. Sup-

ported monitoring activities are expanded by the analysis

module that supplies user or third party Cloud Manager

with essential data elements/structures. The designed inter-

face utilizes simple GET functionality and enables meth-

ods for specific inquiry. Parameters of those calls (i.e. VM

identifiers) as far as an exact actions are presented in the

positioning across Table 1. Resulting responses, given by

means of JSON data modules are presented in the Table 2,

accordingly. Whenever called action cannot be executed,

i.e. due to user’s inappropriate parameter input, the server

returns http 500 status.

3. Monitoring Application and Results

Analysis

Previous sections presented the insights towards N-API’s

utilization and its capabilities, thus herein are discussed

functionalities of the application, being a complementary

part of the N-API package (denoted across Figs. 2 and 3

by N-API APP phrase). To start with, it is a standalone ap-

APP

Mainframe Context

Handling Chart

Global Cloud

Context

VM vDC

Fig. 4. Functional modules of N-API application.

Global context
summary tab

Fully expanded
topology tree

Elements

Global
Cloud
vDC
VM

DataStore

Fig. 5. Topology tree – discovered hierarchy.
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Table 3

Functionalities of the N-API Analysis Extension toolkit

Tab Tool/plot Comment

Interpolation

Input values Plot of the original values of the performance indicator.

Input values;

Chunked grouped by counting;

Operation on chunk: median

Plot of the median value of the chunked samples from the

original set of values.

Input values;

loess interpolation;

Cut to max 100.0, min 0.0.

Plot of the interpolated values of the performance indicator.

Interpolation method: LOcal regrESSion algorithm with the

default configuration (please refer to the Apache Commons

Math 3 v3.3 toolbox). Whenever interpolated values over-

shoot the boundary value, the cutoff below 0 and above 100

is applied.

Pie chart Percentile containers

Pie chart represents the total time the VM’s performance

indicator spent in a specific percentile range. Containers

represent intervals: 0–50%; 50–75%; 75–90%; 90–100%.

Resiliency monitoring Color indicators

Visualization of the resiliency monitoring by means of dis-

tinctive color markers, representing total time spent in the

appropriate percentile container. In case of a RED marker

there is a Note informing about suggested activation of a cho-

sen resiliency mechanism.

Bar chart

Minimum Displays the minimum value from the analyzed set of values.

Maximum Presents the maximum value out of the analyzed sequence.

Arithmetic mean Calculates an arithmetic mean from the analyzed sequence

Median Calculates a median value from the analyzed set of values.

Standard deviation Calculates standard deviation value out of the considered set.

plication what means it only requires a compatible runtime

environment to be able to function properly and deliver

support package for developing purposes. It has specific

modules and plug-ins integrated within programming envi-

ronment, alongside with the JFreeChart and Apache Com-

mons Math 3 v3.3 toolboxes. The general structure of the

N-API APP is presented on the Fig. 4. What is noticeable

is the modular built that supports basic activities delivered

by means of the API (Context Block) and enables handling

N-API S2 application
main window

Setting panel
(UCS Director
Connectivity)

Analysis panel

Topology tree
(hierarchical

layout)

Mainframe window
(presents tabular or chart data)

Hierarchy of analysis funcjonalities
(VM selection, Action selection,

Parameter selection, Resolution selection)

Fig. 6. Analysis Extension GUI.

Legend

Selected performance
indicator analysis graph

Figure’s title

Analysis tabs

Memory of VM # 488 Interpolation

Fig. 7. Analysis of the selected VM’s resources.

of the monitoring data (both raw and analyzed) in a form of

an intuitive Graphic User Interface (GUI). Designed N-API

application enables user to discover following information

concerning monitored DC unit:

• topology and structure in a form of an expandable,

active tree,

• status of the peripherals and inventory of the struc-

tural unit, i.e. configuration of the VM entity,

• monitoring data of the essential resources: CPU,

RAM memory, storage space.

19



Grzegorz Wilczewski

(a) (b)

(c) (d)

Fig. 8. Resiliency evaluation tools of the N-API: Interpolation method (a), Pie chart analysis (b), Resiliency monitoring (c), Bar chart

samples analysis (d).

Functionality-wise, the application delivers reporting capa-

bilities for the export/process data in a range of selectable

units (relative to the actual resource metric): CPU (MHz,

in percent), RAM and Storage (GB, in percent). In case

of defining temporal resolution of the report, following op-

tions are exposed: instant report (average value of param-

eter over the period of 5 min.), historical data (resolution:

hourly, daily, weekly, monthly).

Concerning working with the executed application, the

graphical representations of the selected states are deliv-

ered over the sequence from Fig. 5 to Fig. 7. Describing

operation scheme of the application, one has to start with

the activation of the connectivity module. After selecting

appropriate socket and its configuration a secure link with

the DC is being established. Whenever a successful con-

nection is present the Context section is being activated and

specific data obtained. Scrolling through the topology tree

(Fig. 5) one can select a VM of choice and afterwards per-

form a set of analysis methods. In order to achieve that

goal selection of the Analysis List from the top bar of

the window is necessary. Mechanisms incorporated within

Analysis Tab enable users to perform specific actions over

the Virtual Machine unit, and those are: Do Analysis,

Load Analysis, Save Analysis. The intermediate storage

format of the data is coherent across the whole project and

contributes to the .json format files. Furthermore, the appli-

cation is capable of presenting the analysis of performance

data for the following group of resources: CPU, RAM

and Disk (Storage). Time resolutions are in coherence with

instant and historical reports. Worth noticing is the fact

of an abundant data being transferred whenever high reso-

lution of samples across longest period is required. Posi-

tioning in the Table 3 covers the information about Anal-

ysis Extension module, while composed graphics in the

Fig. 8 depict outcomes of all available and applied analysis

tools.

4. Conclusions

Testing the designed API and application within its na-

tive, Data Center environment delivered a vast range of re-

sults. Selected scenarios covered various states of workload

being applied to the controlled unit. Performed analyses

of the overloaded resources delivered unique characteris-

tics of monitored Cloud structure (depicted by means of

Fig. 8). Deployed N-API tool enables CSPs to call the

appropriate actions whenever troubleshooting or SLAs im-

provement are to be done. Advanced statistical analysis

might improve resource allocation or introduce dynamically

adjustable pools of resources for VMs. Finally, one ought

to perceive the upmost importance of the resiliency analysis

within a DC unit, in order to create a successful telecom-

munication service.
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Abstract—The paper proposes a No-Reference (NR) quality

assessment measurement originally developed for H.264, used

for High Efficiency Video Coding (HEVC). In particular, au-

thors present an investigation of NR metrics to objectively

estimate the perceptual quality of a set of processed video se-

quences. The authors take into account typical distortions

introduced by the block-based coding approaches like HEVC

codec. The underlying processing used for the quality assess-

ment considers the blockiness caused by the boundaries of

each coded block and the blurring as a lack of spatial de-

tails. The correlation between the NR quality metrics and the

well-known and most widely used objective metric, the Video

Quality Model (VQM), is performed to validate the quality

prediction accuracy based on the provided scores. The Pear-

son correlation coefficients obtained stand for promising re-

sults for different types of videos.

Keywords—High Efficiency Video Coding, No-Reference met-

rics, Quality of Experience, Video Quality Assessment.

1. Introduction

In addition to traditional Quality of Service (QoS), Qual-

ity of Experience (QoE) poses a real challenge for Internet

service providers, audiovisual services, broadcasters, and

new Over-The-Top (OTT) services. The leading operators

have to solve the problem of accurate QoE prediction since

the end-user satisfaction is a real added value in the market

competition. QoE tools should be proactive and provide

innovative solutions that are well adapted for new audiovi-

sual technologies. Therefore, objective audiovisual metrics

are frequently dedicated to monitoring, troubleshooting, in-

vestigating, and setting benchmarks of content applications

working in real-time or off-line.

To advance the field of video quality assessment, Video

Quality Experts Group (VQEG) performs subjective video

quality experiments, validates objective video quality mod-

els, and collaboratively develops new techniques. VQEG

proposed to monitor audio visual quality by Key Perfor-

mance Indicators (KPI), which are able to isolate and fo-

cus investigation, set-up algorithms, increase the monitor-

ing period, and guarantee good prediction of video quality.

It is known that, depending on the technologies used in

audiovisual services, the impact of QoE can change com-

pletely. So, based on that proposed concept, it is possi-

ble to select the best algorithms and activate or switch off

features in a default audiovisual perceived list. The scores

are separated for each algorithm and preselected before

the testing phase. Then, each artifact KPI can be analyzed

by working on the spatially and/or temporally perceived

axes [1].

The proposed concept is an interesting approach because it

can detect the artifacts present in videos, as well as predict

the quality as described by consumers. In realistic situa-

tions, when video quality decreases in audiovisual services,

customers can call a helpline to describe the annoyance and

visibility of the defects or degradations in order to describe

the outage. In general, they are not required to provide

a Mean Opinion Score (MOS). As such, the concept is

completely in phase with user experience. There are many

possible reasons for video disturbance, and they can arise

at any point along the video chain transmission (filming

stage to end-user stage).

VQEG experiments were carried out over several steps with

experimental set-ups for concept verification. The impair-

ments included in the experiments were limited to MPEG-2

and H.264. Nevertheless, in year 2013, the first version of

the High Efficiency Video Coding (HEVC) standard was

completed, approved, and published. HEVC is a video

compression standard, a successor to H.264/MPEG-4 AVC

(Advanced Video Coding), which was jointly developed by

the ISO/IEC JTC 1/SC 29/WG 11 Moving Picture Experts

Group (MPEG) and ITU-T SG16/Q.6 Video Coding Ex-

perts Group (VCEG) as ISO/IEC 23008-2 MPEG-H Part 2

and ITU-T H.265 [2], [3].

In this paper, the experiments carried out over several steps

with an HEVC experimental set-up for the proposed con-

cept verification are presented.

The remainder of this paper is structured as follows. Sec-

tion 2 is devoted to the state-of-the-art background. Sec-

tion 3 discusses NR video quality assessment. Section 4

presents objective video quality methods. Section 5 anal-

yses results on KPI. Section 6 discusses further work and

summarizes the paper.

2. Related Works

This section presents brief survey of current NR approaches

for standardized models together with their limitations.

Most of the models in ITU-T recommendations were val-
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idated on video databases that used one of the following

hypotheses:

• frame freezes lasting up to 2 s,

• no degradation at the beginning or at the end of the

video sequence; no skipped frames,

• clean video reference (no spatial or temporal distor-

tions),

• minimum delay supported between video reference

and video (sometimes with constant delay),

• up or down-scaling operations not always taken into

account [4].

As mentioned earlier, most quality models are based on

measuring common artifacts/KPI, such as blur, blocking,

and jerkiness, for producing a prediction of the MOS. Con-

sequently, the majority of the algorithms generating a pre-

dicted MOS show a mix of blur, blocking, and jerkiness

metrics. The weighting between each KPI could be a sim-

ple mathematical function. If one of the KPIs is not cor-

rect, the global predictive score is completely wrong. Other

KPIs mentioned by VQEG are usually not taken into ac-

count (exposure time distortion, noise, block loss, freezing,

slicing, etc.) in predicting MOS [4]. ITU-T has been work-

ing on similar distortions for many years [5]. However, only

for Full-Reference (FR) and Reduced-Reference (RR) ap-

proaches. The history of the ITU-T Recommendations for

video quality metrics is shown in Table 1. Table 2 shows a

synthesis of the set of standardized metrics that are based

on video signals [4]. As can be noticed from both tables,

there is a lack of developments for the NR approach.

Table 1

The history regarding ITU-T Recommendations

Model type Format Recommendation Year

FR SD J.144 [6] 2004

FR QCIF–VGA J.247 [7] 2008

RR QCIF–VGA J.246 [8] 2008

FR SD J.144 [6] 2004

RR SD J.249 [9] 2010

FR HD J.341 [10] 2011

RR HD J.342 [11] 2011

Bitstream VGA–HD P.1202 [12] 2013

Hybrid VGA–HD J.343 [13] 2014

In a related research, Gustafsson et al. [14] addressed the

problem of measuring multimedia quality in mobile net-

works with an objective parametric model [4]. Closely re-

lated work are ongoing standardization activities at ITU-T

SG12 on models for multimedia and Internet Protocol Tele-

vision (IPTV) based on bit-stream information. SG12 is

currently working on models for IPTV. Q.14/12 is responsi-

ble for these projects, provisionally known as non-intrusive

parametric model for assessment of performance of mul-

timedia streaming (P.NAMS) and non-intrusive bit-stream

model for assessment of performance of multimedia stream-

ing (P.NBAMS) [4]. P.NAMS uses packet-header informa-

tion (e.g., from IP through MPEG2-TS), while P.NBAMS

also uses payload information, i.e., coded bit-stream [15].

However, this work focuses on the overall quality (in MOS

units), while the proposed concept is focused on KPIs [4].

Table 2

Synthesis of FR, RR and NR MOS models

Resolution
Type of ITU-T model

FR RR NR

HDTV J.341 [10] n/a n/a

SDTV J.144 [6] n/a n/a

VGA J.247 [7] J.246 [8] n/a

CIF J.247 [7] J.246 [8] n/a

QCIF J.247 [7] J.246 [8] n/a

Most of the recommended models are based on global qual-

ity evaluation of video sequences, as in the P.NAMS and

P.NBAMS projects. The predictive score is correlated to

subjective scores obtained with global evaluation method-

ologies (SAMVIQ, DSCQS, ACR, etc.). Generally, the du-

ration of video sequences is limited to 10 or 15 s in order to

avoid a forgiveness effect (the observer is un-enable to score

the video properly after 30 s and may give more weight to

artifacts occurring at the end of the sequence). When one

model is deployed for monitoring video services, the global

scores are provided for fixed temporal windows and without

any acknowledgement of the previous scores [4].

Recently, the interest is oriented toward the HEVC standard,

which has proved high efficiency compared to its predeces-

sors. Several tools are introduced in the coding process,

such as the increasing number of intra prediction modes

and the frequent use of inter coded pictures within a closed

Group Of Pictures (GOP). These characteristics ensure an

important coding gain relative to the encoding parameters

but in the other hand, the complex structure of picture divi-

sion and the new configurations’ models can be the source

of certain artifacts. However, very limited works concern

the quality assessment approaches for HEVC compression.

In particular, the coding parameters and the impact of net-

work losses on the decoder side were investigated [16].

The distortions of HEVC videos are more significant than

H.264 videos. The proposed NR distortion measure ex-

ploits the spectral densities between the frames and pre-

cisely, the energy variation in the temporal domain for each

coding unit.

One can bear in mind that FR measures are in general not

applicable as the reference content might be not available.

In the same vein, the bitstream features were selected to

estimate the perceptual quality, including the different pre-

diction modes and statistics of the motion vector [17]. In

this method the measures are predicted in a NR manner.
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The quality monitoring becomes primordial in communica-

tion and broadcasting environments for improving the end

user’s QoE [18]. A NR Peak Signal-to-Noise Ratio (PSNR)

estimation was proposed for such a model [19]. Distribu-

tions of transform coefficients are considered based on the

quad-tree coding structure and the distortion model was

derived according to the coding unit depth level.

The concept of QoE in [20] is used for a practical recog-

nition problem for video transmitted over a network link,

where subjective satisfaction of the user is imperative. This

latter requires achieving specific functionalities such as

even detection and object recognition. The proposed meth-

ods measure the usefulness of degraded quality video and

the solutions have been proposed to optimize the network

QoS parameters.

Designing algorithms for video quality assessment requires

a consistent dataset of coded video sequences. For the case

of HEVC it is a key factor for an effective performance eval-

uation of developed metrics, to take advantage of a publicly

available database, which includes several compressed ver-

sions of different sequences. In [21] Full-Reference mea-

surements are provided with a large database of FULL-HD

HEVC encoded videos based on a variety of HEVC com-

pression characteristics.

A variety of NR quality estimation methods exist for the

AVC videos but on the other side, widely used examples

such pixel-based approaches are still not applied or tested

for the HEVC compressed videos.

3. No-Reference Video Quality

Assessment

In this section, NR measurement techniques in the spatial

domain for two KPI are proposed: blur and blockiness.

Assuming that we do not own a knowledge and assump-

tions of the original content or the distortion process of the

HEVC compression. In fact, the NR pixel-based approach

for measuring artifacts of the visual quality is proposed by

considering a given model of degradation to investigate the

performance of the mentioned metrics.

3.1. No-Reference Blockiness Metric

The same approach is used for calculating the blockiness

artifact published in [22]. It is calculated locally for each

coding block. Absolute differences in pixel luminance were

calculated separately for intra-pairs, represented by neigh-

boring pixels from a single coding block, and inter-pairs,

represented by pixels from neighboring blocks. A ratio be-

tween the total values of intra- and inter-differences is cal-

culated over the entire video frame. For a real time appli-

cation the metric should be calculated over a time window

(the number of video frames). Mean value for the win-

dow represents a blockiness level. For the purposes of

the experiment the window size was equal to the sequence

length (10 s). It was verified that the level of the blockiness

artifact does not change significantly over time within the

same video scene. Thus, any other window size or different

method for temporal pooling would yield similar results.

3.2. No-Reference Blur Metric

The blurred image in compression techniques appears when

high spatial frequency components of the image spectrum

are truncated. For instance, possible reasons of blurring can

be out-of-focus capturing or relative motion between the

camera and the captured object. Besides, high compression

performance can introduce blur when processing the data

of images’ sequence. Perceptually, the blur artifact appears

along edges and textured regions. In this work, the width

of the edges is measured in order to characterize smoothing

blur effect [23]. First, the Sobel filter as an edge detector is

applied to find the gradient of the image. It is obvious that

below a certain threshold, blur remains as just noticeable

and visually unperceived. According to that threshold, the

pixels being the part of the edges are differentiated. Then

the width of an edge is measured, depending on its growth

direction (left or right). Finally, the global blur value is

obtained by averaging over all edges of the whole image.

4. Objective Video Quality Methods

Huge variety of proposed works concerning the video qual-

ity measurement use the objective metrics such as the sim-

plest and commonly used ones: the PSNR and Mean-

Squared Error (MSE). But in general, it is not ensured that

error visibility would always the appearance of quality ar-

tifacts for most of distortions. Assuming that the structural

information is highly captured from the viewing field by

the human visual system, extracting this kind of informa-

tion provides a good estimation of the perceived distortion.

Therefore, the Structural Similarity (SSIM) has been used

recently to characterize complex structured signals [24].

However, the different types of video coding and trans-

mission systems require a more general model that covers

a wide range of quality degradations. In fact an exten-

sive objective and subjective tests should be performed to

provide an effective perceptual measurement. The Video

Quality Model (VQM) was indeed proposed by the Institute

for Telecommunication Science (ITS) [25] and standard-

ized by the American National Standards Institute (ANSI).

It was further included in Draft Recommendations from

ITU-T SG9. The VQM has proved a good performance for

measuring perceptual effects of different types of video im-

pairments such as blurring, jerkiness and block distortion.

The calculation of VQM taking as input the original and

processed videos follows these main steps:

• calibrate the processed video with respect to the

original sequence by estimating and correcting the

spatial-temporal shifts, as well as adjusting the con-

trast and brightness,
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• extract a set of quality features to characterize percep-

tual changes from particular spatial-temporal regions

in the video stream; for instance, in the chrominance,

temporal and spatial properties,

• compare the extracted features form the processed

video with those of the original sources,

• conclude the VQM value using a linear combination

of the obtained parameters.

From the described functions, it makes sense that the VQM

has a high correlation with subjective scores, which makes

us believe that using it as a reference metric would provide

accurate testing results.

5. Experiments and Results

In order to effectively evaluate the video quality based on

HEVC compressions, the dataset of the project developed

by the Joint Effort Group (JEG) of Video Quality Ex-

perts Group (VQEG) is used [21]. It presents a large-scale

database of HEVC coded videos for researchers involved

in designing hybrid quality metrics. Different encoding

parameters were performed on ten sequences representing

different characteristics. Among interesting benefits of the

mentioned dataset, objective quality measurements are pro-

vided at frame-level granularity. This database is exploited

by applying the NR metrics of blur and blockiness. It is

primordial to investigate the accuracy of these metrics for

the HEVC distortions and make useful interpretations about

the specificities of the target approach.

5.1. Selected Compression Parameters

The performance of the quality metrics is investigated based

on a diverse set of encoding parameters. Table 3 presents

the retained HEVC configurations in order to carry out tests

over an increasing data compression. The distortion is in-

trinsically related to the following values selected from the

adopted database [21].

Table 3

Encoding parameters

Parameter Value

WIDTH 1280

GOPTYPESIZE GOP8

RATECONTROL QP 26, 32, 38, 46

RATECONTROL FRAME mbit/s 1, 2, 4, 8, 16

REFRESH 1

INTRAPERIOD 16

SLICEARGUMENT 0

The resolution of the ten original sources is 1280 × 720

pixels. The authors take into account all available fixed QP

values as it represents a basic distortion source along with

the frame rate control. The refresh number corresponds

to the decoding refresh type, to apply a non-IDR clean

random access point. This encoder option allows the use

of an open GOP. The slicing value signifies one slice per

frame. As a result, 90 processed video sequences are gener-

ated based on the above parameters. The prior-knowledge

of these settings is not considered in developing the NR

metrics and authors just provide it for a precise descrip-

tion of the compression rate and consequently the distortion

strength.

5.2. Results and Analysis

Table 4 displays the results of the applied metrics on the ten

processed videos. For each sequence, the Pearson correla-

tion coefficient is used to validate the performance of the

blur and blockiness measurements relative to the VQM val-

ues, offered by the JEG project for each encoded sequence

according to the given parameters. From the shown re-

sults, the efficiency of the blur metric is confirmed for each

source which means that the distorted edges are well pre-

dicted, providing high correlation values. It is further clear

that the blockiness metric works well for the majority of

the sources.

Table 4

Pearson correlation coefficients with VQM

Source Blockiness Blur

src01 –0.67 1.00

src02 –0.97 0.91

src03 –0.97 0.96

src04 –0.77 0.99

src05 –0.87 0.99

src06 –0.57 0.91

src07 –0.96 0.96

src08 –0.95 0.92

src09 –0.36 0.95

src10 0.69 0.99

The authors mention here that the origin of the negative

scores is caused by the metric’s construction, as increas-

ing the compression rate corresponds to lower values of

blockiness and vice versa. However, the correlation tends

to drop for the case of src09 due to the complex nature of

the motion and spatial activity in the video. Src09 con-

sists of several combined shots separated with a black-

pixels frame. Besides, the positive correlation of the src10

means that the trends of values are opposite to the ex-

pected ones.

The scatter plots in Figs. 1 and 2, representing the block-

iness and blur metrics for all sequences, respectively, re-

veal a partial success even the measures are convincing for

each source separately. The global correlation coefficient

of blockiness is 0.55 whilst 0.23 for blur, which gives rise

to useful interpretations for a more complete evaluation ap-
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proach. The temporal and spatial inconsistency could be

incorporated to overcome such problems.

6. Conclusion and Further Work

In case of pixel-based NR methods, an accurate model

which combines different kind of artifacts would generate

an estimation of the perceptual quality using weighting fac-

tors. The strength of weights, which could be determined

by a regression analysis, is computed with respect to a par-

ticular single metric. This latter is combined to another

distortion measure, based on a linear or non-linear model.

Furthermore, even the VQM measurement combines sev-

eral features and represents with a certain precision per-

ceptual characteristics, implicating subjective scores in the

assessment process still more effective. For instance, cor-

rectness functions such as sigmoid model, can be applied

on the predicted measures according to the subjective eval-

uation as it requires parameters’ estimation.

The HEVC specificities as the highly flexible quad-tree

structure and effective prediction tools allow an accurate

exploitation of the video content in addition to the high

compression performance. Assessing quality of HEVC pro-

cessed videos for different types of distortions require so-

phisticated techniques for a successful NR approach. In

this work, the proposed metrics as a basic step to establish

a completing framework of quality assessment are analyzed,

taking into consideration particular aspects introduced in

this new codec.
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Abstract—IP networks are indispensable nowadays and they

are some of the most efficient platforms. The constantly grow-

ing number of users and new services in these networks –

the largest being the Internet – require a satisfactory qual-

ity of service from any application they use. So, determining

the QoS in real-time services is particularly important. This

work shows how to quantify the suitability of reference sig-

nals for analyzing the quality of video streaming in IPTV.

The assessment relies on two different algorithms: PEVQ and

VQuad-HD. Three different reference signals – two real ones

and an artificial one – are used in this study, and a numer-

ical measurement system is used, which simulates mean net-

work impairments. These measurements provide valuable in-

formation for determining the QoS of actual IPTV services in

practice.

Keywords—communication network, IPVT service, ITU-T

J.247, measurement tool, PEVQ, QoS/QoE determination,

reference signals, Triple Play Services, VQuad-HD, ITU-T

J.341.

1. Introduction

3G and Triple play networks are expanding day by day.

Their new applications and services include video tele-

phony, video conferencing, video streaming and video pod-

casts. Although networks have never been as powerful and

reliable as they are today, IPTV, mobile TV and others

call for new fixed and mobile applications. A major factor

for their increasing success will be their ability to satisfy

their customers’ high expectations while keeping down the

costs. Operators and service providers achieve this by em-

ploying new powerful technology for their setups as well as

new measurement tools that help to maintain a satisfactory

level of Quality of Experience (QoE).

One of the major uses of next-generation networks is si-

mulcast streaming (or broadcasting) of identical contents

in various formats for different applications. Also re-

ferred to as the “Triple Screen” scenario, video content

will typically be transmitted in high quality over cable or

satellite HDTV networks. Medium quality will be avail-

able over the Internet for streaming to clients on PCs and

laptops while the lowest quality will be offered on mo-

bile multimedia devices such as mobile phones, smart-

phones and tablets. Triple Screen scenarios involve many

steps of signal post-processing, including reformatting (e.g.

16:9 to 4:3), rescaling (e.g. from HD to VGA or CIF),

reframing (e.g. from 50 f/s to 25 f/s), transcoding, and

retransmission over IP-based networks. The issue for the

test engineer is to maintain the best QoE possible across

the various formats, given the system-bound limitations

of each.

Three important measurement techniques [1] are used to

assess QoE and Quality of Service (QoS). The “Full Refer-

ence Model”, the “Reduced Reference Model” and the “No

Reference Model” are shown in Fig. 1. These measurement

techniques are also to be found in standard QoE/QoS mea-

surement models, as described in [2] and [3]. The short

texts contained in Fig. 1 explain briefly the procedure used

in each of the measurement techniques and list the typical

application scenarios of each.

The Full Reference Model technique was used in conjunc-

tion with two algorithms, PEVQ (ITU-T J.247) [4] and

VQuad-HD (ITU-T J.341) [5], for the bulk of this study.

Using these algorithms means using suitable reference sig-

nals that satisfy a number of requirements not the least of

which are format and length. However, selecting suitable

reference signals is not as easy as it might at first seem, as

this paper will show.

First of all, PEVQ, the algorithm primarily used for this

study, will be explained briefly. The chief requirements on

reference signals according to international recommenda-

tions are then presented. The paper goes on to describe

the selection of suitable reference signals. The investiga-

tion’s goal is to find reference signals which, on the one

hand, fulfill the main requirements laid out in the inter-

national recommendations and, on the other hand, deliver

the best QoS/QoE values on the MOS scale. The follow-

ing Section 2 will then present the analysis architecture

and the scenarios chosen. A further Section 3 presents

graphically several examples, the analysis results, and their

interpretation. The concluding series of analyses in Sec-

tion 4 presents a comparison of the algorithms PEVQ and

VQuad-HD. The paper closes with a summary and an out-

look on future areas of study in Section 5.
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Fig. 1. Overview of QoE/QoS measurement techniques. (See color pictures online at www.nit.eu/publications/journal-jtit)

2. The PEVQ Algorithm

PEVQ is designed to predict the effects of transmission

impairments on the video quality as perceived by a test

person. Its main application areas are mobile multimedia

applications and IPTV. It fulfills the ITU-T Recommenda-

tion J.247 [4] for full reference quality measurements. The

key features of PEVQ (Fig. 2):

• temporal alignment of the input sequences based on

multi-dimensional feature correlation analysis with

limits that reach far beyond those tested by the Video

Quality Experts Group (VQEG), especially with re-

gard to the amount of time clipping, frame freezing

and frame skipping which can be handled;

• full frame spatial alignment;

• color alignment algorithm based on cumulative his-

tograms;

• enhanced frame rate estimation and rating;

• detection and perceptually compliant weighting of

frame freezes and frame skips;

• only four indicators are used to detect the video

quality. Those indicators operate in different do-

mains (temporal, spatial, chrominance) and are mo-

tivated by the Human Visual System (HVS). Percep-

tual masking properties of the HVS are modeled at

several stages of the algorithm. These indicators are

integrated using a sophisticated spatial and temporal

integration algorithm.

Apart from the MOS value, which is the ultimate yardstick

of quality, PEVQ offers several other indicators that are

used to analyse the reasons for quality impairments such

as:

• distortion,

• delay,
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Fig. 2. Sequence diagram of PEVQ score calculation.

• luminance,

• contrast,

• peak signal to noise ratio,

• jerking,

• blurring,

• block constriction,

• frame freezing and frame skipping,

• effective picture rate,

• time and areal activity.

The PEVQ algorithm is the tool used for the bulk of the

analyses described in this paper. For the sake of compar-

ison a second algorithm, VQuad-HD, is introduced. The

two algorithms necessitate the use of specifically formatted

reference signals. That is the theme of the next chapter.

3. Requirements on Reference Signals

Many factors need to be taken into consideration when se-

lecting reference signals. These factors can be found in the

ITU-T Tutorial [6] and in publications of the VQEG [7].

The video format requirements and recommendations of

the algorithms and tools used state that the best results will

be obtained if the reference file is an uncompressed AVI

(Audio Video Interleaving) file in the YUV 4:2:0 color

space. A short video sequence of around 10 s is ideal

since the algorithms would take far too long to process

longer sequences whilst the influence of network impair-

ments in shorter sequences would hardly coax sufficiently

meaningful responses from the algorithms. In Europe full

HD videos are usually in 1080i50, which means a resolu-

tion of 1920×1080 pixels at 25 full frames per second are

ideal parameters for the reference signals. The reference

signals should of course be free from distortions, errors

and coding artifacts to preclude influences above and be-

yond network impairments.

The sequences selected for the comparison described here

differ with regard to spatial details, motion and color in-

tensity. A selection of reference files can be found in the

consumer digital video library [8] or from the license hold-

ers of the two measurement algorithms (Opticom [9] and

SwissQual [10]).

Fig. 3. Sunflower images (name: Sunflower) [9].

Fig. 4. Tractor images (name: Tractor) [9].

Fig. 5. Videotoms images (name: Artificial) [11].
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Reference Encoder Packetizer Error() Decoder Analyser

Fig. 6. Schematic representation of quality measurement by QoSCalc(IPTV).

The following reference signals were chosen for this

analysis:

• little movement and slow, small changes in the im-

ages with relatively high color intensity (Fig. 3),

• greater movement and changes in the image back-

ground due to zooming with relatively low color in-

tensity (Fig. 4),

• simple geometric shapes (circles) with rapid and ran-

dom movement with minimal changes in color inten-

sity (Fig. 5).

QoE/QoS measurements can be conducted in two different

ways: in a real environment, or in an emulated environ-

ment. One evaluation of QoE/QoS on the basis of a refer-

ence signal takes several minutes. A number of measure-

ments for each parameter setting are needed to arrive at any

meaningful results. In a real environment, this ties up both

network and measurement resources. That is why it is bet-

ter to conduct analysis like this in an emulated measurement

environment. This also allows a range of parameter settings

to be used automatically and yields results that are dupli-

cable in similar measurement scenarios. That explains why

a numerical tool has been used for the analysis described

in this paper. The next chapter is a brief description of the

tool.

4. The Analysis Environment

For the reasons given above a numeric software tool

QoSCalc (IPTV) [12] was used to analyze the quality of

a video stream. The tool automates the entire measurement

process.

The following explains each block in the sequence shown

in Fig. 6. in order to compare the real environment with

the measurement tool:

• a reference video file is loaded;

• the video is encoded in accordance with the selected

codec by FFmpeg [13];

• the coded data is encapsulated according to the

selected transport protocol (e.g. native RTP [14],

MPEG2-TS [15], etc.) by FFmpeg;

• the block “Error” represents the generation of a se-

lected level of network impairments;

• the packeted video is decoded to the same format as

the reference (raw video, same resolution and bitrate)

by FFmpeg;

• finally, the decoded data and the video reference file

loaded at the start are passed on to the evaluation al-

gorithm (here PEVQ or VQuad-HD). This computes

the quality score on the MOS [16] scale and then

saves it.

The “Error” block has been designed for non-

deterministically distributed packet loss (binominal distri-

bution with probability P) and non-deterministically dis-

tributed burst size (exponential distribution) with a se-

lectable mean value.

Two different versions of the tool QoSCalc(IPTV) were

used, utilizing different versions of FFmpeg. The first ver-

sion is the default FFmpeg with its main error concealment

techniques enabled. In the second version the error con-

cealment methods are disabled. This is done specifically to

analyze the influence of the error concealment methods.

Different error concealment algorithms for video streaming

exist [17]. The FFmpeg uses the techniques “Macro Block

Detection” [18], and “Motion Vector Search” [19], which

are designed to detect and predict movement of macro

blocks in the pictures and substitute missing information.

FFmpeg first counts how many macro blocks are intact (not

lossy). If that number is above a set threshold then intra

concealment is used. Otherwise, an inter error concealment

is used.

Intra error concealment involves averaging the pixels of

the macro blocks surrounding the damaged one. The result

of weighting and averaging the uncorrupted blocks is the

block used for concealment. Inter error concealment works

differently for I, P and B frames. In I and P frames the sur-

rounding blocks are analyzed using the motion vectors, and

several replacement block candidates are calculated using

different methods including median and means. The block

which produces the smoothest transitions is then chosen.

In B frames the decoder uses the nearest P reference frame

and creates a forwardly and backwardly weighted version

of the motion vector.

The following configuration has been chosen for the mea-

surement scenario in the testing environment:

• Reference files: Sunflower 1080p25 (similar

1080i50), Tractor 1080p25, Artificial: 1080p25,

• Packet loss: 0–12 (in steps of 1), 14, 16, 20%,

• Burst size: 1–5 (in steps of 1),

• Packaging: MPEG2-TS,

• Encoding: H.264 (medium),

• Bitrates: 1,000, 3,875, 6,750, 8,625 and 10,500 kb/s.
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Using the numerical tool described above several analysis

were conducted over several days for each scenario. The

most significant results of the measurement scenario are

presented and interpreted in the following section.

5. Quantitative Comparison of the

Reference Signals

First of all it is necessary to describe the expectations which

might be had. Due to network impairments, in this case

packet loss, the expectation is that higher packet loss would

result in a lower MOS value. Regarding the video content

at one test point, e.g. 1% packet loss, and assuming that at

this test point information is missing in scenes with a large

degree of motion or rapid changes in color intensity the

expectation would be a lower MOS value.

Given the nature of the test results from the configuration

described in Section 4 a representations of the following

configurations have been selected:

• Reference files: Sunflower.avi, Tractor.avi and Arti-

ficial.avi video content,

• Packet loss: 0–12 (in steps of 1), 14, 16, 20%,

• Burst size: 1 and 2,

• Packaging: MPEG2-TS,

• Encoding: H.264 (medium),

• Bitrates: 3,875 kb/s and 10,500 kb/s,

• Evaluation algorithm: PEVQ.

Figures 7–10 represent the results, starting with 3,875 kb/s

and burst size 1.
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Fig. 7. Comparison of all three reference signals at 3,875 kb/s

and burst size 1.

From these results, it is obvious that the MOS values for

all bit rates and bursts are very close to each other. These

results differ widely from the expectations, which led to

two assumptions: either the video content does not affect

the MOS value at all, or the functionality of FFmpeg de-

coding techniques is fully able to cope, or both. So the

FFmpeg decoding techniques had to be examined in greater

depth.

Two techniques, called “Macro Block Detection” and “Mo-

tion Vector Search”, are used to conceal errors. They
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Fig. 8. Comparison of all three reference signals at 10,500 kb/s

and burst size 1.
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Fig. 9. Comparison of all three reference signals at 3,875 kb/s

and burst size 2.
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Fig. 10. Comparison of all three reference signals at 10,500 kb/s

and burst size 2.

obviously do a good job. They were the subject of the next

series of tests with the expectation being a lower MOS

value when error concealment techniques are disabled.

Figures 11–14 represent the results; they include the repre-

sentation to allow a comparison of the Tractor.avi reference

signal with and without error concealment.

In conclusion, it can be said that the expectation was jus-

tified, at least as far as lower packet losses as the network

impairment are concerned. When error concealment is en-

abled, the MOS value is indeed higher. With regard to the

second point of intersection of all diagrams and curves the

following observations can be made:
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Fig. 11. Comparison Tractor with and without EC at 3,875 kb/s

and burst size 1.
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Fig. 12. Comparison Tractor with and without EC at 10,500 kb/s

and burst 1.
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Fig. 13. Comparison Tractor with and without EC at 3,875 kb/s

and burst size 2.

First, at some points with high packet losses, the MOS

value obtained when error concealment is disabled is actu-

ally higher than that obtained when it is enabled. The video

quality, with a MOS value of less than 2, is really poor

nonetheless. The reason for that could be that these tech-

niques substitute wrong video content. In severely lossy

networks it might be better to disable error concealment

techniques.

Second, the second point of intersection of both curves can

be shifted in the direction of higher packet loss by increas-

ing either the bit rate or the burstiness, so that the resulting

higher MOS value, with error concealment enabled, would

lead to improved video quality. These observations could
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Fig. 14. Comparison Tractor with and without EC at 10,500 kb/s

and burst size 2.

lead to useful implementations which improve video qual-

ity by artificially increasing network burstiness, which is

already present anyway, whenever packet losses occur.

As far as reliability is concerned Figs. 15–16 represent re-

sults using both PEVQ (ITU-T J.247 [4]) and VQuad-HD

(ITU-T J.341 [5]) prediction algorithms for video content

of the reference signals Tractor.avi and Artificial.avi, the

expectation being that these algorithms should yield only

slightly differing respective MOS values.

J.341 - Tractor

PEVQ - Tractor
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Fig. 15. Comparison of J.341 and PEVQ for Tractor at

10,500 kb/s and burst size 2, with EC.
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Fig. 16. Comparison of J.341 and PEVQ for Artificial at

10,500 kb/s and burst size 2, with EC.

Again, it can be said that the expectation was justified,

which leads to the following two final conclusions. First,

both algorithms are suitable for the perceptual evaluation
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and measurement of HD video quality and second, artificial

video content is suitable as a reference signal: its use leads

to simpler realization of initial scenario criteria.

6. Summary and Outlook

This paper has assessed the suitability of video reference

signals for the PEVQ (ITU-T J.247) and the VQuad-HD

(ITU-T J.341) algorithms for evaluating the video quality

in IPTV. To that end numerical software tool was used that

had been developed previously on the basis of FFmpeg to

provide encoding, packaging, degrading (packet loss, burst)

and decoding techniques. Both algorithms are full reference

models, that is: they necessitate the use of two signals –

the original signal on the one hand, and a degraded signal

on the other. Research on the topic of suitability has shown

that there are recommendations regarding the composition

of reference files with regard to, for example, changes in

movement, color and luminescence. Accordingly, two refer-

ence files provided by “Opticom” and one provided by [11]

were selected and the analysis environment was set up to

implement the files and initiate the measurements. The re-

sults obtained for the video quality under evaluation differed

from the expectations, one of them having been, for exam-

ple, better video quality for the reference file that contained

less movement when video content information loss occurs.

There were, however, hardly any differences. That led di-

rectly to an investigation of FFmpeg’s “Decoder”, which

showed that the existing error concealment techniques pro-

vide very good functionality in repairing and concealing

issues. Nevertheless, as was expected, increasing packet

loss caused an exponential decrease in the resulting MOS

value for the video quality of a reference file examined in

isolation. One surprising result must be spotlighted: the

“artificial” signal Artificial.avi proved to be just as suitable

for use in QoE/QoS measurements as the very complex

reference signals recommended by the license holder Opti-

com [9]. Further analysis, which cannot be described here

owing to lack of space, confirm the good functionally of

the EC techniques implemented in FFmpeg.

The results obtained in the course of the work described

here could serve as a basis on which to develop parameter-

ized QoE/QoS models, that are widely known to be sim-

ple and easy to implement in practice, yet provide reliable

meaning results. It is therefore very worthwhile develop-

ing such QoE/QoS models. Further work in this direction

is already being planned.
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Abstract—The design and optimization process of modern

telecommunications networks is supported by a range of ap-

propriate analytical models. A number of these models are

based on the Erlang’s Ideal Grading (EIG) model, which is

a particular case of non-full-availability groups. A possibili-

ty of the application of the EIG model results from the fact

that telecommunications systems show properties and features

distinctive to non-full-availability systems. No detailed studies

that would decisively help determine appropriate conditions

for the application of the EIG model for modeling of other

non-full-availability groups, that would be models correspond-

ing to real telecommunications systems, have been performed.

Therefore, this article attempts to find an answer to the fol-

lowing question: what are the prerequisite conditions for the

application of the EIG model and when the model can be

reliably used?

Keywords—Erlang’s Ideal Grading, multiservice systems, traffic

engineering.

1. Introduction

For the past number of years, we have been witnessing an

exponential growth in the development of wired and wire-

less telecommunications networks [1], [2]. The constantly

decreasing access services prices have made the number

of network users (devices that make use of data transmis-

sion) growing rapidly. This, in turn, have effected in the in-

crease in the amount of data sent over networks, particularly

in wireless networks. Transmitting such a data poses an

enormous challenge to telecommunications and computer

networks and telcos. In order to use network resources in

the best possible way operators are forced to implement

advanced traffic management mechanisms, such as reser-

vation [3]–[5], compression [6]–[12], priorities [13]–[15]

or traffic overflow [16]–[19]. Those mechanisms influence

advantageously the parameters of sent data streams and,

in this way, make all resources of a network available in

optimal way. The resource optimization process and net-

work design are supported by and benefited from analytical

modeling that allows characteristics of telecommunications

systems to be determined on the basis of appropriate math-

ematical dependencies. The bulk of the models of telecom-

munications systems addressed in the literature of the sub-

ject uses either multiservice models of the full-availability

group [20], [21] or limited-availability group [22]. An al-

ternative solution for these groups of models, however, are

models that make use of non-full-availability group mod-

els, i.e. Erlang’s Ideal Grading (EIG). EIG is a particular

(ideal) case of a non-full-availability group, since in this

group a uniform load of group resources is assumed (which

results from an appropriate number of load groups), despite

the fact that individual traffic sources have no access to all

resources of the group, but only to a part of it. The adoption

of such assumption has made it possible to develop a sim-

ple analytical model of this group [23]. A. K. Erlang, who

developed the structure of the EIG group and its analytical

model for single-service traffic, noticed that this particular

model could also be applied to approximate other non-full-

availability systems (those with non-uniform loads). It is

worthwhile to add that the EIG group model has been suc-

cessfully used for modeling single-service switching net-

works [24], [25]. Regrettably, the developments in tech-

nology and the subsequent appearance of multiservice sys-

tems caused the EIG model to be abandoned and left out

in the early 1980s, since a multiservice model of EIG was

nonexistent at the time. This unfavorable situation for the

non-full-availability group was changed, however, when the

model presented in [26], and derivations thereof, were pro-

posed for multiservice traffic with differentiated availabili-

ties, including non-integer availabilities [5], [27].

Present-day telecommunications systems can be viewed as

non-full-availability systems. This assumption is confirmed

by models of systems that use the EIG group model de-

scribed in [18], [28], [29]. However, no available publi-

cations provide key information that would, in an unam-

biguous way, determine the range of versatile application

possibilities for EIG in modeling other non-full-availability

systems. The present article is an attempt to provide an

answer to these questions.

The remaining part of the article has been structured

as follows. Section 2 presents the issues related to non-

full-availability systems and an analytical model of the

EIG group. Exemplary results are provided in Section 3,

whereas Section 4 sums up the article.

2. Non-full-availability Systems

Non-full-availability systems are characterized by the fact

that individual traffic sources do not have access to all

resources of the system (expressed in BBU1), but only

to a part of them. A good example of these systems are

1The BBU is defined as the greatest common divisor of equivalent band-

widths of all call streams offered to the system [30].
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switching networks in which, due to the connecting paths

set up in a given state of the network, a connecting path

between a given input and output is not possible [24], [26].

Another example of modern telecommunications systems

that can be treated as non-full-availability systems is the

radio interface in a 3G mobile network. In this particu-

lar case, this non-full-availability stems from limitations in

available resources of the interface imposed by noise and

signal characteristics, e.g. interference from neighboring

cells [31]. Yet another examples are the traffic overflow

system in which non-full-availability results from limited

access to resources to which connections are transferred

(overflow) [29] and the VoD system [28].

In traffic engineering non-full-availability systems are mod-

eled by non-full-availability groups. Each group of this

type is described by three parameters: capacity V , avail-

ability d and the number of load groups g. Availability

d defines the amount of resources of the group to which

a traffic source has access. Traffic sources that have ac-

cess to the same BBUs in the system create the so-called

load group (component group). Conventionally, non-full-

availability groups are divided into: graded and uniform

(homogenous) groups [32]. In graded groups, with an in-

crease in the number of BBUs, the number of load groups

that have access to this BBU increases (or remains un-

changed). In uniform groups, each BBU is always avail-

able to the same number of load groups. Figure 1 shows

both examples. A particular case of uniform groups is

the Erlang’s Ideal Grading – ideally symmetrical non-full-

availability groups. The latter group assumes all resources

of the group to be uniformly loaded, while the number of

g g

d d
(a) (b)

Fig. 1. Non-full-availability group for V = 7 BBUs, g = 4 and

d = 3 BBUs: (a) graded group, (b) uniform group.
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A/3
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Load groups

(a)

V = 3

1

1

2

23

3 d = 2

d = 2

d = 2

(b)

Fig. 2. Erlang’s Ideal Grading with single-service traffic for V = 3
BBUs, g = 3 and d = 2 BBUs: (a) offered traffic distribution,

(b) idea of availability.

load groups is equal to the number of possible choices d
of resources, from among V :

g =

(

V
d

)

. (1)

In Fig. 2a the example of EIG with single service traffic

is presented. The capacity (V ) of this grading is equal to

3 BBUs. The availability is equal to 2 BBUs. Figure 2b

presents the idea of availability.

2.1. Model of Erlang’s Ideal Grading with Various

Availabilities

Let us consider Erlang’s Ideal Grading [33] with various

availabilities that is offered m independent Poisson call

streams with the intensities λ1, ...,λi, ...,λm. The service

time of calls of particular classes has an exponential dis-

tribution with the parameters µ1, ...,µi, ...,µm . Therefore,

traffic offered Ai by individual call streams can be deter-

mined on the basis following formula:

Ai =
λi

µi
. (2)

The calls offered to grading are characterized by differ-

ent values of demanded BBUs to set up a connection

t1, ..., ti, ..., tm and different availability d1, ...,di, ...,dm. This

means that each class of calls is related to a different num-

ber of load groups:

gi =

(

V
di

)

. (3)

1
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34
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t1 = 1

t1 = 1

t1 = 1

t1 = 1

t3 = 2

A2/1

A1/4

A1/4

A1/4

A1/4

A3/6

d2 = 4 d3 = 2

d1 = 3

d1 = 3

d1 = 3

d1 = 3

Fig. 3. Erlang’s Ideal Grading: V = 4, m = 3, t1=1, d1 = 3,

g1 = 4, t2=3, d2 = 4, g2 = 1, t3=2, d3 = 2, g3 = 6.

Figure 3 presents an example of such grading. This EIG is

composed of 4 BBUs (V = 4). The grading services m = 3
class of calls: t1 = 1, d1 = 3, t2 = 3, d2 = 4, t3 = 2, d3 = 2.

The number of load groups for particular class of call is

equal: g1 = 4, g2 = 1, g3 = 6.
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According to the model [27], [33], the occupancy distribu-

tion P(n) is expressed by the formula:

nP(n) =
m

∑
i=1

Aiti
[

1−σi(n− ti)
]

P(n− ti) , (4)

where Ai is traffic offered to the group by a call of class i –

Eq. (2) – and σi(n) is the conditional probability of tran-

sition for a traffic stream of class i in occupancy state n in

the group

σi(n) =

1−
k

∑
d−ti+1

(

di

x

)(

V −di

n− x

)

(

V
n

) , (5)

where:

• k = n− ti, if (di − ti +1) ≤ (n− ti) < di,

• k = di, if (n− ti) ≥ di.

It should be stressed that the conditional probability of tran-

sition (σi(n)) is combinatorial function of availability and

it is independent of offered traffic.

The blocking probability for calls of class i can be deter-

mined on the basis of the following formula:

Ei =
V

∑
n=di−ti+1

[

1−σi(n)
]

P(n) . (6)

2.2. Non-integer Availability

Presented model in Subsection 2.1 enables authors to de-

termine the values of blocking probabilities in EIG only for

integer values of availability parameter. In [27] the model

for non-integer value of this parameter was proposed. Ac-

cording to this model the blocking probability is calculated

as follows.

Let us assume that for class i the availability parameter

takes on non-integer values. This class of calls is replaced

by two fictitious classes with integer values of availabil-

ity (di1,di2) and offered traffic (Ai1,Ai2). Values of these

parameters are defined in the following way:

di1 = bdic , (7)

di2 = ddie . (8)

The traffic offered by the new fictitious call classes is re-

spectively equal to:

Ai1 = Ai[1− (di−di1)] = Ai(di2 −di), (9)

Ai2 = Ai(di −di1), (10)

where the difference di −di1 determines the fractional part

of the parameter di. Such a definition of the parameters

Ai1, Ai2, di1, di2 means that the values of the fictitious

traffic Ai2 is directly proportional to the fractional part of

the availability parameter, i.e. to ∆i = di − di1, while the

value of the fictitious traffic Ai1 is directly proportional to

the complement ∆i , i.e. to the value 1−∆i = 1−(di−di1) =
di2 −di [27].

After replacing class with two fictitious classes: i1, and i2,

with assigned values of availability and traffic intensity, it

is possible to determine, on the basis of Eqs. (4)–(6), the

blocking probabilities of all classes of calls, including the

blocking probability of new classes of calls. The blocking

probability of calls of class i for non-integer availability di
can be determined in the following way:

Ei =
Ai1Ei1 +Ai2Ei2

Ai
. (11)

In the case of a higher number of classes with non-integer

availabilities, each class of calls is replaced by two fictitious

classes with the parameters determined by Eqs. (7)–(10).

The maximum number of fictitious classes is equal to 2m.

3. The Results

In order to properly define the scope of the applicability of

the EIG model for modeling of non-full-availability groups

with a different number of load groups and different load

in a single BBU as well as imprecisely estimated availabili-

ty values, appropriate simulation experiments were carried

out. For this purpose, a dedicated simulator was devised

and successfully implemented. The simulator makes it

possible to perform simulations for EIG groups, non-full-

availability groups as well as other telecommunications sys-

tems. The simulator was implemented in the C++ language

according to the event scheduling method [34].

The input data for the simulator were the parameters that

described the system, i.e. its structure, capacity and the pa-

rameters that describe the call stream offered to the system

(the number of classes m, demands of individual classes

ti and availability di). Additionally, it is also possible to

determine the parameters of the simulation experiment it-

self, such as the total number of simulation series and the

length of a single simulation series (expressed in the num-

ber of defined events). Results obtained in this way make

a determination of 95% confidence intervals possible.

3.1. Erlang’s Ideal Grading vs. Full Availability Group

A full-availability group with multiservice traffic is the most

frequently used model of telecommunications systems. The

occupancy distribution in this group can be determined

on the basis of the recurrent dependence known as the

Kaufman-Roberts [20], [21] formula:

nP(n) =
m

∑
i=1

AitiP(n− ti) . (12)

It should be noticed that this group is in fact a particular

case of the EIG group, the fact that seems to be notori-

ously overlooked by researchers studying telecommunica-

tions traffic engineering. Observe that in the case where
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availability of all classes’ is equal to the capacity of a con-

sidered system, i.e. di = V , (1 ≤ i ≤ m), Equation (4) will

be simplified to Eq. (12) (parameter σi(n) = 1). The mul-

tiservice EIG model, because of its general nature, is thus

even a more universal and versatile tool supporting any

analysis of modern telecommunication systems.

3.2. The Influence of the Evaluation on the Results

In order to use the EIG model to model present-day

telecommunications systems it is necessary to determine

availability values for all serviced traffic classes. Avail-

ability parameters are generally defined by the structure of

a modeled system and offered traffic. In most cases, this

availability can be determined on the basis of a relatively

simple mathematical dependence [22], [35], [29], because

the accuracy of obtained results directly derives from and

depends on the precision of the evaluation of the value of

individual availability parameters. To illustrate this prob-

lem, an experiment for an EIG group with the capacity of

30 BBUs servicing m = 3 classes of calls that demanded re-

spectively t1 = 1, t1 = 3, t3 = 5 BBUs was carried out. The

assumption was that the accurate availability values for the

system were equal to: d1 = 10, d2 = 15, d3 = 20 BBUs.
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Fig. 4. Blocking probability as a function of relative error of

availability.
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Fig. 5. Relative error of blocking probability as a function of

relative error of availability.

Figure 4 shows the blocking probability as a function of

relative error of availability. If the availability parameter is

underestimated (the determined values are lower than the

precise values), the blocking probability is higher than in

the reference EIG group. If, on the other hand, the values

of availability parameters are overestimated, the values of

probability are lower than in the reference EIG group (the

relationship is least evident in the class demanding the low-

est number of BBUs to be served). This occurs regardless

of the offered traffic value. In turn, Fig. 5 shows the rela-

tive error determined on the basis of the EIG model with

the assumption that the availabilities of all classes were

not accurately estimated. The identical nature of underes-

timation was adopted for all classes. In the second case

(Figs. 6 and 7) presented here, erroneous estimation of the
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Fig. 6. Blocking probability as a function of relative error of

availability.
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Fig. 7. Relative error of blocking probability as a function of

relative error of availability.

value of the availability parameter was to be found for only

one class (class 2). As it is easy to observe, an erroneous

estimation of availability parameters has a detrimental and

negative influence on the correctness of results to be ob-

tained. The results of blocking probability are better when

the values of availability parameters are overestimated. For

the group under investigation, acceptable results are ob-

tained when it does not exceed about 20%. Presented re-
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sult were calculated for offered traffic by one BBU equal

to 0.8 Erl and offered traffic by all serviced classes is in

relation A1t1 : A2t2 : A3t3 = 1 : 1 : 1.

3.3. Other No-full-availability Groups

When considering real systems as non-full-availability sys-

tems, the fact that the number of load groups in such a sys-

tem is lower than the number of groups in the EIG group

should be taken into consideration. The next step then

is to examine what influence the structure of the approxi-

mated system has upon the accuracy of obtained results.

Figures 8–11 show the results for a non-full-availability
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Fig. 8. Blocking probability as a function of number of load

groups.
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Fig. 9. Relative error of blocking probability as a function of

number of load groups.

group with the capacity V = 20 BBUs that services two

classes of calls demanding t1 = 1 and t2 = 3 BBUs, re-

spectively. The availability is equal to d1 = 10 BBUs

and d2 = 15 BBUs. The assumption is that presented real

system has a structure of a homogenous group (Fig. 1a).

The adoption of this assumption introduces the possibil-

ity that, despite a decreasing number of load groups, the

load in each BBU is uniform. Hence, even when this de-

crease in the number of load groups is significantly high

(in the considered case, acceptable results are still obtained
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Fig. 10. Blocking probability as a function of relative error of

availability.
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Fig. 11. Relative error of blocking probability as a function of

relative error of availability.

with the number of groups lower by even 40%), Figs. 8

and 9, the load in individual groups remains equal. A dif-

ferent situation, however, is to be observed with the case of

a system that has a structure of a grading group (Fig. 1b).

In this case, even a 30% change in the number of load

groups results in a significant impact on the obtained re-

sults (Figs. 10 and 11). This phenomenon results from the

occurrence of the uneven load of BBU in a group.

4. Summary

This article presents the results of an investigation into

a broad range of potential applications of the EIG group

model for modeling of telecommunications systems. Even

though only a small excerpt of the case study is presented

here, the results are robust enough to make a conclusion

that the EIG group and its model are indeed ideal tools for

modeling telecommunications systems, provided a proper

evaluation (with a certain degree of accuracy) of the value

of availability parameters can be executed. It has to be

stressed that the number of load groups in a system has

a lower influence on obtained results than an error in the

estimation of availability parameters. As yet the authors
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have managed to find simple dependencies between the

structure of a real system and the availability that char-

acterizes particular classes of calls in the system. The only

exception is the system with reservation. For this partic-

ular case, however, an algorithm has been developed that

makes a precise evaluation of values of these parameters

possible [27].
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Télécommun., vol. 48, no. 1–2, pp. 71–76, 1993.

[23] E. Brockmeyer, H. Halstrom, and A. Jensen, “The life and works

of A. K. Erlang”, Acta Polytechnika Scandinavia, vol. 6, no. 287,

1960.
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Abstract—This paper proposes multirate teletraffic loss mod-

els of a link that accommodates different service-classes of

elastic and adaptive calls. Calls follow a Poisson process,

can tolerate bandwidth compression and have an exponen-

tially distributed service time. When bandwidth compression

occurs, the service time of new and in-service elastic calls in-

creases. Adaptive calls do not alter their service time. All

calls compete for the available link bandwidth under the com-

bination of the Threshold (TH) and the Bandwidth Reser-

vation (BR) policies. The TH policy can provide different

QoS among service-classes by limiting the number of calls of

a service-class up to a predefined threshold, which can be dif-

ferent for each service-class. The BR policy reserves part of

the available link bandwidth to benefit calls of high bandwidth

requirements. The analysis of the proposed models is based

on approximate but recursive formulas, whereby authors de-

termine call blocking probabilities and link utilization. The

accuracy of the proposed formulas is verified through simula-

tion and found to be very satisfactory.

Keywords—adaptive traffic policy, Call Blocking Probabilities,

Multirate Loss Model, threshold and bandwidth reservation

policies.

1. Introduction

Multirate elastic traffic refers to in-service calls of different

service-classes which have the ability to compress/expand

their bandwidth and simultaneously increase/decrease their

service time, during their lifetime in a system. A varia-

tion of elastic traffic is the so-called adaptive traffic. The

service time of adaptive in-service calls is not affected by

their bandwidth compression/expansion. Assuming that the

system behaves as a loss system (i.e. calls are not allowed

to wait in order to be serviced) and that the call arrival pro-

cess is Poisson then the calculation of various performance

measures such as Call Blocking Probabilities (CBP), and

system’s utilization can be based on the classical Erlang

Multirate Loss Model (EMLM) [1], [2]. The latter has

led to numerous loss models proposed for the call-level

analysis of wired (e.g. [3]–[19]), wireless (e.g. [20]–[32])

and optical networks (e.g. [33]–[37]).

In the EMLM, a link accommodates calls of different

service-classes. New calls compete for the available link

bandwidth according to the Complete Sharing (CS) policy

(i.e., calls compete for all bandwidth resources) and have

fixed bandwidth requirements and generally distributed ser-

vice time [1]. The term “fixed” means that in-service calls

do not compress their bandwidth during their lifetime in the

system. A new call is blocked and lost if its required band-

width is not available. The steady state probabilities in the

EMLM have a Product Form Solution (PFS), which leads

to an accurate CBP calculation [1], [2]. In [5], the EMLM

is extended to include the case of elastic traffic. The au-

thors name this model Elastic EMLM (E-EMLM). In the

E-EMLM, instead of rejecting immediately a blocked call,

the link may accept this call by compressing its bandwidth

and the bandwidth of all in-service calls. Bandwidth com-

pression is permitted down to a minimum bandwidth, which

can be different for each service-class. Elastic calls increase

their service time so that the product bandwidth by service

time remains constant. When a call with compressed band-

width leaves the system, then the remaining calls expand

their bandwidth in proportion to their initial bandwidth re-

quirement. Call blocking occurs when the value of the

minimum bandwidth requirement is still higher than the

available bandwidth. The model of [5] has been extended

in [9] in order to include the case of adaptive traffic. The

authors name the model of [9], Elastic-Adaptive EMLM

(EA-EMLM).

In this paper, authors initially consider a link that accom-

modates Poisson arriving calls of elastic service-classes and

modify the admission mechanism to include the Threshold

(TH) and the Bandwidth Reservation (BR) policies. The

proposed model is named E-EMLM/TH-BR. In addition,

authors propose the EA-EMLM/TH-BR whereby a link ac-

commodates elastic and adaptive service-classes. In the

TH policy, the number nk of in-service calls k of service-

class should not exceed a pre-defined threshold, after the

acceptance of a new service-class k call. Otherwise, the
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call is blocked and lost. The TH policy is significant since

it analyzes a multirate access tree network which accom-

modates different service-classes [38] and may differentiate

service-classes in terms of CBP or revenue rates by a proper

threshold selection (see e.g. [39], [40]). The BR policy is

used to reserve bandwidth to benefit calls of high band-

width requirements and is mainly used when CBP equal-

ization is required among calls of different service-classes.

The fact that the BR policy has been extensively applied

in the literature (e.g. [6], [8], [18], [28], [42]–[47]) evinces

its importance in call admission control.

To model the proposed E-EMLM/TH-BR and EA-

EMLM/TH-BR, the Markov chain method is used. How-

ever, due to the existence of the compression/expansion

mechanism and the BR policy, the reversibility of the

Markov chains is destroyed, and the steady state proba-

bilities in the proposed models cannot be determined via

a PFS. Therefore, authors resort to approximate Markov

chains which provide recursive formulas for the efficient

determination of the link occupancy distribution and, con-

sequently, CBP and link utilization. The accuracy of the

proposed formulas is verified through simulation and found

to be very satisfactory. On the other hand, the comparison

of the proposed models with existing models shows the ne-

cessity of the new models, as well as their consistency over

changes of their parameters (e.g. compression factor and of-

fered traffic-load). The term “consistency” is referred to the

anticipated behavior of the proposed models over changes,

such as the increase of offered traffic-load or the increase

of the compression factor.

This paper is organized as follows. In Section 2, the

E-EMLM/TH is presented and formulas for the calcula-

tion of the various performance measures are proved. In

Section 3, the E-EMLM/TH is extended to include the BR

policy. In Section 4, the E-EMLM/TH-BR is extended

to include the case of adaptive traffic. In Section 5, au-

thors provide numerical results whereby the E-EMLM/TH

and the E-EMLM/TH-BR are compared to existing models

and evaluated via simulation. The paper is concluded in

Section 6.

2. The Elastic EMLM/TH

(E-EMLM/TH)

2.1. The System Model

Consider a link of capacity C bandwidth units (b.u.) that

accommodates K elastic service-classes. Calls of service-

class k (k = 1, . . . ,K) follow a Poisson process with arrival

rate λk and request bk b.u. Bandwidth compression is in-

troduced in the system by allowing the occupied link band-

width to virtually exceed C up to T b.u., i.e. j = 0, 1, . . . , T .

Let n = (n1, . . . , nK) be the vector of all in-service calls

and b = (b1, . . . , bK) the vector of peak-bandwidth require-

ments, then j = nb.

The decision to accept a new service-class k call in the

system is based on the following constraints:

(a) the number of in-service calls of service-class k,

nk, together with the new call, should not exceed

a maximum threshold n∗k , i.e. nk +1 ≤ n∗k . Otherwise

the call is blocked. This constraint expresses the TH

policy;

(b) if constraint (a) is met then:

(b1) if j + bk ≤ C, the call is accepted in the sys-

tem with bk b.u. and remains in the system for

an exponentially distributed service time with

mean µ−1
k ;

(b2) if T ≥ j +bk > C the call is accepted by com-

pressing its bk together with the bandwidth of

all in-service calls of all service-classes.

The compressed bandwidth of the new service-class k call

is:

b′k = rbk =
Cbk

j +bk
, (1)

where r ≡ r(n) = C
nb+bk

= C
j+bk

.

The product service time by bandwidth per call is kept

constant by changing the mean value of the service time

of the new service-class k call to 1
µ ′

k
= j+bk

Cµk
. The com-

pressed bandwidth of all in-service calls becomes
Cbi
j+bk

for

i = 1, . . . , K. When all calls have compressed their band-

width, then j = C. Note that the minimum bandwidth that

a call tolerates is:

b′k,min = rminbk =
Cbk

T
, (2)

where rmin = C
T is the min. proportion of the required peak-

bandwidth and is common for all service-classes.

A new service-class k call is blocked if j +bk > T .

When an in-service call, with compressed bandwidth b′

i
departs from the system then the remaining calls expand

their bandwidth to b∗i in proportion to their bi, as follows:

bi
′′ = min









bi, b′i +
bib′k

K
∑

k=1
nkbk









. (3)

2.2. The Analytical Model

The existence of the bandwidth compression mechanism

destroys reversibility in the E-EMLM/TH and therefore the

steady state probabilities have no PFS. To circumvent this

problem, the state-dependent factors φk(n) are used, which

lead to a reversible Markov chain:

φk(n)=











1, when nb ≤C and n ∈ΩΩΩ

x(n−

k )

x(n)
, when C < nb ≤ T and n ∈ΩΩΩ

, (4)

where:

ΩΩΩ = {n : 0 ≤ nb ≤ T, nk ≤ n∗k , k = 1, . . . ,K} ,
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n = (n1, . . . , nk, . . . , nK) ,

n−

k = (n1, . . . , nk −1, . . . , nK)

and

x(n) =
1
C

K

∑
k=1

nkbkx(n−

k ), when C < nb ≤ T, n ∈ΩΩΩ . (5)

To prove a recursive formula for the link occupancy dis-

tribution, G( j), initially the global balance equation for

state n, expressed as rate into state n = rate out of state n
is considered:

K

∑
k=1

λkP(n−

k )+
K

∑
k=1

(nk +1)µkφk(n+
k )P(n+

k ) =

=
K

∑
k=1

λkP(n)+
K

∑
k=1

nkµkφk(n)P(n) ,

where n+
k = (n1, . . . , nk + 1, . . . , nK) and P(n), P(n−

k ),
P(n+

k ) are the probability distributions of states n, n−

k , n+
k ,

respectively.

Assume now, the existence of Local Balance (LB) between

adjacent states. Then the following LB equations can be

extracted, for k = 1, . . . ,K and n ∈ΩΩΩ:

λkP(n−

k ) = nkµkφk(n)P(n) , (6)

λkP(n) = (nk +1)µkφk(n+
k )P(n+

k ) . (7)

Based on the assumption of LB, P(n) can be determined

by

P(n) = G−1
(

x(n)
K

∏
k=1

ank
k

nk!

)

, (8)

where ak = λk
µk

is the offered traffic-load (in Erlangs) of

service-class k and G ≡ G(Ω) = ∑
n∈ΩΩΩ

(

x(n)
K
∏

k=1

a
nk
k

nk!

)

.

Since j is the occupied link bandwidth, G( j) is defined as:

G( j) = ∑
n∈ΩΩΩ j

P(n), ΩΩΩ j = {n ∈ΩΩΩ : nb = j} , (9)

Consider now two sets: 1) 0 ≤ j ≤ C and 2) C < j ≤ T .

For set 1), we have the EMLM/TH and G( j)’s are given

by the following formula [41]:

G( j)=
1
j

K

∑
k=1

akbk
[

G( j−bk)−Tk( j−bk)
]

, for j = 1, . . . ,C ,

(10)

where
Tk(x) := Pr

[

j = x, nk = n∗k
]

. (11)

In Eq. (11) the fact that nk = n∗k implies that j ≥ n∗kbk.

When C < j ≤ T , Eq. (4) is substituted in Eq. (6) to have:

akx(n)P(n−

k ) = nkx(n−

k )P(n) . (12)

Multiplying both sides of Eq. (12) by bk and summing over

k we obtain:

x(n)
K

∑
k=1

akbkP(n−

k ) = P(n)
K

∑
k=1

nkbkx(n−

k ) . (13)

Equation (13), due to Eq. (5) is written as:

P(n) =
1
C

K

∑
k=1

akbkP(n−

k ) . (14)

Summing both sides of Eq. (14) over ΩΩΩ j = {n∈ΩΩΩ : nb = j}
and based on Eq. (9), we obtain:

G( j) =
1
C

K

∑
k=1

akbk ∑
n∈ΩΩΩ j

P(n−

k ) . (15)

Since nk ≤ n∗k then

∑
n∈ΩΩΩ j

P(n−

k ) = G( j−bk)−Pr
[

x = j−bk, nk = n∗k
]

.

Thus, Eq. (15) can be written as:

G( j)=
1
C

K

∑
k=1

akbk
[

G( j−bk)−Tk( j−bk)
]

, for j =C+1, . . . ,T ,

(16)

where Tk(x) is given by Eq. (11).

Equations (10) and (16) result in the following approximate

but recursive formula for the calculation of G( j)’s in the

E-EMLM/TH:

G( j) =
1

min(C, j)

K

∑
k=1

akbk
[

G( j−bk)−Tk( j−bk)
]

,

for j = 1, . . . ,T . (17)

Having determined G( j)’s the CBP of service-class k, Bk,

and the link utilization, U , are calculated as:

Bk =
T

∑
j=T−bk+1

G−1G( j)+
T−bk

∑
j=n∗kbk

G−1Tk( j) , (18)

U =
C

∑
j=1

jG−1G( j)+
T

∑
j=C+1

CG−1G( j) , (19)

where G =
T
∑
j=0

G( j) is the normalization constant.

In Eqs. (17) and (18) the knowledge of Tk( j) is required.

Since Tk > 0 when j = n∗kbk, . . . ,T − bk, two subsets are

considered: 1) n∗kbk ≤ j ≤C and 2) C +1 ≤ j ≤ T −bk.

For the first subset, let a system of capacity Fk =
T − bk − n∗kbk that accommodates all service-classes but

service-class k. For this system, rk( j) is defined as:

rk( j) =
1
j

K

∑
i=1
i6=k

aibi
[

rk( j−bi)−Ti( j−bi)
]

,

for j = 1, . . . ,Fk . (20)

Based on rk( j)’s, Tk( j) is computed via the formula

Tk( j) =
a

n∗k
k

n∗k!
rk( j−n∗kbk) . (21)
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For the second subset, Tk( j) can be determined by

Tk( j) =
a

n∗k
k

n∗k! ∑
n∈ΩΩΩ

x(n)
K

∏
i=1
i6=k

ani
i

ni!
, (22)

where ΩΩΩ =
{

n∈ΩΩΩ : n∗kbk +
K
∑

i=1,i 6=k
nibi = j, C+1≤ j ≤ T−bk

}

.

In Eq. (22), Tk( j) is determined only for a subset of ΩΩΩ, de-

fined by C+1 ≤ j ≤ T −bk and only under the assumption

that nk = n∗k . This means that enumeration of the subset

of Ω is needed for those states n = (n1, n2, . . . , nk =
n∗k , . . . ,nK) where C +1 ≤ nb ≤ T −bk. Based on the fact

that the value of T should not be much higher than the

corresponding value of C (otherwise the increase of de-

lay for elastic calls may be unacceptable for some appli-

cations) the subset of ΩΩΩ will not become large. In gen-

eral, the computational complexity of Eq. (22) grows ex-

ponentially with K−1 (since for service-class k we have

nk = n∗k) and can be in the order of O
(

(T−bk−C)(K−1)
)

.

Assuming the existence of the CS policy and ignoring the

bandwidth compression mechanism, then the computational

complexity becomes O(CK) [1].

To further reduce the computational complexity of the pro-

posed model, the application of convolutional algorithms

may be considered [48], but this is left for future work.

3. The Elastic EMLM/TH-BR

Consider again a link of capacity C b.u. that accommo-

dates K elastic service-classes of Poisson arriving calls.

A new service-class k (k = 1, . . . ,K) call has a peak-

bandwidth requirement of bk b.u. and a BR parameter tk
that expresses the reserved b.u. used to benefit calls of

all other service-classes except k. If j + bk ≤ T − tk and

n∗k + 1 ≤ n∗k then the call is accepted in the link and re-

mains for an exponentially distributed service time with

mean µ−1
k . Otherwise the call is blocked and lost.

To determine G( j)’s in the E-EMLM/TH-BR the authors

propose the following approximate but recursive formula:

G( j) =

〈

1, for j = 0

1
min(C, j)

K

∑
k=1

akDk( j−bk)×

×
[

G( j−bk)−Tk( j−bk)
]

for j=1, . . . ,T

0, otherwise

〉

,

(23)

where

Dk( j−bk) =

{

bk for j ≤ T − tk

0 for j > T − tk
. (24)

A characteristic of the BR policy is that it ensures CBP

equalization among different service-classes by a proper se-

lection of the BR parameters. If, for example, CBP equal-

ization is required between calls of two service-classes with

b1 = 1 and b2 = 10 b.u., respectively, then t1 = 9 b.u. and

t2 = 0 b.u. so that b1 + t1 = b2 + t2.

The application of the BR policy in the E-EMLM/TH-BR is

based on the assumption that the number of service-class k
calls is negligible in states j > T − tk and is incorporated

in Eq. (23) by the variable Dk( j − bk) given in Eq. (24).

The states j > T − tk belong to the so-called reservation

space. Note that the population of calls of service-class k
in the reservation space may not be negligible. In [6], [11]

a complex procedure is implemented that takes into account

this population in the EMLM and Engset multirate state-

dependent loss models, respectively. However, this pro-

cedure may not always increase the accuracy of the CBP

results compared to simulation [11].

Similarly to the E-EMLM/TH, the CBP of service-class k,

Bk, is determined based on two groups of states:

• those where the available link bandwidth is less than

bk + tk b.u. when the new call arrives in the system;

this happens when T −bk − tk +1 ≤ j ≤ T ;

• those where the available link bandwidth is enough

to accept the new call, i.e. j ≤ T −bk−tk but nk = n∗k .

The latter implies that j ≥ n∗kbk, or n∗kbk ≤ j ≤ T −bk − tk.
Thus, the values of Bk are calculated by:

Bk =
T

∑
j=T−bk−tk+1

G−1G( j)+
T−bk−tk

∑
j=n∗k bk

G−1Tk( j) , (25)

where G =
C
∑
j=0

G( j) is the normalization constant.

As far as U is concerned, it can be determined by Eq. (19).

In Eqs. (23) and (25) the knowledge of Tk( j) is required

for n∗kbk ≤ j ≤ T −bk − tk. The authors consider again two

subsets: 1) n∗kbk ≤ j ≤ C and 2) C + 1 ≤ j ≤ T − bk − tk.

For the first subset, authors use Eqs. (20), (21) where Fk =
T − bk − tk − n∗kbk, while for subset (2) we use Eq. (22)

where x(n) is given by Eq. (5) and

Ω′Ω′Ω′ =

{

n∈Ω′Ω′Ω′ : n∗kbk +
K

∑
i=1
i6=k

nibi = j, C+1≤ j ≤ T −bk−tk

}

.

If C = T and both the TH and the BR policies are con-

sidered, then calls are not allowed to compress their band-

width. In this case, the proposed E-EMLM/TH-BR coin-

cides with the EMLM/TH-BR of [45]. The values of G( j)’s
and CBP are given by Eqs. (26), (27), respectively:

G( j) =

〈

1, for j = 0

1
j

K

∑
k=1

akDk( j−bk)×

×
[

G( j−bk)−Tk( j−bk)
]

for j=1, . . . ,C

0, otherwise

〉

,

(26)

Bk =
C

∑
j=C−bk−tk+1

G−1G( j)+
C−bk−tk

∑
j=n∗kbk

G−1Tk( j) , (27)
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where

Dk( j−bk) =

{

bk for j ≤C− tk

0 for j > C− tk
. (28)

The link utilization can be calculated by

U =
C

∑
j=1

jG−1G( j) . (29)

Finally, if C = T and we do not consider the TH and the

BR policies, then the proposed E-EMLM/TH-BR coincides

with the classical EMLM of [1], [2]. In that case, the link

occupancy distribution is determined by the well-known

Kaufman-Roberts recursion:

G( j) =

〈

1, for j = 0

1
j

K

∑
k=1

akbkG( j−bk) for j=1, . . . ,C

0, otherwise

〉

, (30)

The CBP of service-class k is given by [1], [2]:

Bk =
C

∑
j=C−bk+1

G−1G( j) , (31)

while the link utilization can be determined by Eq. (29).

4. The Elastic-Adaptive EMLM/TH-BR

Adaptive traffic is a variant of elastic traffic since adap-

tive calls can tolerate bandwidth compression without al-

tering their service time. To include adaptive traffic in the

E-EMLM/TH, authors assume that Ke and Ka are the num-

ber of elastic and adaptive service-classes, respectively.

The single link accommodates K service-classes of Poisson

arriving calls, where K = Ke +Ka.

The existence of the bandwidth compression mechanism

destroys reversibility in the proposed model and therefore

the steady state probabilities have no PFS. To circumvent

this problem, we use φk(n) based on Eq. (4) while the

values of x(n) are given by:

x(n)=







































1, when nb ≤C, n ∈ΩΩΩ

1
C

(

∑
k∈Ke

nkbkx(n−

k )+

+r(n) ∑
k∈Ka

nkbkx(n−

k )

)

when C<nb ≤ T, n ∈ΩΩΩ

0, otherwise

.

(32)

The derivation of Eq. (32) is based on the assumptions:

• The bandwidth of all in-service calls of service-class

k ∈ K (elastic or adaptive) is compressed by a factor

φk(n), in state C < nb ≤ T , so that:

∑
k∈Ke

nkb′k + ∑
k∈Ka

nkb′k = C (33)

• The product service time by bandwidth per call of

service-class k calls, k ∈ K, remains the same in

state n either of the irreversible or the reversible

Markov chain. In other words:

For elastic service-classes:

bkr(n)

µkr(n)
=

b′k
µkφk(n)

⇒ b′k = bkφk(n) . (34)

For adaptive service-classes:

bkr(n)

µk
=

b′k
µkφk(n)

⇒ b′k = bkφk(n)r(n) . (35)

Under these assumptions, Eq. (32) can be derived by sub-

stituting Eqs. (34), (35) and Eq. (4) into Eq. (33).
Based on Eqs. (32)–(35) and following the analysis of
Section 2, it can be proved that G( j)’s are given by the
following formula for the EA-EMLM/TH:

G( j)=

〈

1, for j = 0

1
min(C, j)

Ke

∑
k=1

akbk
[

(G( j−bk)−Tk( j−bk)
]

+
1
j

Ka

∑
k=1

akbk
[

G( j−bk)−Tk( j−bk)
]

, for j=1, ...,T

0, otherwise

〉

.

(36)

Having determined G( j)’s, the CBP of service-class k, Bk,

and the link utilization, U , can be calculated via Eqs. (18)

and (19), respectively.
To determine G( j)’s, in the EA-EMLM/TH-BR the follow-
ing approximate but recursive formula is proposed:

G( j)=

〈

1, for j = 0

1
min(C, j)

Ke

∑
k=1

akDk( j−bk)
[

G( j−bk)−Tk( j−bk)
]

+
1
j

Ka

∑
k=1

akDk( j−bk)
[

G( j−bk)−Tk( j−bk)
]

, for j=1, ...,T

0, otherwise

〉

,

(37)

where the values of Dk( j−bk) are given by Eq. (24).

Similar to the E-EMLM/TH-BR, the CBP of service-

class k, Bk, and the link utilization, U are determined, via

Eqs. (25) and (19), respectively.

5. Numerical Examples – Evaluation

In this section, an application example of the proposed

E-EMLM/TH-BR and the model of [49] (EMLM/TH-BR)

is presented. Through the proposed model authors ob-

tain analytical CBP and link utilization results, and com-

pare them with the corresponding simulation results, in or-

der to reveal the accuracy of the proposed model. Sim-

ilar accuracy appears in the case of the EA-EMLM/TH-

BR and therefore these results are not presented herein.

The simulation model is based on the bandwidth com-

pression/expansion mechanism described by r(n)’s. On

the other hand, the proposed analytical models are based
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on φk(n)’s. In that sense, the comparison of analytical

with simulation results shows how satisfactory the approxi-

mation of φk(n)’s is. Simulation results are mean values of

7 runs. Each run is based on the generation of four million

calls. To account for a warm-up period, the blocking events

of the first 5% of these generated calls are not considered in

the results. Due to the fact that reliability ranges are very

small, they are not presented in the figures that follow. The

simulation language used is Simscript III [50].

As an application example, a link of capacity C = 70 b.u.

is considered and three values of T :

1) T = C = 70 b.u.,

2) T = 75 b.u. with rmax = 70/75,

3) T = 80 b.u. with rmax = 70/80.

The link accommodates three service-classes, with the fol-

lowing characteristics:

• 1st service-class: a1 = 5.0 Erl, b1 = 2, n∗1 = 25,

t1 = 7,

• 2nd service-class: a2 = 1.5 Erl, b2 = 5, n∗2 = 11,

t2 = 4,

• 3rd service-class: a3 = 1.0 Erl, b3 = 9, n∗3 = 6, t2 = 0.

In the x axis of all figures, traffic loads α1, α2 and α3
increase in steps of 1, 0.5 and 0.25 Erl, respectively. So,

Point 1 refers to (a1, a2, a3) = (5.0, 1.5, 1.0) while Point 7

is (a1, a2, a3) = (11.0, 4.5, 2.5).
In Figs. 1–3, authors consider the proposed E-EMLM/TH-

BR and present the analytical and simulation CBP results

of the three service-classes, respectively, for all values

of T . For comparison, the corresponding analytical results

of the EMLM/TH-BR (when T = C = 70) are presented.

According to Figs. 1–3, authors deduce that:

• the results obtained by the proposed formulas are

very close to the simulation results;

• the bandwidth compression mechanism reduces CBP

as expected (higher reduction is achieved for T = 80
b.u.);

• the analytical CBP results obtained by the existing

EMLM/TH-BR fail to approximate the simulation

CBP results of the E-EMLM/TH-BR;

• the application of the BR policy in the E-EMLM/TH-

BR results in the CBP increase of the 1st and 2nd

service-classes and the CBP decrease of the 3rd

service-class. This behavior is expected since the

BR parameters are chosen to favor the 3rd service-

class.

In Fig. 4, the link utilization results (in b.u.) are presented.

Again, the analytical results are very close to simulation,

while the existing EMLM/TH-BR fails to approximate the

results obtained by the proposed model.

0.300

0.200

0.100

0.050

0.030

0.020

0.010

0.005

0.003

0.002

0.001

analyt., 70 (EMLM/TH-BR)C=T=

analyt., 70 =75 (E-EMLM/TH-BR)C= , T

analyt., 70 =80 (E-EMLM/TH-BR)C= , T

sim., 70 =75 (E-EMLM/TH-BR)C= , T

sim., 70 =80 (E-EMLM/TH-BR)C= , T

1 2 3 4 5 6 7

Offered traffic-load points

C
B

P
–

1
se

rv
ic

e-
cl

as
s

st

Fig. 1. CBP – 1st service-class.
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Fig. 4. Link utilization.

As a final comment, the results obtained by the proposed

formulas are very close to the simulation results even for

quite large values of T compared to C. However, increas-

ing T results in a delay increase of elastic calls, which

may be unacceptable for some applications. Thus, T should

be chosen so that this delay remains within acceptable

levels.

6. Conclusion

In this paper authors propose multirate loss models where

Poisson arriving calls compete for the available link band-

width under the TH and the BR policies. Calls are of elastic

or adaptive type, i.e., they can tolerate bandwidth compres-

sion while in-service. When bandwidth of in-service elas-

tic calls is compressed then their remaining service time

is increased. Adaptive in-service calls do not alter their

service time. The analysis of the proposed models leads

to approximate but recursive formulas for the calculation

of the steady-state probabilities and consequently CBP and

link utilization. Simulation results verify the accuracy of

the proposed models. In addition, numerical results show

the necessity of the proposed models, since existing mod-

els fail to approximate the results obtained by the proposed

models, and their consistency.
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Abstract—The paper is devoted to the analytic analysis of re-

sequencing issue, which is common in packet networks, using

queueing-theoretic approach. The authors propose the math-

ematical model, which describes the simplest setting of packet

resequencing, but which allows one to make the first step in the

in-depth-analysis of the queues dynamics in the resequencing

buffer. Specifically consideration is given to NNN-server queue-

ing system (N > 3N > 3N > 3) with single infinite capacity buffer and re-

sequencing, which may serve as a model of packet reordering

in packet networks. Customers arrive at the system according

to Poisson flow, occupy one place in the buffer and receive ser-

vice from one of the servers, which is exponentially distributed

with the same parameter. The order of customers upon ar-

rival has to be preserved upon departure. Customers, which

violated the order are kept in resequencing buffer which also

has infinite capacity. It is shown that the resequencing buffer

can be considered as consisting of nnn, 1 ≤ n ≤ N−11 ≤ n ≤ N −11 ≤ n ≤ N −1, intercon-

nected queues, depending on the number of busy servers, with

iii-th queue containing customers, which have to wait for iii ser-

vice completions before they can leave the system. Recursive

algorithm for computation of the joint stationary distribution

of the number of customers in the buffer and servers, and each

queue in resequencing buffer are being obtained. Numerical

examples, which show the dynamics of the characteristics of

the queues in resequencing buffer are given.

Keywords—infinite capacity, joint distribution, queueing system,

resequencing.

1. Introduction

It is well-known that performance of multi-node simulta-

neous processing systems can suffer from the resequencing

issue, i.e. when the order of arriving customers (packets,

jobs, items, etc.) is violated due to disordering, which may

be introduced by service process or other external/inter-

nal factors. As a consequence of disordering, some cus-

tomers have to wait for other customers before they are

allowed to leave the system. So far various analytical meth-

ods and models have been proposed to study the impacts

of resequencing. Survey on the resequencing problem that

covers the early period up to 1997 and review of queue-

ing theoretic methods and early models for the modeling

and analysis of parallel and distributed systems, including

network systems, with resequencing can be found in [1]

and [2]. Queueing-theoretic approach to the resequencing

problem implies that the system under consideration is

represented as interconnected queueing systems/networks,

where the disordering of customers takes place. The sys-

tem is followed with resequencing buffer, where the order

of customers is recovered. When the system under con-

sideration is the packet network, then the disordering may

take place in the core network and the resequencing buffer

is, for example, the de-jitter buffer in the end node. In [3]

there was proposed to group existing papers on resequenc-

ing into two categories: papers that characterize the disor-

dering process using single queueing system with several

servers sharing a single queue (see e.g. [4]) and papers

where disordering is modeled by a queueing system with

several parallel servers and queues, and each server has its

own dedicated queue (see e.g. [5]). Paper [3] contains the

survey of papers belonging to these two categories.

In this paper, authors consider the system belonging to the

first one. Up to now various problems setting have been

considered and solved including calculation of the distri-

bution of number of packets in resequencing buffer and

in system under different assumptions about arrival and

service process, calculation of the distribution of the rese-

quencing delay, and optimal allocation of customers (see

e.g. [1], [2], [5]–[15]). The resequencing effects can be

estimated by calculation one or several parameters of the

resequencing buffer (say, mean buffer size). Clearly the less

mean buffer size is observed, the less packet resequencing

is required in the system.

Here authors propose to dig deeper in the resequencing

issue by giving a more thorough analysis of the resequenc-

ing buffer. It is probably the simplest problem setting but

it gives a general view of the approach and method of the

analysis. It is important to notice that the proposed method

heavily relies on the fact that the servers are homogeneous

and its extension to the heterogeneous case is a question of

further research.

Specifically the network is modeled, where disordering

takes place, as a M|M|N|∞ queue (N > 3). Here each server

may represent the link (or group of links) in the network.

Transmission times (service times) are exponentially dis-

tributed with the same parameter. The elimination of the
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disordering effect (i.e. recovery of the packets’ sequence)

takes place in the resequencing buffer. The sketch of the

system can be seen in Fig. 1. Packets arrive according to

Poisson flow and are stored in the infinite capacity buffer

before entering the network, where from they are chosen for

transmission according to First Come First Served (FCFS)

or Last Come First Served (LCFS) or Random discipline.

Customers, which violated the arrival order are kept in the

resequencing buffer (RB) of infinite capacity before each

of them can leave the system. As it was noticed in [16],

in such M|M|N|∞ resequencing queue with N > 2 servers,

the resequencing buffer can be thought of either as a sin-

gle queue, where all customers which violated arrival order

reside together (Fig. 1a) or as a collection of several sep-

arate interconnected queues (Fig. 1b). In the latter case

i-th queue contains those customers, which have to wait

for i service completions before they can leave the system.

Notice that the number of service completions needed by

a customer in the RB to leave the system cannot be greater

than N −1.

Buffer

(b) Resequencing buffer

Resequencing buffer

...

...

...

Buffer

IP/MPLS
network

Disordering
network

De-jitter

(a)

Fig. 1. (a) example of the resequencing issue in the VoIP sce-

nario, (b) sketch of the multiserver resequencing queue with sep-

arate interconnected queues in the resequencing buffer.

The proposed point of view of the in-depth-dynamics of the

RB can be probably best described by an example. Con-

sider the network modeled by M|M|4|∞ queueing system

(where disordering takes place) and a resequencing queue

at the exit from the network (see Fig. 1a). Without loss of

generality authors suppose that packets (customers) upon

entering the network (system) obtain a sequential number.

The sequence starts from 1 and coincides with the row of

natural numbers. Let us assume that at some time instant

network occupancy is as depicted in Fig. 2a. Each square

represents one packet and number in the square is its se-

quential number.
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Fig. 2. Example of how resequencing system’s content may

evolve in one step.

After each service completion let one label customers in

servers according to the order in which they occupied

servers. Let us refer to the customer, which was the last to

enter server as the 1st level customer. Customer which en-

tered server just before the 1st level customer is referred to

as the 2nd level level customer. The 3rd level customer is

the one which entered server just before the 2nd level cus-

tomer. Finally the 4th level customer was the first (among
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other three in service) to enter server. In Fig. 2a one can

see the corresponding labeling.

Assume the next service to happen is the completion of

service of the 3rd level customer. It will not leave the

system but occupy one place in the resequencing buffer,

and customer from the buffer with the sequential number 6

will occupy free server (Fig. 2b). At this time instant au-

thors have to re-label customers in servers because the or-

der in which they occupied servers had changed. Now

customer with the sequential number 6 becomes the 1st

level customer. New labeling can be seen in Fig. 2b. If

the next service completion is the service completion of

the 1st level customer, then it joins the resequencing buffer

and customer from the buffer with sequential number 7 oc-

cupies free server. From Fig. 2c it can be seen, that though

two customers reside together in the resequencing buffer

and can constitute a single queue, time until each of them

leaves the system is different. Indeed customer with the se-

quential number 3 has to wait only for one customer (one

service completion) before it can leave the system and cus-

tomer with the sequential number 6 has to wait for three

customers before it may depart from the system. By this

attribute – number of service completions, which customer

residing in resequencing buffer has to wait for before it

can leave the system – by which the single queue in re-

sequencing buffer can be partitioned into several separate

interconnected queues (see Fig. 1b).

One may continue the example further and arrive, for ex-

ample, to the network occupancy as depicted in Fig. 3.

In figure one can see how packets in RB are distributed

among different queues. Partitioning of the RB into sev-

eral queues gives a more detailed view of its dynamics and

leads to number of interesting questions:

• what is the joint stationary distribution of all queues

in the system?

• are there any dependencies between queues’ sizes?

• what happens with queues in the RB if N grows with-

out bound?

• what influence does service rate (distribution) has on

queues’ sizes in the RB, etc?

In this paper the authors focus on the first two questions.

In system with N ≥ 2 servers, if all of them are busy, then

resequencing buffer can be partitioned into N−1 queues

(see Fig. 3 as example for N = 4). If the number of busy

servers is less than N, then the number of queues in the

resequencing buffer is equal to the number of busy servers.

The analysis of the joint stationary distribution of number

of customers even in simple cases with Poisson flow and ho-

mogeneous exponential servers turns out to be a challenging

task. In [16] for M/M/3/∞ queue followed with infinite

resequencing buffer one obtains expressions for joint sta-

tionary distribution of number of customers in buffer and

servers, and number of customers in each of two queues

in resequencing buffer both in explicit form and in terms

(a)
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Fig. 3. Examples of resequencing system’s contents at two dif-

ferent time instants.

of generating functions. In [17] for M/M/N/∞ queue fol-

lowed with infinite resequencing buffer there was obtained

algorithm for recursive computation joint stationary distri-

bution of number of customers in buffer and servers, and

sum of number of customers in two, three, . . . , and N−1
queues in resequencing buffer.

In this paper by modeling the disordering of packets by

M/M/N/∞ queue followed with the RB of infinite capac-

ity we propose the methodology for computation of joint

stationary distribution of number of customers in buffer and

servers, and number of customers in each queue in the RB.

Here it is shown that in the general case N > 3 the joint

stationary distribution can be computed recursively. The

special case of this methodology has already been used

in [16]. The authors note that the joint distribution for the

general case can be also obtained algorithmically in terms

of the generating functions (as it is shown in [18]), but that

results are, as usual, hardly applicable for the computation

of the joint distribution itself.

The next Section 2 is devoted to the description of the sys-

tem and the necessary notation. In Section 3 it is shown

how one can obtain the system of equilibrium equations

for joint stationary distribution of number of customers in

buffer and servers, and number of customers in each queue

in resequencing buffer. The description of the solution al-

gorithm comes after. Several numerical examples are given

in Section 4. In the conclusion, one provides a short dis-

cussion of obtained results and outlines possible directions

of further research.
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2. System Description and Notation

Consider a queueing system with 3 < N < ∞ servers, in-

finite capacity buffer, incoming Poisson flow of customers

of intensity λ , exponential service time distribution in each

server with parameter µ and RB of infinite capacity. Cus-

tomer upon entering the system obtains a sequential number

and joins the buffer. Without the loss of generality authors

suppose that the sequence starts from 1 and coincides with

the row of natural numbers, i.e. customer upon entering the

empty system receives number 1, the next one – number 2

and so on and so forth. Customers leave the system strictly

in the order of their arrival. Thus, after customer’s arrival

it enters server (if there are any idle) or remains in the

buffer for some time and then receives service from one

of the servers. If at the moment of its service completion

there are no customers in the system or all other customers

present at that moment in the buffer and in all other servers

have greater sequential numbers it leaves the system. Oth-

erwise, it occupies a place in the RB. Each customer from

the RB leaves it if and only if its sequential number is less

than sequential numbers of all other customers present in

the system. It may be noticed that the customers may leave

the RB in groups. For example, in Fig. 3a if customer

with sequential number 2 is the next to finish service

then it leaves the system at one together with customer

number 3 and 4.

In order to correctly define the partitioning of the RB into

several queues the following approach is used. Assume

there are n, n = 1,N, busy servers in the system. Each time

any server becomes free or busy the customers in servers

are labeled according to the order in which they occupied

servers. Let us refer to the customer which was the last to

enter server as the 1st level customer. Customer, which en-

tered server right before the 1st level customer, is referred

to as the 2nd level level customer. The 3rd level customer

is the one which entered server before the 2nd level cus-

tomer. Proceeding in similar manner customer, which was

the first (among n) to enter server, is referred to as the nth

level the customer. Customers which reside in the RB form

(n− 1) separate queues in the following way. Customers

which entered the RB between the 1st level and the 2nd

level customer form queue #1. Customers which entered

the RB between the 2nd level and the 3rd level customer

form queue #2 and so on. Customers which entered the

RB between the (n− 1) level and the nth level customer

form queue #(n−1). Example of such partitioning of the

RB into separate queues in case when N = 4 is given in

Fig. 3.

Let us denote by ξ (t) – the number of customers in buffer

and servers at instant t, and by ηi(t) — the number of

customers in i-th queue in resequencing buffer at instant t.
Then the Markov process ζ (t), describing the stochastic

behavior of the system, is

ζ (t) = {(ξ (t),η1(t),η2(t), . . . ,ηN−1(t)) , t ≥ 0}.

In case ξ (t) = 0, all components of the process ζ (t) except

for the first one are omitted; in case ξ (t) = n, n = 1,N −2,

last N −1−n components are omitted. The state space of

the process ζ (t) has the form

X = {0}∪{(1, i1) , i1 ≥ 0}∪{(2, i1, i2) , i1, i2 ≥ 0}∪ . . .

∪{(n, i1, i2, . . . , iN−1) , n ≥ N −1, i1, i2, . . . , iN−1 ≥ 0} .

Let us denote by pn, n ≥ 0, the stationary probabilities of

the fact, that there are n customer in buffer and servers

(customers in the RB are not taken into account), i.e.

pn = lim
t→∞

P{ξ (t) = n}.

One can notice that pn, n ≥ 0, are determined by the same

equations as in the simple M/M/N/∞ queue (see e.g. [19]):

p0 =

(N−1

∑
i=0

ρ i

i!
+

ρN

(N −1)!(N −ρ)

)−1

, ρ = λ/µ , (1)

pi =
ρ i

i!
p0, i = 1,N , (2)

pi =
ρ i

N!N i−N p0 = ρ̃ i−N pN , ρ̃ = ρ/N, i ≥ N +1 . (3)

It can be observed that for the stationary probabilities of the

considered system with resequencing to exist it is necessary

and sufficient that the condition (necessary and sufficient)

for the existence of probabilities pn is fulfilled, i.e. ρ/N < 1
must hold.

Let us denote by pn;i1,...,im , m = 1,N −1, i1, . . . , im ≥ 0, the

stationary probability of the fact that there are n ≥ N cus-

tomers in buffer and servers, and in the RB there are i1
customers in queue #1, i2 customers in queue #2, . . . , im
customers in queue #m, that is

pn;i1,...,im = lim
t→∞

P{ξ (t) = n,η1(t) = i1, . . . ,ηm(t) = im},

m = 1,N −1, n ≥ N, i1, . . . , im ≥ 0.

If the number of busy servers is n < N, then we denote by

pn;i1,...,im , m = 1,n, i1, . . . , im ≥ 0, the stationary probability

of same fact, that is

pn;i1,...,im = lim
t→∞

P{ξ (t) = n,η1(t) = i1, . . . ,ηm(t) = im} ,

n = 1,N −1, m = 1,n, i1, . . . , im ≥ 0 .

The only difference between cases n ≥ N and n < N is that

in the former case number of queues in RB may vary from 1

to N−1 and in the latter case it may vary only from 1 to n.

From the definition of the joint probabilities it follows that

the stationary distribution pn, n ≥ 1, can be calculated from

pn;i1,...,im by summation

pn = P
{

ζ (t) ∈
∞
⋃

i1,...,in≥0
(n, i1, i2, . . . , in)

}

=
∞

∑
i1,...,in=0

pn;i1,...,in , n = 1,N −2 ,

pn = P
{

ζ (t) ∈
∞
⋃

i1,...,iN−1≥0
(n, i1, i2, . . . , iN−1)

}

=
∞

∑
i1,...,iN−1=0

pn;i1,...,iN−1 , n ≥ N −1 .
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3. System of Equilibrium Equations

In order to obtain the balance equations let us consider

step-by-step different partitions of the state space and use

rate-in-rate-out principle (local balance). Notice that if one

sums up, say the probability pN;i1,...,iN−1 , over all possible

values of i2, . . . , iN−1, then one obtains probability of the

state set
∞
⋃

i2,...,iN−1≥0

(N, i1, i2, . . . , iN−1) ,

i.e. probability of the fact that there are N customers in

buffer and servers, and queue #1 contains i1 customers (ir-

respectively of the number of customer in the queues #2,

#3 . . . #(N − 1) in the RB). For the probabilities of such

state sets it is possible to analyse one-step transitions and

write out the balance equations, that eventually lead to the

determination of the whole joint distribution.

Denote by pn;i1,...,im , n ≥ 2, m = 1, min(n−1, N −2),
i1, . . . , im ≥ 0, the probability of the fact that there are n
customers in the queue and servers, and in the RB there are

i1 customers in queue #1, i2 customers in queue #2, . . . , im
customers in queue #m, that is

pn;i1,...,im =
∞

∑
im+1,...,in=0

pn;i1,...,im,im+1,...,in , (4)

n = 2,N −2, m = 1,n−1, i1, . . . , im ≥ 0,

pn;i1,...,im =
∞

∑
im+1,...,iN−1=0

pn;i1,...,im,im+1,...,iN−1 , (5)

n ≥ N −1, m = 1,N −2, i1, . . . , im ≥ 0 .

Notice that Eqs. (4) and (5) define the probabilities not of

a single state of the system but of the set of states. For

example, probability pN−2;i1 defined by (4) is the prob-

ability of the fact that there are N − 2 busy servers, the

buffer is empty, and there are i1 ≥ 0 customers in queue #1

in RB.

Balance equations for pn;i1,...,im will be written out in the

following way. Firstly, one establishes equations for pn;i1 ,

n ≥ N, i1 ≥ 0 and then for pn;i1 , n = N −1,1, i1 ≥ 0.

Secondly, one finds equations for pn;i1,i2 , n ≥ N, i1, i2 ≥ 0
and then for pn;i1,i2 , n = N −1,2, i1, i2 ≥ 0. After that

one proceeds to pn;i1,i2,i3 , n ≥ N, i1, i2, i3 ≥ 0 and pn;i1,i2,i3 ,

n = N −1,3, i1, i2, i3 ≥ 0. This procedure continues un-

til one arrives to pn;i1,...,im , n ≥ N, i1, . . . , im ≥ 0 and

pN−1;i1,...,im , i1, . . . , im ≥ 0.

For probabilities pn;i1 , n ≥ N, i1 ≥ 0, the following equa-

tions hold

pn;0(λ +Nµ) = pn−1;0λ +pn+1(N−1)µ , n ≥ N, (6)

pn;i1(λ+Nµ) = pn−1;i1λ+pn+1;i1−1µ , n≥N, i1 ≥ 1 . (7)

Equation (6) is derived as follows. Assume that the system

is in one of the states when there are n≥N customers in the

buffer and servers and queue #1 in the RB is empty. The

considered state set is
∞
⋃

i2,...,iN−1≥0
(n,0, i2, . . . , iN−1) and the

probability of this state set is pn;0 according to Eq. (5). The

system can leave this state set if the service completion or

arrival occurs, i.e. the rate-out flow is pn;i1(λ +Nµ). The

system can enter this state set if:

• there were n+1 customers in the buffer and servers

(which happens with probability pn) and service

completion of any of the N customers except for the

1st level customer occurred, which happens with rate

(Nµ) (N−1)
N = (N −1)µ ;

• there were n−1 customers in the buffer and servers

and queue #1 in the RB was empty, which happens

with the probability pn+1;0 according to Eq. (5), and

an arrival occurred.

Thus the rate-in flow is pn−1;0 λ + pn+1(N−1)µ . By equat-

ing rate-out and rate-in flows one obtains Eq. (6).

In order to explain Eq. (7) assume that the system is in one

of the states when there are n ≥ N customers in the buffer

and servers and there are i1 ≥ 1 customers in queue #1 in the

RB. The considered state set is
∞
⋃

i2,...,iN−1≥0
(n, i1, i2, . . . , iN−1)

and the probability of this state set is pn;i1 according

to Eq. (5). The rate-out flow from this state set equals

pn;i1(λ + Nµ). The system can enter this state set with

an arrival if there were n− 1 customers in the buffer and

servers and i1 customers in queue #1 in the RB, which hap-

pens with the probability pn−1;i1 according to Eq. (5). The

system can also enter this state set with a service comple-

tion from state set when there were n+1 customers in the

queue and servers, and queue #1 in the RB contained i1−1
customers, which happens with the probability pn+1;i1−1 ac-

cording to Eq. (5) and service completion of the 1st level

customer occurred (which happens with rate (Nµ) 1
N = µ).

By equating rate-out and rate-in flows one obtains Eq. (7).

Probabilities pN−1;i1 , i1 ≥ 0, are governed by the following

equations

pN−1;0
[

λ +(N −1)µ
]

= pN−2λ + pN(N −1)µ , (8)

pN−1;i1
[

λ +(N −1)µ
]

= pN;i1−1µ , i1 ≥ 1 . (9)

Probabilities pn;i1 , n = 1,N −2, i1 ≥ 0, are given by

pn;0(λ +nµ) = pn−1λ + pn+1;0nµ , n = 1,N −2 , (10)

pn;i1(λ +nµ) = pn+1;i1nµ +
i1−1

∑
j=0

pn+1;i1− j−1, jµ ,

n = 1,N −2, i1 ≥ 1 . (11)

For probabilities pn;i1,...,im , m = 2, N −1, n ≥ m,

i1, . . . , iN−1 ≥ 0, one can write out the system of balance

equations in the general form. It holds

pn;0,i2,...,im(λ +Nµ) = pn−1;0,i2,...,imλ +

+pn+1;i2,...,im(N −m)µ +
i2−1

∑
j=0

pn+1; j,i2− j−1,i3,...,im µ + . . .

+
im−1

∑
j=0

pn+1;i2,...,im−1, j,im− j−1µ , n ≥ N, i2, . . . , im ≥ 0 , (12)
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pn;i1,...,im(λ +Nµ) = pn−1;i1,...,im λ + pn+1;i1−1,i2,...,im µ ,

n ≥ N, i1 ≥ 1, i2, . . . , im ≥ 0 , (13)

pN−1;0,i2,...,im
[

λ +(N −1)µ
]

= pN−2;i2,...,im λ +

+pN;i2,...,im(N −m)µ +
i2−1

∑
j=0

pN; j,i2− j−1,i3,...,im µ + . . .

+
im−1

∑
j=0

pN;i2,...,im−1, j,im− j−1µ , i2, . . . , im ≥ 0 , (14)

pN−1;i1,...,im
[

λ +(N −1)µ
]

= pN;i1−1,i2,...,im µ ,

i1 ≥ 1, i2, . . . , im ≥ 0 , (15)

pn;0,i2,...,im(λ +nµ) = pn+1;0,i2,...,im(n−m+1)µ +

+pn−1;i2,...,imλ +
i2−1

∑
j=0

pn+1;0, j,i2− j−1,i3,...,im µ + . . .+

+
im−1

∑
j=0

pn+1;0,i2,...,im−1, j,im− j−1µ ,

m 6= N −1, n = m,N −2, i2, . . . , im ≥ 0 , (16)

pn;i1,...,im(λ +nµ) = pn+1;i1,...,im(n−m+1)µ +

+
i1−1

∑
j=0

pn+1; j,i1− j−1,i2,...,im µ + . . .

+
im−1

∑
j=0

pn+1;i1,...,im−1, j,im− j−1,µ ,

m 6= N −1,n = m,N −2, i1 ≥ 1, i2, . . . , im ≥ 0 . (17)

In Eqs. (12)–(17) for the sake of brevity agreement is

used that ∑−1
i=0 ai = 0. The system of Eqs. (12)–(17) is de-

rived using the same argumentation, which is used above

for Eqs. (6)–(7).

For the fixed value of N system, Eqs. (6)–(17) can be

solved recursively. Computation of pn;i1,...,im consists of

N−1 steps. The first step consists of the following se-

quential computations. Firstly one computes probabilities

pn, n ≥ 0 using Eqs. (1)–(3). Then one finds probabil-

ity pN−1;0 from Eq. (8), probabilities pn;0, n = N−2,1,

from Eq. (10) and then probabilities pn;0, n ≥ N, from

Eq. (6). Secondly one computes probability pN−1;0,0 from

Eq. (14), probabilities pn;0,0, n ≥ N, from Eq. (12), and

probabilities pn;0,0, n = N−2,2 from Eq. (16). Thirdly for

each i ≥ 1 using Eqs. (9) and (7) one finds probabilities

pn;i, n ≥ N −1.

The second step starts with computation of probability

pN−2−k;1−k, k = 0,min(0,N−1) from Eq. (11). Then start-

ing from i1 = 0 one computes probabilities pN−1;i1,i2 ,

i1 + i2 = 1, from Eqs. (14) and (15). Finally, starting from

i1 = 1, one finds probabilities pn;i1,i2 , n ≥ N, i1 + i2 = 1,

from Eq. (13).

The third step starts with computation of probabilities

pN−2−k;2−k, k = 0,min(1,N−2), from Eq. (11). Then start-

ing from i1 = 0, using Eqs. (14) and (15) one finds prob-

abilities pN−1;i1,i2 , i1 + i2 = 2. After that starting from

i1 = 2, one computes probabilities pn;i1,i2 , n≥N, i1 + i2 = 2,

from Eq. (13). Finally using Eqs. (16) and (17) one obtains

probabilities pN−2;i1,i2 , i1 + i2 = 1, starting from i1 = 0 and

then from Eqs. (12) and (13), firstly, one computes proba-

bilities pN−1;i1,i2,i3 , n ≥N−1, i1 + i2 + i3 = 1, starting from

i3 = 1 and, secondly, one computes probabilities pn;i1,i2,i3 ,

n ≥ N, i1 + i2 + i3 = 1, starting from i3 = 1.

The fourth step starts with computation of probabilities

pN−2−k;3−k, k = 0, min(2, N−3), from Eq. (11), which

is followed by computation of probabilities pN−1;i1,i2 , i1 +
i2 = 3, starting from i1 = 0, etc.

The algorithm for the computation of the whole joint sta-

tionary distribution, wherefrom the general pattern can be

seen, is given below in pseudo code.

Algorithm 1: Computation of the joint stationary

distribution

for c ≥ 0 do

Compute pN−2−k;c+1−k, k = 0,min(c,N − c−1)
using Eq. (11).

Compute pN−1;i1,i2 , i1 + i2 = c+1, starting from

i2 = c+1 using Eqs. (14) and (15).

Compute pn;i1,i2 , n≥N, i1 + i2 = c+1, from Eq. (13).

if c = 1 then

Compute pN−2;i1,i2 , i1 + i2 = c, starting from

i2 = c using Eqs. (16) and (17).

Compute pN−1;i1,i2,i3 , i1 + i2 + i3 = c, starting

from i3 = c using Eqs. (12) and (13).

Compute pn;i1,i2,i3 , n≥N, i1 + i2 + i3 = c, starting

from i3 = c using Eqs. (12) and (13).

end if

if c = 2 then

Compute pN−3;i1,i2 , i1 + i2 = c−1, using Eq. (16)

and (17).

Compute pN−2;i1,i2,i3 , i1 + i2 + i3 = c−1, starting

from i3 = c−1 using Eq. (16) and (17).

Compute pN−1;i1,i2,i3,i4 , i1 + i2 + i3 + i4 = c−1,

starting from i4 = c−1 using Eq. (12) and (13).

Compute pn;i1,i2,i3,i4 , n ≥ N, i1 + i2 + i3 + i4 =
c−1, starting from i4 = c−1 using Eqs. (12)

and 13).

end if

if c = 3 then
. . .

end if
. . .

end for

4. Numerical Examples

Extensive numerical experiments were carried out with re-

cursive algorithm described in the previous section, which

involved computation of the joint stationary distribution of

number of customers in buffer and servers, and number
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of customers in queues in the RB, as well as several im-

portant performance characteristics. The complexity of the

algorithm grows very fast as number of servers increases

the computation of the whole joint stationary distribution

becomes very slow.

Below several numerical results are given, which show dif-

ferent aspects of the in-depth-behavior of the queues in

the RB.

It is assumed that number of servers is N = 4 and the ser-

vice rate is µ = 1. The mean and variance of the number

of customers in the RB and correlation coefficient of the

number of customers in the buffer and each queue in the

RB, as functions of the system’s load ρ/N, are depicted in

Figs. 4 and 5.
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Fig. 4. Dependency of: (a) mean number of customers in each

queue in the RB, (b) variance of the number of customers in each

queue in the RB, on the system’s load ρ/N.

From Fig. 5 it follows that number of customers in queues

are weakly correlated and become uncorrelated as the value

of load approaches critical value of 1. Conducted experi-

ments show that the same result holds when one considers

more general model with MAP arrivals and PH service

times (for N = 2). From Fig. 4 it can be also observed

that the mean lengths of queues in the RB are finite which

follows from Little’s law. In fact all the moments of the

lengths of the queues in the RB are finite. The mean queue
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Fig. 5. Dependency of correlation coefficient: (a) number of cus-

tomers in queues in the RB (pairwise), (b) number of customers

in the queue and each queue in the RB (pairwise), on the system’s

load ρ/N.

sizes in the RB are related to each other by inequalities

E(queue #3) > E(queue #2) > E(queue #1). The same

holds for the variances and, in general, for any N ≥ 3 such

inequalities hold. Intuitively this can be explained by the

fact that queue #1 exists in the RB only when the number

of busy servers is at least N − 1, whereas queue #(N − 1)
already appears when two servers become busy. The mean

queue size in the RB if one sees it as a single queue is

the sum of mean queue sizes of queue #1, queue #2, . . .
and queue #(N − 1). This suggests that the moments of

queue #(N −1) size, say mean, may serve as another per-

formance characteristic of the system with resequencing be-

cause eventually its dynamics shows how much disordering

is incurred by the network.

5. Conclusion

In this paper the authors have considered probably the

simplest model for the resequencing issue using queueing-

theoretic approach, which allowed one to look “deeper” into

the dynamics of the RB. It turns out that the joint stationary

distribution of all queues can be computed recursively and,
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as expected, queues in the RB are not equivalent, although

surprisingly weakly correlated. The mechanism accord-

ing to which the queues in the RB are built allows one to

use such characteristic as queue-size moments of the queue

#(N−1) in the RB as another performance indicator of the

whole system with resequencing. There are many possible

ramifications of the system, which may make it more suit-

able for practical needs. Probably the Poisson arrival (and

exponential service) assumption should not be the first ones

to be relaxed, because, for example, in MAP|PH|2|∞ queue

followed with resequencing buffer joint stationary distribu-

tion can be also found in recursive way and the weak cor-

relation of queue-sizes is preserved. The introduction of

heterogeneity and rule for choosing idle servers (say, i-th
server with probability pi, or i-th server with probability

pi, j if j servers are busy) is the more promising direction

of research.
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Abstract—The article explores the quality of multicast trees

constructed by heuristic routing algorithms in wireless sensor

networks where topology control protocols operate. Network

topology planning and performance analysis are crucial chal-

lenges for wire and wireless network designers. They are also

involved in the research on routing algorithms, and protocols

for these networks. In addition, it is worth to emphasize that

the generation of realistic network topologies makes it possi-

ble to construct and study routing algorithms, protocols and

traffic characteristics for WSN networks.

Keywords—multicasting, routing, wireless sensor networks.

1. Introduction

Wireless sensor networks (WSN) are communication net-

works composed of the several autonomous devices that

use sensors to monitor physical or environmental condi-

tions, such as temperature, vibration, pressure, stress, etc.

WSN network nodes are equipped with sensors, micropro-

cessors and transmitting and receiving devices with short-

range transmit power that exchange values of measured pa-

rameters. The nodes create a global knowledge base of the

examined parameters in monitored area. The user has an

access to the database through one or more nodes consti-

tuting the network gateways.

Most of the problems associated with the implementation of

services operating in the wireless sensor networks coincides

with the challenges of all the ad hoc network. In the case

of WSN networks, the energy consumption reduction by

nodes becomes a priority. Devices that are members of

WSN are up to miniaturized, resulting in relatively low

battery capacity. Requirements for these networks relate to

long lifetime. In most applications, charging or replacing

batteries in such devices is impossible. The efficient use

of energy resources available to sensor network nodes is

one of the fundamental tasks for network designers [1].

Reduction of the energy consumed by radio communication

is an important issue. Topology control mechanisms allow

to maintain the lowest energy requirements of nodes and

the maximum network throughput.

Due to a dynamic nature of ad hoc networks, traditional

network routing protocols are not viable. Thus, nodes act

both as the end system (transmitting and receiving data) and

the router (allowing traffic to pass through), which results

in multihop routing. Networks are in motion, i.e. nodes

are mobile and may go out of range of other nodes in the

network [2]. Nodes in these networks generate traffic to be

forwarded to some other nodes (unicast) or a group of nodes

(multicast) [3], [4]. Routing is then a challenging task

due to the specific characteristics that distinguish wireless

sensor networks from other wireless networks (i.e. mobile

ad hoc networks or cellular networks).

The communication model for multicast connections pro-

vides an opportunity to reduce traffic by transmitting single

packets through routers from the sender to the locations

where hosts interested in receiving the data are located.

Such a communication model requires special routing al-

gorithms to be applied. These algorithms construct distri-

bution trees (also known as multicast trees) so that packet

transmission in the network can be executed.

Constrained Minimal Steiner Tree Problem (CMSTP)

[5], [6] involves connecting a single source with multiple

destinations in such way that one of the multiple metrics of

the structure is minimal, under the restriction that the others

do not violate required constraints. Therefore, when com-

paring different algorithms, one has to examine the costs

of the multicast tree found in a given graph for given input

parameters. The evaluation of the result is a non-trivial

task. The metric which is to be minimized, should obvi-

ously be the lowest, but the constrained metrics may be of

greater or lesser importance depending on assumed goals.

The CMSTP problem can be considered both in wired and

wireless networks (ad hoc, mesh, WSN, etc.).

The analysis of routing algorithms for multicast connec-

tions involves a concomitant definition of the way the net-

work in which the algorithms are to be implemented will be

represented. The problem of the appropriate representation

of the network and its influence upon the efficiency and

effectiveness of the algorithms under scrutiny is analyzed

in [1], [7]. Reference [8] proves that in networks in which

nodes are arranged and connected randomly, the effective-

ness of multicast algorithms is at least twofold lower than

that in hierarchical networks that reflect the properties of

the internet network.

The article focuses on the quality of trees constructed by

multicast routing algorithms in WSN networks that use

topology control mechanisms. It starts with an overview

of the available algorithms and evaluation techniques in
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Section 2. Section 3 defines topology control mechanisms

and basic parameters describing network topology while

Section 4 contains simulation study and research method-

ology. In Section 5, the results of the simulation of the

implemented topology control protocols along with their

interpretation are described. Finally, Section 6 concludes

the article.

2. Algorithms Description

2.1. Aggr MLARAC Algorithm

The Aggregated Multi-dimensional LAgrangian Relaxation

based Aggregated Cost (MLARAC) [9] is a variant of the

multi-criterial unicast algorithm adopted for a multicast

problem by performing an aggregation of the unicast re-

sults (paths from the source node to each of the destination

nodes) into a multicast tree (a tree that spans all of the

multicast group members). The MLARAC algorithm is

on the other hand a multidimensional generalization of the

LARAC algorithm [10].

The LARAC algorithm is a technique that utilizes La-

grangian relaxation in path optimization problem with

a single constraint. The foundation of the Lagrangian relax-

ation is the maximization of the Lagrangian dual function.

The merit of solving the Lagrangian relaxation problem is

finding a maximum to a concave, piecewise linear function,

which in the two criterion optimization boils down to a set

of the segments of linear functions. The technique used in

the LARAC algorithm boils down to finding consecutive

approximations of the maximum by finding intersections

of the pairs of the linear functions, which are guaranteed

to intersect in the maximum neighborhood. The difficulty

of finding the maximum is that the function is also piece-

wise linear, and thus the extreme cannot be found in the

analytical way.

In the LARAC algorithm two distant segments of the func-

tion are found and based on the intersections of the lines

to which they belong an approximation of the optimum is

found. Based on the approximation, another segment, closer

to the optimum is determined and used to find another in-

tersection. This procedure is repeated, and after each step,

a better approximation is obtained. The algorithm is guar-

anteed to find the optimum after finite number of steps.

The MLARAC algorithm is a generalization of the problem

to multiple dimensions. Increasing the number of the opti-

mization criteria increases the number of the dimensions of

the Lagrangian dual function. In the MLARAC algorithm

the intersection of lines has been replaced with the intersec-

tion of the hyperplanes. Also two problems that appear in

the multidimensional space have been heuristically solved:

the definition of the initial hyper-segments to intersect, and

handling of the determined approximation. In the first case

the one dimensional optimization is easier, because there

are two sides of the hill of which the peak is to be found.

There exists a robust way of selecting segments from the

two sides of the hill. In the multidimensional case there is

no straightforward equivalent method to determine the ini-

tial conditions. When the intersection of the hyperplanes is

found presenting the new approximation of the result, there

exists a condition that defines precisely, how it should be

used in the consecutive intersections, but the exact equiva-

lent for the multiple dimensions have not been found.

The aggregation of the results in the Aggregated MLARAC

is performed by performing a union operation of the paths

obtained from multiple MLARAC passes, from the source

node to each of the destination nodes, which produces

a subgraph containing all the multicast participants. Such

structure is then pruned using the Prim algorithm [11].

A similar technique has been used earlier in [12].

2.2. HMCMC Algorithm

The Heuristic Multi-Constrained MultiCast (HMCMC) al-

gorithm [13] is a relatively simple heuristic that has com-

bines two main ideas. One is to handle the multiple criteria

by aggregating them utilizing a nonlinear function:

maggr(t) = max
{

m1(t)
c1

,
m2(t)

c2
, . . .

}

. (1)

The second concept behind the HMCMC algorithm is per-

forming the Dijkstra’s algorithm multiple times [8] with

the application of the metric aggregation. It defines the

multicast participants as the source and the destination

nodes separately. The Dijkstra’s algorithm is performed

from the source first, and if the shortest paths to all des-

tinations that are obtained this way fulfill the constraints

defined in the problem they are accepted as the result.

Otherwise the Dijkstra’s algorithm is performed from all

the destinations towards which the constraints have not

been met.

When relaxing the graph from the destination node towards

the source node, the information from the initial algorithm

pass is used to heuristically improve the quality of the se-

lected path. Such an approach is computationaly cheap as

the number of times that the Dijkstra’s algorithm needs to

be performed is the same as the number of the multicast

participants. The experiments have shown that it also pro-

vides a feasible result in many cases.

2.3. RDP Algorithm

The RDP algorithm [14], named after the concept of the

RenDezvouz Point, is an algorithm based on a simulation

semantics applied a modified version of the Dijkstra’s al-

gorithm. The first of the two variations from the origi-

nal algorithm is the multi-source approach. It is based on

a slight change that the relaxation is initialized in multiple

sources rather than one. As the result the labeling of the

costs of reaching particular nodes is performed from dif-

ferent sources. The costs of reaching the nodes are stored

separately so they don’t override each other. This way if

the relaxation is performed for the entire graph, the cost

labels for each of the graph’s nodes will store the infor-

mation about reaching the given node from each of the

initial nodes. If the initial nodes are the same as the mul-

ticast participants, then these cost labels may play role of
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a weighted routing tables for each of the graph nodes. It

is worth noting that in order to deal with multiple metric

the same metric aggregation is utilized as in the HMCMC

algorithm.

The second variation consists in the renaming of the orig-

inal Dijkstra’s algorithm’s operations. It is performed in

such a way that instead of describing the graph relaxation

a simulation of the signal propagation in the graph is de-

scribed. Introducing the notion of time into the considera-

tion presents us with a means to define simultaneously of

the node analysis operations.

Combining these two variations creates a context in which

it is possible to treat the relaxations performed from the

different sources as concurrently performed signal propa-

gation processes. Therefore, it is possible to state that at

a certain point of the simulation time the signals propa-

gating from all of the sources have reached a given node.

In such conditions the given node is said to be equally

or similarly close (in the topological metric) to all of the

source nodes. The thesis behind the RDP algorithm is that

such nodes (further referred to as the rendez vouz points or

the RDPs) may be considered as the middle points for the

multicast trees with a considerable probability.

In [15] two variants of the above technique have been pre-

sented and analyzed with the regard to quality of the ob-

tained results. The quality is defined as the costs of the

obtained multicast trees. The research has shown that there

was no significant difference between the variants therefore

the more performant algorithm should be used as the rep-

resentative implementation of the general RDP technique.

3. Topology Control in Wireless

Sensor Networks

Topology control is the art of controlling decision-making

mechanisms of network nodes, taking into account their

transmission range, that aims at a generation of networks

with specific properties. Unlike the wired networks with

fixed network topologies each node in wireless sensor net-

work is capable of changing network topology by adjusting

its transmission range and choosing the neighboring nodes

through which data will be directed. Thus the main goal

of topology control mechanism implemented in wireless

sensor networks is to keep the connectivity between nodes

(and therefore routing) while maintaining the lowest energy

requirements of nodes and the maximum throughput of the

network.

Topology control mechanisms are used to ensure that cer-

tain parameters in the whole network are secure. Decisions

in nodes are made locally to achieve a global goal. Both

centralized and distributed techniques of topology control

can be classified as topology control mechanisms.

3.1. Network Model

The wireless sensor network can be represented by unit

disc graph and consist of set of nodes distributed in

a two-dimensional plane. Each sensor is equipped in omni-

directional antenna thus the transmission between nodes

is possible only when they are in each other’s transmis-

sion ranges (they can communicate directly) or two far

away nodes can communicate through multi-hop wireless

links using intermediate nodes. Such a graph is represented

by an undirected, connected graph G = (V,E), where V is

a set of nodes and E is a set of links. The existence of the

link e = (u,v) between node u and v entails the existence of

the link e′ = (v,u) for any u,v ∈ V (corresponding to two-

way links in communications networks). In the most com-

mon power-attenuation model, the power needed to sup-

port a link e = (u,v) is p(e) = ||u,v||β , where ||u,v|| is the

Euclidean distance between u and v, and β is a real constant

between 2 and 5 dependent on the wireless transmission

environment (path loss model) [1].

3.2. Protocols of Distributed Topology Control

A practical approach to topology control requires a cre-

ation of distributed protocols that operate locally, without

the knowledge of the global state of the network, and gener-

ate topologies close to the optimal. Topology graphs should

provide desirable properties of a network using symmetric

edges and should be consistent (if these properties are sat-

isfied in the graph of the maximum power that contains

the edges resulting from the maximum transmit power of

the nodes) [16]. It is desirable then to build a graph of

the least degrees of nodes, which reduces the probabil-

ity of interference in the network. It is also desirable to

create optimal topology based on inaccurate information.

Providing accurate information on the nodes is often too

expensive, because it requires GPS receiver in each node

of the network.

Topology control protocols based on the knowledge of the

position of the nodes (called location-based topology con-

trol) are based on the assumption of available information

to the nodes with a very precise location of the neighboring

nodes. The easiest way to satisfy this condition is to equip

the nodes with GPS receivers, which are expensive, but

provide reliable and accurate information. An alternative

solution is to use techniques that make an approximation

of the position based on messages received from its neigh-

bors possible. A few nodes equipped with a GPS receiver

communicating with neighboring nodes may enable them

to calculate position. This solution is less expensive to im-

plement, but is associated with the generation of additional

traffic on the network [17].

Local Minimum Spanning Tree (LMST) protocol calculates

the local approximation of the minimum spanning tree [18].

It is performed in three, or optionally four, stages.

The first stage is the exchange of information. All nodes

send messages to their visible neighbors containing their

identities and locations (visible neighbor nodes that are

within range when transmitting at the maximum power).

In the second stage of topology creation, each node per-

forms locally Prim’s algorithm [11] taking their Euclidean

length of edge as cost – the minimum spanning tree Tu =
(V Nu,Eu) contains all visible neighbors of node u (VNu)

in the max-power graph Gε = (N,Vε). Then, each node

defines a set of neighbors.
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Fig. 1. The steps for generating network topology with an appli-

cation of the LMST model for exemplary node deployments.

The node v is treated as a neighbor of node u (u → v) if

a node v is within range of node u and is available in one

step in a minimum spanning tree computed in this node

Tu = (VNu,Eu):

u −→ v ⇐⇒ (u,v) ∈ Eu. (2)

A set of neighbors of node u is defined as:

N(u) = {v ∈VNu|u −→ v} . (3)

Network topology defined in the LMST protocol is rep-

resented by a directed graph GLMST = (N,ELMST ), where

directed edge (u,v) ∈ ELMST exists only if u −→ v (Fig. 1).

In the last (required) step of the protocol, power levels of

signals required for the communication with neighboring

nodes are calculated. This can be obtained by measuring

the power of incoming messages sent to the nodes in the

first stage of protocol with the maximum power received

from the visible neighbors.
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Fig. 2. The steps for generating network topology with an appli-

cation of the DistRNG model for exemplary node placements.

The fourth (optional) step creates a topology with symmet-

ric links. This is achieved either by replacing the asymmet-

ric edges of symmetric ones or by removing asymmetric

edges.

Distributed Relative Neighborhood Graphs (DistRNG) pro-

tocol [7] constructs a RNG graph built on a set of nodes

N that has an edge between a pair of nodes u,v ∈ N if and

only if there is a node w ∈ N such that:

max{δ (u,w),δ (v,w)} ≤ δ (u,v). (4)

The DistRNG protocol uses the concept of coverage area.

If node v is a neighbor of node u, the coverage area of

node v: Covu(v) is defined as the clipping plane with the

center at node u and width ˆaub, where a and b are the

points of intersection of the circles with the radius δ (u,v)
and midpoints in the nodes of u and v. The total coverage

area of node u is the sum of the areas of all of its neigh-

bors (Fig. 2).

4. Simulation Study

To support the study of routing algorithms, the topology

generator for ad hoc networks has been proposed. The

64



Multicast Connections in Wireless Sensor Networks with Topology Control

(b)
80000

70000

60000

60000 60000

50000

50000 50000

40000

40000 40000

30000

30000 30000

20000

20000 20000

10000

10000 10000

0

0 0

M
et

ri
c 

v
al

u
e

M
et

ri
c 

v
al

u
e

M
et

ri
c 

v
al

u
e

4 12 20 28
Number of participants

AGGR_MLARACm0

AGGR_MLARACm1

AGGR_MLARACm2

HMCMCm2

HMCMCm1

HMCMCm0

RDP_Hmo

RDP_Hm1

RDP_Hm2

(a)

80000

60000

40000

20000

0

M
et

ri
c 

v
al

u
e

4

4 4

12

12 12

20

20 20

28

28 28

Number of participants

Number of participants Number of participants

AGGR_MLARACm0

AGGR_MLARACm1

AGGR_MLARACm2

HMCMCm2

HMCMCm1

HMCMCm0

RDP_Hmo

RDP_Hm1

RDP_Hm2

AGGR_MLARACm0

AGGR_MLARACm1

AGGR_MLARACm2

HMCMCm2

HMCMCm1

HMCMCm0

RDP_Hmo

RDP_Hm1

RDP_Hm2

AGGR_MLARACm0

AGGR_MLARACm1

AGGR_MLARACm2

HMCMCm2

HMCMCm1

HMCMCm0

RDP_Hmo

RDP_Hm1

RDP_Hm2

120000

100000

(c) (d)

Fig. 3. Average cost of constrained multicast trees obtained in networks with 200 nodes generated according to: (a) LMST protocol,

(b) DistRNG protocol, (c) Waxman model with k = 100, and (d) Waxman model with k = 200.

generator was created based on the structure and the meth-

ods that support the process of topology generation of the

BRITE application [19]. Its flexibility and functionality

to generate the topology of wired networks was preserved.

Its capabilities were additionally extended by creating new

classes supporting the process of generation of ad hoc net-

work topologies [20].

The BRITE generator was equipped with tools needed to

generate the topologies according to the two basic topology

control protocols described in Section 3. Protocols based

on the knowledge of the position and direction were se-

lected. These protocols are widely used in existing ad hoc

networks and their usefulness in the simulation of theo-

retical network models is beyond dispute. Implementation

of distributed protocols is associated with a relatively high

computational complexity and, consequently, with signifi-

cant power requirements from the processor and memory

demands from the generator. Each node in the network

has limited knowledge about the entire network topology.

For this reason, a creation of optimal topology is generally

not possible in realistic scenarios. Hence, reflecting this

problem in generative models is desirable.

During application development, additional classes extend-

ing the functionality of the generator were created. The

purpose of these structures was to represent ad hoc network

basis in a format determined by the BRITE application. In

this way, the application was extended by additional tools

that mainly supported the visualization of network topolo-

gies and the presentation of data obtained in the simulation.

A comparative analysis of the most important parameters

of the topology generated by the implemented method were

conducted. The topologies generated by models based

on the DistRNG and LMST protocols and situated in the

square plane with a side length of Size = 1000 were com-

pared. Nodes in all models assumed the value of the max-

imum transmission range of RangeMax = 250.

Distributed topology control protocols do not guarantee the

consistency of the generated graph. Calculations of topolo-

gies diameters were performed only for nodes forming co-

herent graphs.

The aim of research study is to analyze the cost of the trees

as a function of the number of multicast group members.

The simulation process uses 1000 topologies that model

ad hoc networks with LMST and DistRNG topology con-

trol mechanisms. With a constant value of the number

of nodes (n = 100) and the maximum transmission range

(RangeMax = 250), the LMST protocol generates network

topologies with the average number of edges k = 100, while

DistRNG – about 200.

The simulation process also uses network topologies rep-

resented by random graphs generated by the application of

the Waxman method. In order to guarantee the consistency

65



Maciej Piechowiak, Krzysztof Stachowiak, and Tomasz Bartczak

of the graph and create short edges between nodes, bound-

ary values of the Waxman method parameters have been

set up (α = 0.15, β = 0.05). The aim of the authors was

to investigate whether the results of multicast algorithms

in ad-hoc networks are comparable with results obtained in

random graphs with such short edges such as ad hoc net-

works. Therefore, they used network topologies generated

by Waxman node with an average node degree of Dav = 2
(k = 100) and Dav = 4 (k = 200).

5. Experimental Results

The comparison of the multicriterial algorithms is a hard

task not only because of the complexity of the algorithms

themselves, but also because of the multitude of detail in-

volved in the performance of the simulation, let alone its

initiation. Thus, in [21] an innovative method of multicast

algorithms evaluation based on a fuzzy system was intro-

duced. It shows usefulness of imprecise analysis in routing

algorithms comparison.

In a simulation study authors compared the cost of the

multicast trees obtained in different network topologies for

routing algorithms without constraint (m0), with one con-

straint (m1) and two constraints (m2).

Simulations were performed for the sets of graphs of 200

nodes generated with LMST and DistRNG protocol, and

compared with Waxman model in two scenarios: with

k = 100 edges and k = 200 edges. In order to achieve the

high statistical quality of the results 1000 graphs were gen-

erated for each of the topology model. Three metrics (con-

straints) were randomly generated from the range 〈1,1000〉
for each edge in the graph. Each of the generated topologies

was tested for connecting 4,8, . . . ,28 multicast nodes. The

technique presented in [22] was used to pick the constraints

for the MCMST problem.

The results presented in Fig. 3 show a comparison of

Aggr MLARAC, HMCMC and RDP H algorithms in re-

lation to a number of multicast nodes m in the networks

obtained with the above-mentioned methods. The results

show that the average cost of multicast trees increases with

the increase of the number of multicast nodes in the net-

work, with a defined maximum delay value along the path

in the tree (∆ = 1000). The influence of different network

topologies is observable. The costs of obtained trees are

smallest in ad hoc networks with LMST protocol for each

examined algorithms. Aggr MLARAC and HMCMC mul-

ticast algorithms have the best performance in LMST ad

hoc networks.

Analysis of the results presented in Fig. 3 indicate strong

similarities in the results obtained with the algorithms gen-

erated network topologies using a LMST protocol and

Waxman model (k = 100), as well as the protocol DistRNG

and Waxman model (k = 200). In the second case, the costs

of obtained trees are comparable and smallest for each ex-

amined algorithms. Aggr MLARAC and HMCMC multi-

cast algorithms have the best performance in DistRNG ad-

hoc networks and networks generated with an application

of Waxmax model (k = 200). This leads to the conclusion

that in simulations studies on ad hoc networks it is possible

to use fast methods that generate random graphs.

6. Conclusion

Multicriterial constrained multicast routing problems

presents a non-trivial level of complexity. An additional

criterion of comparing algorithms is the network topology

and topology control mechanisms. Following this concept,

a need for a broad analysis techniques spectrum arises.

It has been shown that exploring not only the space of the

algorithms, but also the space of their comparison is worth

an increased amount of effort as the conclusions may ren-

der different algorithms useful in different situations. It is

also observable that for certain parameters complex net-

work topologies obtained by the topology control protocols

can be modeled by random methods. In addition, the sta-

bility of the algorithms against changes in different con-

ditions can be shown with the use of the innovative and

non-standard analysis.

The authors are still developing optimization methods for

multicast connections. A new method based on innova-

tive model of imprecise calculations called Ordered Fuzzy

Numbers [23], [24] seems to be an interesting idea in

future works.
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Abstract—Routing in Vehicular Ad hoc Networks (VANETs)

has found significant attention because of its unique features

such as lack of energy constraints and high-speed vehicles ap-

plications. Besides, since these networks are highly dynamic,

design process of routing algorithms suitable for an urban en-

vironment is extremely challenging. Appropriate algorithms

could be opportunistic routing (OR) where traffic transmis-

sion is performed using the store-carry-forward mechanism.

An efficient OR mechanism, called Location and Direction

Aware Opportunistic Routing (LDAOR), is proposed in this

paper. It is based on the best neighbor node selection by us-

ing vehicles positions, vehicles directions, and prioritization

of messages from buffers, based on contact histories and po-

sitions of neighbor nodes to destination. In LDAOR, when

multiple nodes make contact with a carrier node, the closest

neighbor node to destination is selected as the best forwarder.

However, when only one node makes contact with the carrier

node, the message is delivered to it if it moves toward the des-

tination. Using the ONE simulator, the obtained performance

evaluation results show that the LDAOR operates better than

conventional OR algorithms. The LDAOR not only increases

delivery rate, but also reduces network overhead, traffic loss,

and number of aborted messages.

Keywords—carry-and-forward mechanism, contact history

knowledge, direction and location aware routing, opportunistic

routing, vehicular ad hoc networks.

1. Introduction

The routing algorithms designed for Mobile Ad Hoc Net-

works could not be appropriate for Vehicular Ad Hoc Net-

works (VANETs) since they do not consider inherent fea-

tures of VANET such as high mobility of vehicles (that

leads to frequent topology changes and unstable links), and

short-time connections among vehicles [1], [2]. Therefore,

new routing algorithms must be designed in such a way that

no packet is lost when connections are disconnected. To

solve this problem, opportunistic routing (OR) algorithms

have been proposed for VANETs [3], where packets are

buffered in nodes when a disconnection occurs between two

nodes and there is no continuous path available between

them, thus increasing packets delay [4]. The store-carry

and then forward mechanism is used in these algorithms

when a connection is established, thus increasing delivery

ratio and considerably reducing the data loss rate [5]. This

mechanism keeps messages in node buffers during discon-

nection time, and takes the advantage of node mobility fea-

ture to find appropriate nodes within different partitions in

order to route messages toward their destinations.

New routing algorithms must benefit from history of node

contacts and status of nodes in a network topology for rout-

ing decisions in order to achieve efficient decisions. Due

to the lack of stable links in opportunistic networks, the

memory overhead is high. In addition, since permanent

links do not exist in these networks, the bandwidth of links

becomes an important resource that must be fully utilized

when a contact is made. Therefore, identifying potential

intermediate carrier nodes based on the network knowl-

edge is essential for messages. By efficiently utilizing the

bandwidth for a given message, the opportunity to trans-

mit other messages in the network can increase. These is-

sues motivate us to design a new routing algorithm that re-

solves them.

The authors objective is to propose the Location and Di-

rection Aware Opportunistic Routing (LDAOR) algorithm

that considers position of vehicles to avoid flooding mes-

sages to all contacts and to limit replication rate. The aim

is on reducing the overhead in addition to improving de-

livery ratio, delay, drop ratio, and the number of aborted

messages. In addition, the angle between motion vector of

adjacent nodes and the distance vector from neighbor node

to destination node is considered to avoid sending a mes-

sage to the vehicles moving in the opposite direction of the

message destination.

The authors contribution is the proposal of LDAOR as

a location-based and history-based knowledge OR tech-

nique that chooses the best forwarder node to carry a mes-

sage to its destination based on the position and direc-

tion of the forwarder node with respect to the destination.

In addition, it picks messages for transmission based on

their assigned priorities to quickly forward messages to

their destinations before overflowing of limited buffers used

in nodes.

2. Related Works

The OR algorithms have several prominent functions as:

1. multi-copy,

2. single copy,

3. location-based,
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4. history-based,

5. special node-based [6], [7].

Each one of the OR algorithms can take the advantages

of one or several functions for making their routing de-

cisions.

The first two functions are often used in flooding-based

OR algorithms. Under the first function [8], [9], the copy

of a message is given to all intermediate nodes connected to

a carrier node. This causes a message to move towards its

destination through many directions, thus increasing deliv-

ery rate. However, a message may be given to the vehicles

not moving towards the destination node of the message

making buffers full in nodes, losing a group of messages,

and increasing network overhead. In addition, this func-

tion can seriously reduce the network efficiency under low

network resources [7]. On the other hand, using the sin-

gle copy function, the number of copies of a message is

limited. Either a carrier node or the first node that com-

municates with carrier nodes attempts to directly deliver

the copy of a message to its desired destination [10], [11].

Some techniques dynamically determine the number of re-

quired copies of a message according to network condi-

tions [12]–[15]. The location-based algorithms take the ad-

vantage of physical location of vehicles for routing during

establishing a connection [16]–[20]. These methods decide

regardless of the status of nodes in the past, but their ad-

vantages in using updated information in nodes are consis-

tent with network conditions. Based on the fourth func-

tion, the history of contacts is used for making routing

decisions [9], [21], in which routing decisions are assessed

according to general network conditions within the entire

network and during all the time. However, right decisions

may not be made due to old information. Finally, in OR

based on special nodes [22]–[24], certain nodes are used

to deliver messages to destination nodes.

Many algorithms have been introduced to reduce the flood-

ing effects, e.g., [12]–[15], [25], [26], by forwarding a mes-

sage to high-quality nodes that have better chance for

delivering the message to its destination. The quality of

a node can be defined by various metrics such as the fre-

quency that a node meets other nodes, the frequency that

a node meets the destination, the last contact time of a node

with other nodes, and the last contact time of a node with

the destination. For example, MaxProp [9] is a flooding-

based protocol [12], [27] since a carrier node sends mes-

sages to all contacts without distinguishing between them.

Besides, MaxProp is based on history [7] since it takes

the advantage of history of contact nodes for prioritization

of messages for transmission and for removing from node

buffers. It prioritizes each message based on two criteria:

hop-count, i.e., number of nodes a message has traveled

since its generation, and delivery probability to destination.

When sorted based on hop-count, the messages with the

hop-count smaller than a given threshold have high priority

for transmission. On the other hand, those messages with

hop-counts exceeding the threshold are sorted based on de-

livery probability to their destinations. Then, the messages

with small chance of delivery to their destinations have

the highest priority to be deleted from the buffer when the

buffer is becoming full.

Some OR protocols are location-based that can provide bet-

ter performance results than [28]–[30]. Instead of links

statuses, routing decisions are based on the positions of

source node, destination node and adjacent nodes at con-

tact time. Since location-based protocols do not require

the overhead of saving the information of previous nodes,

they can achieve the desired goal with minimal overhead.

For example, in Packet-Oriented Routing (POR) [18], mes-

sages belonging to far destinations have higher priority for

transmission compared to the messages belonging to close

destinations. There is no limit on buffering messages in

nodes under POR. The POR decides only based on the dis-

tance of an adjacent node to the destination node and does

not consider the history of contacts at all. Using POR,

a carrier node only selects the best forwarder node among

adjacent nodes for all its messages. After prioritizing them,

POR sends the messages in sequence to the new forwarder

node.

The Prophet protocol [21] benefits from the history of con-

tacts of nodes to destination node besides the multi-copy

function. By this history, the delivery probability of a mes-

sage to its destination through adjacent nodes can be com-

puted by a carrier node. Then, the message will be given

to those nodes that have visited the destination node more

than the carrier node itself.

In this paper, the best forwarder nodes are selected using

their statuses at the time of contact to prevent from flooding.

In addition, based on the history of contacts and position

of nodes in the network, priorities are assigned to messages

for sending and removing them from buffers. This can

improve performance parameters in the whole network.

3. The LDAOR Protocol

In the following, the LDAOR protocol shall be described

after stating network model.

3.1. Network Model, Data Structures, and Performance

Parameters

The following shows presented network model and its rel-

evant assumptions:

• The network focuses on vehicle to vehicle commu-

nications in an urban area with many junctions in

which roads are two-way. For example, Helsinki city

includes these features.

• The proposed VANET includes different vehicles

such as privately-owned vehicles (POV), buses and

taxis with special mobility patterns. Among the ve-

hicles, several cars are randomly determined as des-

tination of messages and other are selected as source

vehicles. Destination nodes are considered stationary
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(fixed). This assumption is suitable for applications

such as delivering a message to a base point as access

point.

• Since the speed of nodes cannot exceed a limit in

a city scenario, each node can find the location of

a destination node using a suitable location server,

e.g. the method presented in [32]. Location servers

can provide lookup and publish algorithms to ex-

change information about geographic positions of

nodes in a network. In order to select the best for-

warder nodes, a carrier node needs to calculate the

direction of any candidate node with respect to the

destination node and its distance to the destination

node.

• Each vehicle is equipped with Geographical Position

Systems (GPS) to obtain its current position.

• Since there is no resource without limitation, each

node has a limited buffer.

• Transmission rates in all vehicles are all the same.

• There is no faulty node or link in the network.

• There are two reasons for having low collision in op-

portunistic networks. First, the number of neighbor

nodes that can correctly receive and send messages

is low because of instability links. Second, since the

positions of nodes are different, the nodes do not re-

ceive a request message from a carrier node at the

same time.

The following list shows the data structures required for the

LDAOR protocol:

• Node A uses five fields to keep its status as:

– Node ID – identification code of node A;

– Delivery probability list – the list of delivery

probabilities relevant to delivering of messages

from node A to each one of other nodes. For ex-

ample, if the value of probability in carrier node

B to node A is 0.25, node B has made contact

to node A with probability 0.25 so far. There

is only one delivery probability in node A to

each one of other nodes in the network. When

a contact is made between nodes A and B, de-

livery probabilities are updated in both nodes

based on the method presented in MaxProp. In

the same way, a carrier node may evaluate the

probability of nodes to the destination node for

finding a node on a path with a high contact

probability. To calculate delivery probability,

whenever node X makes contact to node Y, the

value of probability in all nodes is increased

by one, and then the probabilities of all nodes

are re-normalized based on the rule provided

in Section 3 of [9] so that sum of probabilities

in all nodes becomes 1. Thus, delivery prob-

ability list values in a node indicate that this

node moves in either a crowed path or a sparse

path;

– List of MsgIDs already sent – this list keeps

the ID of transmitted messages to other nodes.

For example, consider node A has sent mes-

sages M1 and M2 to node B; and M3, M4, and

M5 to node C. Then, node A keeps {B, (M1,

M2)} and {C, (M3, M4, M5)} in this field. In

the next contact, node A can easily find out that

node B has previously received message M2,

and it will avoid sending message M2 to node

B for the second time. This list is scanned at

some time intervals and the old IDs are removed

from the list;

– Current Location(x, yx, yx, y) – at any time, current

location of node A is obtained from the GPS

system and saved in these fields;

– Previous location(x, yx, yx, y) – previous location of

node A;

– Average transmitted bytes per transfer op-

portunity – when node A makes a contact with

node B, and then sends its messages to node B

within the contact period, total number of trans-

mitted bytes in node A is updated by the size

of transmitted messages.

• Each message M includes the following fields:

– MsgID – identification code of message M

given by the source node. This ID is a com-

bination of node ID and a sequence number

generated by the node;

– Source – the ID of the source node that has

generated message M;

– Destination – the ID of destination node of

message M;

– Hop list – when message M passes through

different intermediate nodes, the IDs of the in-

termediate nodes are recorded in this list;

– TTL – time to live for message M. When TTL

of the message expires, the message should be

deleted.

– Hop-count – This field is set to zero when mes-

sage M is generated. When this message arrives

at an intermediate node, the hop-count field is

incremented by 1;

– Message text – the text of message M.

In a Hello message, there is a field called AckedMsgs. To

avoid propagating a message already reached its destination,

the destination node adds the ID of the delivered message to

the AckedMsgs field of a Hello message and broadcasts it
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in the network. Then, each node receiving this Hello mes-

sage removes the acknowledged messages from its buffer.

The following shows the performance parameters defined

based on the ONE simulator [35]:

• Aborted messages – the number of aborted trans-

missions between nodes divided by total number of

generated messages. A message is aborted when a re-

ceiver node cannot receive the message from a trans-

mitting node because of small contact duration.

• Loss in buffers – number of dropped messages (in-

cluding replicated messages) in buffers due to buffer

overflow. This loss occurs when a receiving node

does not have enough room in its buffer.

• Delivery ratio – message delivery probability de-

fined by

Delivery ratio =
Number of delivered messages

Number of generated messages
.

• Overhead ratio – assessment of bandwidth efficien-

cy defined by

Overhead = Number of relayed messages including replicated message
Number of delivered messages

−

−
Number of delivered messages
Number of delivered messages

.

Since in all OR algorithms request messages and re-

ply messages should be communicated between in-

termediate nodes, their overhead has not been con-

sidered in the overhead ratio. According to the above

formula, only those data messages that cannot be de-

livered to their destinations are accounted for over-

head ratio.

• End-to-end delay – average delay from generation

time of a message until successfully delivering to its

destination.

3.2. The LDAOR Protocol

The pseudo code of LDAOR is shown in Algorithm 1 and

Algorithm 2. It includes two phases: selecting the best

neighbor nodes in order to store-carry and then forward

a message toward its destination (see Subsection 3.2.1),

and prioritization of messages according to MaxProp and

then sorting the messages based on the minimum dis-

tance between neighbor nodes and destination nodes (see

Subsection 3.2.2). To reduce overhead, LDAOR limits the

rate of message replication with respect to physical lo-

cation and direction of neighbor nodes with the desti-

nation node. The LDAOR utilizes both node history in-

formation and node information at the time of contact.

The general parameters used in LDAOR are depicted in

Table 1.

Algorithm 1 : LDAOR, phase 1 – neighbor selection on

contact event
Step 1: Exchange the status of connection to each other

Step 2: Delete the acknowledged messages from the buffer

Step 3: Direct delivery: if the neighbor node is the destination

of any message in the buffer, then deliver it first

Step 4: CM = {}

for each message Mk in carrier node ci do

nk = number of neighbors that have not received Mk
if (nk = 0) then

Mk must still remain in buffer

if (nk = 1) then

gn = best forwarder node based on the angle-based

method

else if (nk > 1) then

gn = best forwarder node based on the distance-

based method

end if

if (nk 6= 0) then add (gn, Mk) to set CM

end for

return CM

Algorithm 2 : LDAOR, phase 2 – determine priorities of

messages for transmission

Step 5: Determine threshold H // similar to MaxProp

Step 6: Split CM into two sections – sorting messages with

hop-count lower than threshold H and messages with hop-count

greater than threshold H

Step 7: for k = 2 to size (CM) do // take all messages in CM

Take messages Mk and Mk−1 from set CM

if (hk < H and hk−1 ≥ H) then

send Mk
else if (hk−1 and hk ≥ H) then

1. if (hk < H and hk−1 < H) then

if (DIk < DIk−1) then Send Mk
else Send Mk−1
end if

2. if (hk ≥ H and hk−1 ≥ H) then

if (d pk > d pk−1) then Send Mk
else if (d pk < d pk−1) then Send Mk−1

else // the same dp for forwarders of Mk
and Mk−1

if (DIk < DIk−1) then Send Mk
else Send Mk−1

end if

end if

end for

3.2.1. Neighbor Node Selection (Phase 1)

Whenever a carrier node wants to find a forwarder node, it

should select the best neighbor node as a forwarder node

in phase 1.

Step 1 of phase 1. The operation of the first phase of the

algorithm is as follows. Since LDAOR decides for each

message individually, it is necessary to obtain required in-

formation from its adjacent nodes in order to select the
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Table 1

Notations used in LDAOR

Notation Description

angle
Angle between two location coordinates

for a neighbor node

b Buffer size

ci Carrier node i

cn Candidate neighbor node

CM
Array of selected forwarder nodes with

messages for transmission

DIk
Distance array between neighbor nodes k

and destination node

dic
Distance value between candidate node c

and destination node

dk The destination of the k-th message

dp Delivery probability for a neighbor node

gn Good neighbor

H Threshold on hop-count of a message

hk Hop-count of the k-th message

(lcx, lcy)
Location coordinate for neighbor node

at current time

(l px, l py)
Location coordinate for candidate neighbor

node at previous time

Mk The k-th message in a buffer

−→
ND

Distance vector from neighbor node
to destination Mk

nk
Number of neighbors that have not

received Mk

p Portion of buffer

speed Speed of neighbor node cn

ST Average transmitted bytes

~VN Neighbor node velocity vector

(vx, vy) Velocity coordinate of a neighbor node

θ A direction angle of a neighbor node

best forwarder node among them when a contact happens.

This information includes: the acknowledged messages in

order to avoid decision making once again and resend-

ing them again, and the location and direction of neighbor

nodes in order to check their statuses with respect to the

destination of messages, where LDAOR obtains this infor-

mation using location server. These operations are carried

out based on the information available in nodes (see Sub-

section 3.1).

Step 2 of phase 1. After receiving the acknowledge mes-

sage for a transmitted message, a carrier node removes the

message from its buffer. Notice that relative mobility be-

tween two vehicles may be high. Then, there will be a de-

lay in receiving acknowledge of messages. In this case, the

carrier node removes the acknowledged messages from its

buffer using the following mechanism. If the carrier node

has not received the acknowledge for a transmitted mes-

sage, it assumes that the message has not been delivered

to the relevant destination node yet. Therefore, it tries to

find a forwarder node for carrying the message by send-

ing a request message (in order to resubmit the message)

to neighbor nodes. It is likely that some of the neighbor

nodes have already received the acknowledge of the mes-

sage. Hence, they avoid receiving the duplicate message,

and notify the carrier node (with a reply message) that

the message has already been delivered to its destination.

In the worst case, the message may be delivered to a node

that has not received its acknowledge. Nevertheless, it is

likely that its neighbor nodes have already received the ac-

knowledge.

Step 3 of phase 1. If there is a neighbor node which is

the destination of a message in the buffer, LDAOR directly

delivers the message to the neighbor node. By this way,

the number of messages from the buffer will reduce.

Step 4 of phase 1. If there is no destination node for

a message among the neighbor nodes, LDAOR enters the

decision making step for selecting the best neighbor nodes

for carrying the remaining messages inside the buffer of

the carrier node (see Fig. 1).

CM = {}

nK > 1
Yes

Yes

Yes

Select best forwarder node gn

based on the destination-based
method

Select best forwarder node gn

based on the angle-based
method

Each message in carrier nodeM CK i

n CK i= number of neighbors of

nK = 0

nK = 1

MK must still remain in buffer

Add ( , ) to setg M CMn K

No

No

No

Fig. 1. Step 4 in phase 1.

The neighbor node selection mechanism in LDAOR oper-

ates as follows, in which only one forwarder node can be

selected for each message. For a given message, when there

is only one contact that has not previously received the mes-

sage, the carrier node uses the angle-based method. On the

other hand, when the carrier node has several contacts that

neither of them has previously received the message, the

distance-based method is utilized for forwarder node selec-
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tion. Note that nk = 1 in a region indicates that the number

of candidate nodes is low and there is the probability of

partitioning. This is because in this region, only one node

has been candidate to receive the message. Thus, sending

the message to this node needs more precision. Hence, if

the message is sent to a node that moves away from the des-

tination node (in the worst case, it moves in the opposite

direction to the destination node), the chance of sending

the message to the best other node is low, and therefore,

this transmission may be vain in the network. However,

nk > 1 indicates that congestion of nodes is relatively high

in the region, and the closer node to the destination node

for sending the message is better. In this case, even if this

node moves away from the destination node, there are some

chances for delivering the message to the other best node.

At the end, set CM is provided, where each item in this set

includes two entries as the selected neighbor node and the

relevant message.

To illustrate the importance of neighbor node selection,

consider the scenario displayed in Fig. 2a. Suppose car-

rier node A has messages M1, M2 and M3 in its buffer,

respectively, with destinations D1, D2 and D3. Node A

has made contact with three nodes B, C and F. Node A

has received the status of the nodes in response to Hello

messages for carrying message M1. Then, based on the

status of nodes, node A is noticed that node B has previ-

ously received message M1. Thus, either node C or node F

should be selected to carry message M1. Using the distance-

based method, node F with minimum distance to destina-

tion D1 is chosen as the forwarder node for message M1.

Based on the statuses of adjacent nodes, node A is also

noticed that only node C has not previously received mes-

sage M2. Hence, node A uses an angle-based method to

check whether node C moves toward destination D2 or

not. After calculating the angle between motion vector of

neighbor node C and distance vector of neighbor node C

to D2, node A realizes that node C moves completely in op-

posite direction to destination D2. Thus, M2 has no chance

to be delivered to D2 by node C. Therefore, node A must

still keep M2 in its buffer until the setup of an appropri-

ate contact. This avoids useless saving of a message in

buffer of node C. Similarly, the carrier node chooses the

best forwarder node for other messages in its buffer. Af-

ter preparing the set of ready contacts for receiving mes-

sages (as depicted in Fig. 2b), the phase 2 is started. The

carrier node sends the messages based on their priorities

to the appropriate nodes selected in the first phase (see

Subsection 3.2.2).

When a carrier node wants to select the best forwarder

node, it uses the location service for receiving the location

of the destination node. The carrier node decides to select

either the distance based method or the angle-based method

according to the number of candidate nodes. In the distance

based method, the carrier node obtains the position of the

destination node by location service in order to compute

the distance of the candidate node to the destination node.

In the angle-based method, the carrier node obtains the

(a)

(b)

D1

D1

D2

D2

M2

M2

M6

M6

M3

M3

M1

M1

M1

M1

M2

M2

M2

M2

M3

M3

M9

M9

D3

D3

A

A

F

F

C

C

B

B
F

B

transfer ready messages messages in buffer

Fig. 2. Neighbor selection scenarios: (a) neighbor node selec-

tion scenario in LDAOR and (b) contacts with messages ready to

transmit.

position of the destination node by location service in order

to compute the angle between the distance vector to the

destination node and the motion vector of the candidate

node.

In angle-based method an exactly prediction of direction

of vehicles is more complex in city scenarios due to high

number of branches. Therefore, LDAOR determines the

direction of a neighbor node by approximating the angle

between the velocity vector of the neighbor node and dis-

tance vector from the neighbor node to the destination node

(see Algorithm 3). If there exists any calculation error for

the angle, it surely depends on the received information

from the nodes that may depend on the error originated

from GPS. Therefore, if there is a GPS with low error,

LDAOR can calculate the angle according to the Eq. (1)

very well.

In this case, if the estimated angle is acute angle (i.e. below

90◦), then the neighbor vehicle is likely moving toward the

destination node. Actually, in LDAOR, vehicle direction

with respect to the destination node is important, not its

direction in each junction.

Let vehicle V be the only candidate node for receiving

the message. Then, the carrier node uses the angle-based

method for approximating the direction of vehicle V with

respect to the message destination. In this case, the mes-
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Algorithm 3: Angle-based method to evaluate a neighbor

node cn for a given message M

1: angle = tan−1
(

lcy − l px

lcx − l px

)

2: vx = speed × cos(angle)
3: vy = speed × sin(angle)

4: |~VN | =
√

v2
x + v2

y

5: Compute based on destination of message M

6: θ = cos−1

(

−→

ND×~VN

|

−→

ND|× |~VN |

)

7: if (θ < 90◦) then

8: cn is chosen as forwarder node for the message

9: else

10: The message should still be kept in buffer

11. end if

sage is sent to a neighbor node V only if it moves toward

the message destination. Determining whether node V is

moving toward the message destination or not can be ob-

tained by calculating θ :

θ = cos−1

( −→
ND×~VN

|
−→
ND|× |~VN|

)

, (1)

where
−→
ND is the distance vector from node V to the desti-

nation node of the message, and ~VN is the velocity vector

of node V. If θ < 90◦, node V is likely moving toward

the message destination, i.e., the message can be delivered

to it. Otherwise, when θ ≥ 90◦, node V moves away from

the destination node, and therefore, the message should be

held in the carrier node buffer until finding a better for-

warder node. This mechanism avoids delivering messages

to the nodes that do not move toward the destination. There-

fore, the network traffic decreases and buffers are not filled

with those messages that do not have any chance to be

delivered to their destinations.

Algorithm 4: Neighbor selection by distance-based method

for message Mk with destination dk
1: D = infinity

2: for each neighbor node cn do

3: dic = distance(cn, dk)
4: if (dic < D) then

5: D = dic
6: g = cn
7: end if

8: end for

9: return g

In distance-based method the multiple nodes are candidate

for receiving the message. In this case, the carrier node uses

the distance-based method (see Algorithm 4) for selecting

the best forwarder node. Hence, each candidate neighbor

node notifies its physical location inside a reply message

to the carrier node. Then, the carrier node computes the

distance of each candidate vehicle from its current position

to the destination node and selects the node with the small-

est distance to the destination node as the forwarder node.

Then, the carrier node delivers the message to the selected

forwarder node.

In short, among multiple candidate neighbor nodes, a node

is selected with the minimum distance to the destination

node of a given message. This method can relatively re-

move redundancy created by the flooding methods. In ad-

dition, delivering the message to the nodes that are closer

to the message destination can reduce delay.

3.2.2. Management of Buffer in a Carrier Node

(Phase 2)

Since it is assumed that nodes have limited buffers, their

overflows may happen and some important messages may

be lost. Hence, a mechanism should be provided for buffer

management so that the messages that are more likely

to reach their destinations are processed faster. On the

other hand, those messages with minimum chance of de-

livery to their destinations should be removed from buffers

when overflowing, i.e. the messages with minimum delivery

probabilities with hop counts exceeding a threshold. These

deleted messages are counted as lost messages. Therefore,

messages should be prioritized in buffer of each node. By

this, more space can be provided for future coming mes-

sages. In LDAOR, transmission opportunity is the same

for all messages at the beginning. However, when mes-

sage M1 has been transmitted for a number of times (i.e.

a message with high hop-count), message M1 should have

less priority in re-transmission compared with newly ar-

rived message M2. This is because message M1 has already

used network bandwidth and has not been successfully de-

livered yet. Hence, it is fair to service message M2. Still

message M1 has transmission opportunity in future. The

LDAOR tries to provide fairness for message transmission

opportunity. When two messages have the same hop count,

decision is made based on the status of the transmitter node

(as stated in the following). Therefore, messages will not

encounter bandwidth starvation under LDAOR.

Step 5 of phase 2. Consider a carrier node has made con-

tact with a given node. Under LDAOR, the carrier node can

send its traffic to the given node as long as the contact is

setup. Whenever the contact is shut down, the carrier node

computes the volume of transmitted traffic in that contact in

bytes. Note that, within the contact period, the carrier node

may transmit a number of messages or only a part of a mes-

sage. Then, the carrier node computes average transmitted

traffic ST among contacts as following. Consider a sliding

window of 10 last contacts set up by the carrier node. Let

Si be the volume of whole traffic transmitted in bytes within

the i-th contact in the sliding window, computed at the end

of the contact i. Let r (where r ≤ 10) denote the number

of contacts made within the sliding window. Then, ST is

computed by

ST =
1
r

r

∑
i=1

Si, if Si 6= 0 .

Prioritization of messages in LDAOR is performed by the

following rules. For prioritization of messages, we need to
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define parameter H as a threshold on hop-count of messages

in a given carrier node, which is the same for all messages

inside the carrier node buffer. Note that each node has its

own H at any time. This threshold is computed based on

the messages available in the carrier node buffer. Similar

to MaxProp, the LDAOR uses average transmitted bytes ST
and buffer size b to adjust threshold H. For this purpose,

the carrier node calculates parameter p using Eq. (2) (in

bytes) [9]:

p =



















ST ST <
b
2

min(ST , b−ST )
b
2
≤ ST < b

0 b < ST

. (2)

A carrier node computes parameter p in Eq. (2) under two

situations since average number of transmitted bytes ST
may have changed:

• When the carrier node wants to send a message, it

must calculate p according to average transmitted

bytes ST . Then, it sorts the messages in its buffer

based on their hop counts. Finally, the node calcu-

lates threshold value H;

• When the carrier node wants to receive a message

while its buffer is full, it needs to re-calculate p.

Then, considering the threshold value, it removes

a low-priority message from its full buffer in order

to receive the new message.

Then, z items in set CM (obtained in phase 1) are sorted (in

ascending order) based on the hop-count of the messages.

Starting from the beginning of the sorted list CM, denote

the size of z messages by N1, N2, . . . , Nz. Now consider

the j-th message satisfies the condition ∑ j
i=1 Ni > p, where

∑ j−1
i=1 Ni ≤ p. Then, threshold H is set to the hop-count of

the j-th message plus 1.

After computing threshold H, the messages in CM are split

into two sections (similar to MaxProp): messages with

hop-count < H and messages with hop-count ≥ H. The

LDAOR mechanism determines the priorities for transmis-

sion of messages and deleting messages from the carrier

node buffer as displayed in Fig. 3. Notice at the left part

of Fig. 3, messages are first sorted based on hop-count,

and then based on distance of neighbor nodes to destina-

tions. In other words, if hop-counts of few messages are the

same, they are sorted based on the distance of their neigh-

bor nodes to their destination nodes. On the other hand,

the right part in Fig. 3 is sorted based on delivery prob-

ability. When delivery probability is the same for a few

messages, they are sorted based on distance of neighbor

nodes to destination nodes, as displayed in Fig. 3.

As stated in Subsection 3.1, hop-count of a message shows

the number of nodes the message has visited. By sort-

ing messages based on their hop-counts in a carrier node,

authors give high priority of transmission to those mes-

sages that have been generated newly and have visited small

High rank Low rank

Messages with hop-counts < H

Messages are transmitted
starting from here with

smallest hop-count

Messages are deleted
starting from here

Messages with hop-counts ³ H

Sorted first by hop-count and the
by distance of neighbor node to

destination

Sorted first by delivery probability
and the by distance of neighbor

node to destination

Fig. 3. The LDAOR priority mechanism for splitting messages

in CM.

number of nodes. Notice a message with high hop-count

shows that the network has attempted for a number of times

to deliver the message to its destination by passing through

a high number of nodes. However, the message has found

less chance of delivery and less importance.

Delivery probability for a forwarder node shows the number

of frequencies that the forwarder node has made contacts

with other nodes. When delivery probability is high for

a forwarder node, it shows that the delivering of messages

through that forwarder node is high. When a contact is

made between two nodes, delivery probabilities are updated

in both nodes, based on the method presented in [9].

Step 7 of phase 2. In this step, dic shows the distance be-

tween the selected forwarder node and the destination node

of message Mk, the notation hk denotes the hop-count of

message Mk, and dpk refers to the delivery probability of

the forwarder node assigned to message Mk. In each loop,

Step 7 evaluates two consecutive messages Mk and Mk−1
in CM. If hop-counts of both messages are smaller than

threshold H, their priorities are determined based on the

distance-based method, i.e. high priority for transmission

is given to the message that its relevant forwarder node has

smaller distance to its destination. The advantage of this

mechanism is that when a forwarder node has the smallest

distance to the destination, its relevant message is transmit-

ted at first. Then, the next messages are transmitted in se-

quence according to distances of their associated forwarders

to their destinations. This mechanism causes a message to

be located closer to its destination before its corresponding

forwarder node goes in a situation that is out of the com-

munication range of the destination. For example, consider

there are three messages M1, M2, and M3 in CM, where for-

warder nodes cn1, cn2, and cn3 have been assigned to carry

them, respectively. Consider hop-counts of messages M2
and M3 are smaller than H, and hop-count of message M1
is larger than H. Assume cn3 to be closer to destination of

message M3 than cn2 to destination of message M2. There-

fore, M3 is transmitted sooner than M2. After sending M2
and M3, the carrier node sends M1 due to its hop-count

greater than H. This mechanism can increase delivery rate

and can reduce delay in delivering messages to their des-

tinations.
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Table 2

Example for message transmission

Hop count 8 2 12 18 5 3 8 10 11 16 9 3

msgID 2 9 11 8 4 13 5 7 1 19 16 23

Message size 32099 55999 16558 432233 486776 52641 375477 189610 300743 336101 86929 254886

Table 3

Sorted messages

Hop count 2 3 3 5 8 8 9 10 11 12 16 18

msgID 9 13 23 4 2 5 16 7 1 11 19 8

Message size 55999 52641 254886 486776 32099 375477 86929 189610 300743 16558 336101 432233

On the other hand, for those messages with hop-counts

exceeding threshold H, the LDAOR assesses the delivery

probabilities of forwarder nodes to destination nodes. Then,

the message with the highest delivery probability is sent

to its forwarder node at first. Then, other messages with

smaller delivery probabilities are sent in sequence. If deliv-

ery probability of forwarder nodes of both messages is the

same, high priority for transmission is given to the message

that its relevant forwarder node has smaller distance to its

destination than the other forwarder node.

Let us consider as an example that there are 12 messages

available in the buffer of a carrier node (see Table 2),

and the carrier node has decide to send a message with

the highest priority. Let average transmitted bytes be ST =
3,047,877, and buffer size b = 5,000,000 bytes. Since b >

ST >
b
2 , we have p = min(ST , b− ST ) = 1,952,123 bytes.

Then, the messages are sorted based on their hop-counts

(see Table 3). Since the summation of messages sizes until

the message with msgID=19 is greater than p, the hop-

count of this message is chosen as our threshold with

H = 16 + 1 = 17. Now all the messages in the buffer are

split into two groups as depicted in Table 3, messages with

hop-count smaller than H at the left side of buffer, and the

messages with hop-count greater or equal than H at the

right side of buffer.

3.2.3. Complexity Analysis of LDAOR and other OR

Algorithms

The amount of transmitted information between nodes in

LDAOR is almost similar to MaxProp because it uses the

same mechanism for determining threshold as MaxProp,

but LDAOR considers location of nodes as well. Prophet

considers only the history of nodes contacts with the des-

tination node for determining both the best forwarder node

and priority of sending messages. The POR evaluates only

the location of each node with respect to the destination

node for determining both the best forwarder node and pri-

ority of messages.

Based on the distance-based and angle-based methods,

a carrier node at first evaluates only the value of current

location(x, y) and previous location(x, y). If a candidate

node is chosen as the best forwarder node, the carrier node

uses average transmitted bytes per transfer opportunity and

delivery probability list for prioritizing messages. If a car-

rier node selects a candidate node, it enters the message

prioritizing step and evaluates these two parameters. These

values are based on the history of contacts and history of

sending messages by this carrier node. It does not depend

on a special time, and therefore, it cannot be outdated. The

List of MsgIDs already sent is only kept in a node and it

is not transmitted between nodes.

The computational complexity of Epidemic is O(1) [8] due

to the lack of using any knowledge from the network. There

is no forwarder node selection in MaxProp and it only pri-

oritizes messages for transmission or removing from buffer.

Hence, the complexity of MaxProp is O(m × log2(m)),
where m is the number of messages available in a node

buffer. The MaxProp performs sorting twice for determin-

ing priority of messages. First for all nodes based on hop-

count, and then based on delivery probability for the right

part of a buffer.

Due to the process of selecting neighbor nodes in LDAOR,

its complexity is O(d) at phase 1, where d is the number of

neighbor nodes for a message. LDAOR also adjusts prioriti-

zation for sending and removing a message with complexity

O(m× log2(m)) in phase 2. Notice LDAOR performs sort-

ing twice; first, for all nodes based on hop-count, and then

based on delivery probability for the right part of a buffer.

Since for each message, only one neighbor node is selected,

the complexity of LDAOR becomes O(d ×m× log2(m)).
Number of adjacent nodes d is small and this means that

the nodes that can send or receive messages correctly is

small because of instability of links [33], [34]. This is the

most important distinction in opportunistic networks com-

pared to other networks. In other words, the number of

contacts is low, i.e. the number of neighbor nodes, and not

the number of nodes in total [33], [34]. This is why there

is a store-carry and forward mechanism in opportunistic

networks.

Similar to LDAOR, the POR checks each one of its adja-

cent nodes for selecting the best forwarder node and also

determines priorities for messages. Thus, the complexity

of POR is the same as LDAOR. The Prophet counts the

number of times adjacent nodes have visited a given des-

tination node. Then, those nodes that have met the desti-

nation node of a given message more than the carrier node
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Table 4

Complexity of opportunistic routing algorithms

LDAOR MaxProp POR Epidemic Prophet

O(m× log2(m)×d) O(m× log2(m)) O(m× log2(m)×d) O(1) O(m× log2(m)×d)

itself are chosen as forwarder nodes. Next, the messages

are sorted in a descending order based on the number of

visits whose forwarders have met their destinations. Finally,

the messages are transmitted from the sorted list. For ex-

ample, consider there are three messages M1, M2, M3 in

the buffer of a carrier node, and the carrier node has found

that neighbor nodes cn1, cn2, and cn3 have met the destina-

tions of M1, M2, and M3, respectively, three, two, and five

times more than the carrier node itself. Then, the carrier

node first sends M3, followed by M1 and M2. Hence, the

complexity of Prophet is also O(d ×m× log2(m)). The

complexities of the algorithms are shown in Table 4.

Notice that updating transmitted bytes and computing the

threshold value is performed by simple arithmetic opera-

tions such as comparison and subtraction with complexity

O(1). In addition, the complexity of sorting messages in

a buffer is O(m× log2(m)), where m is number of mes-

sages in the buffer. For example, average contact ratio

per hour (obtained from 30 times simulation replications)

is 396.1364 in LDAOR and 395.7455 in MaxProp. Even

in the worst case, if all contacts send messages or delete

messages, it is not so big complexity for today’s advanced

processors.

Although the complexity of LDAOR seems to be higher

than the complexity of MaxProp and Epidemic, the number

of adjacent nodes is usually small in opportunistic networks

and O(d ×m× log2(m)) can be approximately considered

as O(m× log2(m)), especially at low density traffic.

4. Performance Evaluation

The performance of LDAOR is compared with

Prophet [21], POR [18], Epidemic, and MaxProp [9] in

urban environments. The conducted performance evalua-

Fig. 4. The Helsinki city scenario in [33].

tion is based on the network model stated in Subsec-

tion 3.1. Simulations are performed using the Opportunistic

Network Environment (ONE) simulator [35], an open

source Java-based simulator designed for evaluation of

opportunistic networks and DTN routing algorithms.

To approach a real environment, three different types of

vehicles (private vehicle, bus, and taxi) with specific mo-

bility patterns are considered in the Helsinki map (see

Fig. 4). This map matches to considered urban features

stated in Subsection 3.1. Since Helsinki is one of the cities

that have good features including more branches (junc-

tions), it is widely used as benchmarking city in many ar-

ticles, e.g. [31], [36]–[39]. Private vehicles move based on

the Map-Based model developed in the ONE simulator. In

this model, each private vehicle randomly chooses a path

based on the city map to reach its destinations. Buses fol-

low predefined routes based on the Bus Movement model

so that when a bus reaches the end of its path, it moves

back to the beginning of the path. Similar to buses, taxis

move on predefined routes. Unlike a bus, a taxi can choose

the shortest path between the source and destination. Re-

call several vehicles are randomly selected as destination

of messages and other vehicles are selected as source ve-

hicles. Note that destination nodes can be considered as

Table 5

Parameter settings in ONE simulator

Network simulator ONE

Simulation area 4500×3400 m

Simulation duration 12 h

Message size Uniform (800 B, 500 KB)

Buffer size 5 MB

Data rate 2 Mb/s

Message TTL 300 min

Transmit range 200 m

Average speed Uniform (10, 50) km/h

Number of nodes
Dynamic (see Table 5)(taxi, bus, POV)

Taxi: MapRoute Movement

Mobility model Bus: Bus Movement

POV: MapBased Movement

Table 6

Number of different vehicles

Number of nodes 20 40 60 80 100

Bus 1 2 3 4 5

Taxi 2 4 6 8 10

POV 17 24 51 68 85
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Fig. 5. Traffic load of 1 packet/ Uniform(5, 15) sec under different densities: (a) end-to-end delay, (b) overhead ratio, (c) loss in buffers,

(d) delivery ratio, (e) aborted messages.

intermediate nodes for sending or receiving a message to

other destination nodes, and therefore, the number of inter-

mediate nodes is not less in the network.

Simulation parameters are shown in Table 5 and the num-

bers of different nodes are depicted in Table 6. In each

diagram, simulation results are plotted with 95% confi-

dence interval, where for each point 30 simulation repli-

cations have been done. Performance diagrams shown in

the following are all measured within simulation period of

12 hours.

Note that the original POR paper has not considered any

limitation for buffer of nodes. But, for simulating the algo-

rithms under the same situation in presented simulations,

authors consider buffer limitation for POR.

In the following evaluations, traffic load is expressed as the

Arrival of x packets

Uniform (y, z)
.

For example, in traffic load of one packet per Uni-

form (5, 15), inter-arrivals are computed from Uni-

form (5, 15) and in each inter-arrival one packet arrives

at a node. Similarly in traffic load of 5 packets per Uni-

form (1, 2), inter-arrivals follow the distribution of Uni-

form (1, 2) sec and in each inter-arrival five packets arrive

as a burst in a node.

The diagrams in Fig. 4 show the performance results under

traffic load of one packet/Uniform (5, 15) sec. As one can

see in Fig. 5a, when the density of the network is very

small, LDAOR has more end-to-end delay than Prophet,

POR, and MaxProp. This is because the number of nodes

that meet the criteria defined by LDAOR is small. However,

by increasing the density of vehicles in the network, end-

to-end delay of LDAOR declines so that LDAOR achieves

the best end-to-end delay when number of nodes becomes

greater than 40. Figure 4b shows that not only LDAOR

has the smallest overhead, but also its overhead is relatively
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Fig. 6. Traffic load of one packet/Uniform(1, 2) sec under different densities: (a) end-to-end delay, (b) overhead ratio, (c) loss in buffers,

(d) delivery ratio, (e) aborted messages.

flat. However, when number of nodes is very small, there is

almost no difference among the overhead of LDAOR, POR,

and MaxProp algorithms. This improvement on overhead

is due to the criteria defined by LDAOR to avoid flooding.

Results in Fig. 5c illustrate the traffic loss from buffers

when they overflow. The loss in LDAOR is less than other

routing algorithms under different network densities. This

is because of the fact that LDAOR mostly sends a mes-

sage to those nodes that have much chance of delivering

the message to its destination. Hence, the buffers are not

completely filled in vain. Therefore, there will be enough

space in buffers for saving those messages that have chance

of delivery to their destinations.

Notice that number of relayed messages (and as a result

the number of aborted messages) is more than the number

of generated messages due to message replication. In ad-

dition, the number of dropped messages (loss in buffers)

includes replicated messages. Hence, the values displayed

in Fig. 5a,c,e are high.

At the first sight it seems that flooding-based OR algo-

rithms should provide the highest delivery rate. However,

as Fig. 5d depicts, LDAOR not only has increased the de-

livery rate but also has avoided flooding of messages. The

delivery rate is rising when increasing network density. The

main reasons for increasing the delivery rate under LDAOR

compared to other algorithms are:

• a message in a buffer is only sent to those neighbor

nodes located in better positions with respect to the

message destination. Therefore, by preventing from

additional transmissions and receiving of messages,

bandwidth can be efficiently utilized and the oppor-

tunity for transmitting messages increases;

• priority for transmission of messages is provided

based on the physical locations of new forwarder
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Fig. 7. Traffic load of 5 packets/Uniform(1, 2) sec under different densities: (a) end-to-end delay, (b) overhead ratio, (c) loss in buffers,

(d) delivery ratio, (e) aborted messages.

nodes in addition to the history of contacts. By

this, neighbor nodes (with high delivery probability)

closer to the destination of a message can be selected

as forwarder nodes of that message.

In the following, performance evaluation is performed at

relatively higher traffic loads compared with Fig. 5. The

diagrams in Fig. 6 and Fig. 7 show performance results

under traffic load of one packet/Uniform(1, 2) sec and 5

packets/Uniform(1, 2) sec. By increasing traffic load, sig-

nificant differences can be achieved compared to Fig. 5.

For all routing algorithms, Fig. 6a and Fig. 7a depict sig-

nificant reduction in end-to-end delay compared to Fig. 5a.

Notice that by increasing traffic load, opportunity for trans-

mission of all messages saved in a buffer decreases, thus

reducing message delivery rate. Since message delivery

ratio decreases, only those messages that are easy to be

delivered quickly arrive at their destinations, thus reducing

delay. Recall end-to-end delay is only averaged over suc-

cessfully delivered messages. As it can be observed, end-

to-end delay under LDAOR is more than some protocols at

high traffic loads because determining a suitable node for

each message leads to more waiting time in buffers.

Results in Fig. 6b and Fig. 7b show that POR has more

overhead than other protocols. This is because POR only

chooses one forwarder node for all messages in a carrier

node buffer while their destinations could be different. Al-

though many messages are sent under POR, there may be

no chance for successfully delivering some of them by the

selected forwarder node. The LDAOR has the lowest over-

head since the messages are only delivered to appropriate

nodes, thus avoiding additional transmissions of messages.

Hence, buffer of nodes are less occupied and traffic loss in

buffers reduces in LDAOR as shown in both Fig. 6c and

Fig. 7c. As shown in Fig. 6c and Fig. 7c, by increasing traf-
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Fig. 8. Traffic load of 1 packets/Uniform(5, 15) sec under different buffer sizes: (a) end-to-end delay, (b) overhead ratio, (c) loss in

buffers, (d) loss ratio, (e) delivery ratio, (f) aborted messages.

fic load, loss in buffers increases compared to Fig. 5c. This

is because those messages that cannot be delivered should

still remain in buffers of nodes. On the other hand, new

traffic is always generated. Hence, buffers will overflow,

thus resulting in dropping more messages.

As aforementioned, message delivery rate reduces by in-

creasing traffic load (see Fig. 6d and Fig. 7d). As a result,

in order to fully utilize the maximum bandwidth, selecting

the best forwarder node for messages and their prioritiza-

tion finds importance. As it can be observed, the LDAOR

has the highest message delivery rate compared to other

protocols, as shown in Fig. 6d and Fig. 7d.

By limited number of transmitted messages compared to

more generated messages at high traffic load, the num-

ber of aborted messages goes down (compare Fig. 5e with

Fig. 6e and Fig. 7e). The LDAOR still experiences the
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least number of aborted messages compared to other rout-

ing protocols even at high traffic load, as shown in Fig. 6e

and Fig. 7e.

Figure 8 shows performance of network under different

buffer sizes in a VANET with 20 nodes. As it can be ob-

served, reducing the buffer size reduces delivery ratio due to

high limitation on buffer size. Notice when a buffer is full,

messages should be removed from the buffer. As a result,

a transmitted message may be removed from a buffer be-

fore being delivered to its destination. This issue increases

overhead and decreases delivery ratio. When the buffer size

reduces, the number of relayed messages reduces as well

since small number of messages can be saved in buffers.

Note the ratio of the number of dropped messages over

the number of relayed message increases, thus increasing

loss ratio (as shown in Fig. 8d). Since end-to-end delay

is computed based on successfully delivered messages to

their destinations, end-to-end delay also decreases because

of decreasing the delivery ratio.

5. Conclusion

The LDAOR method has been proposed for opportunistic

VANET in order to improve the performance of routing.

The idea behind this approach is to consider physical lo-

cation and direction of vehicles for choosing the best for-

warder node among multiple neighbor nodes. It has been

shown that LDAOR can provide better performances com-

pared to other conventional routing protocols even when

resources such as buffers are limited and traffic density is

high. The LDAOR reduces traffic loss, aborted messages,

and overhead ratio. On the other hand, it increases the

probability of successful message delivery. The LDAOR

provides smaller end-to-end delay at low traffic loads as

well. Although the delivery ratio and overhead in LDAOR

is not significantly different from MaxProp, but the differ-

ences between LDAOR and MaxProp in terms of end-to-

end delay, loss in buffers and aborted messages are consid-

erable. The complexity of LDAOR depends on the number

of neighbor nodes in each contact. However, the number

of neighbor nodes in opportunistic networks is not high in

practice.
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Abstract—Software cost estimation is a critical activity in

the development life cycle for controlling risks and planning

project schedules. Accurate estimation of the cost before the

start-up of a project is essential for both the developers and the

customers. Therefore, many models were proposed to address

this issue, in which COCOMO II has been being widely em-

ployed in actual software projects. Good estimation models,

such as COCOMO II, can avoid insufficient resources being

allocated to a project. However, parameters for estimation

formula in this model have not been optimized yet, and so

the estimated results are not close to the actual results. In

this paper, a novel technique to optimize the coefficients for

COCOMO II model by using teaching-learning-based opti-

mization (TLBO) algorithm is proposed. The performance of

the model after optimizing parameters was tested on NASA

software project dataset. The obtained results indicated that

the improvement of parameters provided a better estimation

capabilities compared to the original COCOMO II model.

Keywords— COCOMO II, cost estimation, NASA software, op-

timization, teaching-learning-based optimization algorithm.

1. Introduction

Effort and cost estimation process in any software engi-

neering project is an extremely important component. The

success or failure of projects depends greatly on the ac-

curacy of effort and schedule estimations. Errors in the

cost estimation process can result in the serious issues [1].

Underestimating the costs may result in management ap-

proving proposed systems that then exceed their budgets,

with underdeveloped functions and poor quality, and fail-

ure to complete on time. Overestimating may result in too

many resources committed to the project, or, during con-

tract bidding, result in not winning the contract, which can

lead to the loss of jobs. Therefore, it is desired to find out

the method to estimate the effort for software projects ac-

curately. The introduction of the COCOMO II model has

contributed significantly to the enhancement of accuracy

in the software cost estimation process and currently this

is one of the most commonly used models. COCOMO II

has three sub-models including the Application Composi-

tion, the early design and the post-architecture (PA) models.

The application composition model is used to estimate ef-

fort and schedule on projects that use integrated computer

aided software engineering tools for rapid application devel-

opment. The early design and the PA models are employed

in estimating effort and schedule on application generator,

system integration, or infrastructure developments [2]. In

this work, we take into account the PA model, which is

a detailed model being used once the project is ready to

develop and sustain a fielded system.

Although COCOMO II is an efficient software cost estima-

tion model, the accuracy of the model’s output still relies

on several constant values in the parametric-based estima-

tion equations. These constants have not been optimized

yet, and thus the accuracy of estimations on projects is

not high in comparison with the actual effort and time.

In this work, the constant values of COCOMO II model

are optimized by using teaching-learning-based optimiza-

tion (TLBO) algorithm. The proposed approach increases

the efficiency of COCOMO II model when experimenting

on “NASA 93” projects [3]. The test results showed that

COCOMO II with optimized parameters had better perfor-

mance in the software project cost estimation compared to

the original COCOMO II and there was also smaller mag-

nitude of relative error (MRE).

The remainder of paper is organized as follows. Section 2

introduces the COCOMO II model. Section 3 represents

the teaching-learning-based optimization algorithm and its

application into software cost estimation issues. The exper-

iments are shown in Section 4 and finally in Section 5, the

conclusion and future works are presented.

2. COCOMO II Model

COnstructive COst MOdel II (COCOMO II) [4], which was

developed in 1995, is a model that allows one to estimate

the cost, effort, and schedule when planning a new soft-

ware development activity. It takes qualitative inputs and

produces quantitative results. In COCOMO II, the effort

is represented as person-months (PMs). A person-month

is the amount of time one person spends working on

the software development project for one month [5]. The
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Table 1

Cost drivers for COCOMO-II PA model

Driver Symbol Very low Low Nominal High Very high Extra high

RELY EM1 0.82 0.92 1.00 1.10 1.26 –

DATA EM2 – 0.90 1.00 1.14 1.28 –

CPLX EM3 0.73 0.87 1.00 1.17 1.34 1.74

RUSE EM4 – 0.95 1.00 1.07 1.15 1.24

DOCU EM5 0.81 0.91 1.00 1.11 1.23 –

TIME EM6 – – 1.00 1.11 1.29 1.63

STOR EM7 – – 1.00 1.05 1.17 1.46

PVOL EM8 – 0.87 1.00 1.15 1.30 –

ACAP EM9 1.42 1.19 1.00 0.85 0.71 –

PCAP EM10 1.34 1.15 1.00 0.88 0.76 –

PCON EM11 1.29 1.12 1.00 0.90 0.81 –

APEX EM12 1.22 1.10 1.00 0.88 0.81 –

PLEX EM13 1.19 1.09 1.00 0.91 0.85 –

LTEX EM14 1.20 1.09 1.00 0.91 0.84 –

TOOL EM15 1.17 1.09 1.00 0.90 0.78 –

SITE EM16 1.22 1.09 1.00 0.93 0.86 0.80

SCED EM17 1.43 1.14 1.00 1.00 1.00 –

Table 2

Scale factor values for COCOMO II model

Scale factors Symbol Very low Low Nominal High Very high Extra high

PREC SF1 6.20 4.96 3.72 2.48 1.24 0.00

FLEX SF2 5.07 4.05 3.04 2.03 1.01 0.00

RESL SF3 7.07 5.65 4.24 2.83 1.41 0.00

TEAM SF4 5.48 4.38 3.29 2.19 1.10 0.00

PMAT SF5 7.80 6.24 4.68 3.12 1.56 0.00

COCOMO II model predicts the software development ef-

fort by using the formula shown in Eq. 1.

PM = A ·SizeE
·

17

∏
i=1

EMi , (1)

where A is a multiplicative constant having the value of

2.94, Size, which is the estimated size of software develop-

ment, is the most important factor in calculating the effort

of the software project and it is measured in kilo line of

code (KLOC). EMi is one of a set of effort multipliers

shown in Table 1. This is the seventeen PA effort multipli-

ers (EM) are used in the COCOMO II model to adjust the

nominal effort. These multipliers are values of rating level

of every multiplicative cost driver used to capture features

of the software development affecting the effort to complete

the project [5].

The exponent E in Eq. 1 is an aggregation of five scale

factors (SF) that account for the relative economies or

diseconomies of scale encountered for software projects

of different sizes [4] and is computed as the following

formula:

E = B+0.01 ·
5

∑
j=1

SFj , (2)

where B is a constant having the value of 0.91. Each scale

factor has a range of rating levels, from very low to extra

high. Each rating level has a weight which is presented in

Table 2.

In addition to the effort, the software companies are

also more interested in calculating the development time

(TDEV) for projects [6]. It is derived from the effort ac-

cording to the following equations:

T DEV = C ·PMF
, (3)

F = D+0.2 ·0.01 ·
5

∑
i=1

SFj . (4)

The values of C and D for the COCOMO II schedule equa-

tion are obtained by calibration to the actual schedule values

for the 161 project currently in the COCOMO II database

and results are C = 3.67 and D = 0.28.

Mean of MRE (MMRE) and prediction level (PRED) are

usually used as an accurate reference value in the study of

the software effort estimation. COCOMO’s performance

is often gauged in terms of PRED(30) [7]. PRED(30) is

computed from the relative error (RE), which is the rela-

tive size of the difference between the actual and estimated

values:

REi =
estimatei −actuali

actuali
. (5)
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After that, the MMRE is the percentage of the absolute

values of the relative errors, averaged over the T projects

in the test dataset.

MREi = |REi| , (6)

MMRE =
100
T

·

T

∑
i=1

MREi . (7)

PRED(N) reports the average percentage of estimates that

were within N% of the actual values:

PRED(N) =
100
T

·

T

∑
i=1

{

1, if MREi ≤
N

100
0, otherwise

. (8)

3. Teaching-Learning-Based

Optimization Algorithm

In the COCOMO II model, the values of A, B, C, and D are

constant and they are not tuned following the actual effort

and time of new software projects. Therefore, the accuracy

of estimated activities for projects is not exact. In this

paper, the authors propose a novel approach to optimize

these parameters of COCOMO II by using the historical

software projects and TLBO algorithm.

3.1. Fitness Function for the Software Cost Estimation

Problem

In the effort and time estimation issue for software projects,

if the estimated cost roughly matches the actual end cost

then the project is completed successfully. This means that

the lower of the value of MMRE, the higher accuracy of the

estimated cost is. Therefore, this paper uses the value of

MMRE on training datasets of historical projects to assess

the quality of cost estimations. The fitness function is the

sum of time MMRE and effort MMRE as follows:

f = MMRE(Time)+MMRE(Effort) . (9)

3.2. Teaching-Learning-Based Optimization Algorithm

Teaching-learning-based optimization algorithm which pro-

posed by Rao et al. [8] is one of the most recently de-

veloped meta-heuristics. This algorithm is the population-

based algorithm inspired by learning process in a class-

room. For the TLBO, the population is considered as

a group of learners or a class of learners. The search pro-

cess contains two phases: teacher phase and learner phase.

3.2.1. Teacher Phase

In the teacher phase, learners get knowledge from a teacher.

In the entire population, the best solution is considered as

the teacher (~Xteacher). In this phase, the teacher tries to

improve the results of other individuals (~Xi) by increasing

the average result of the classroom (~Xmean) towards his/her

level [8]. The solution is updated according to the differ-

ence between the existing and the new mean given by:

~Xnew = ~Xi + ri · (~Xteacher −Tf ·~Xmean) , (10)

where Tf is a teaching factor that decides the value of mean

to be changed, and ri is a random number in the range

of 0 . . .1. The value of Tf can be either 1 or 2, which is

again a heuristic step. Moreover, ~Xnew and ~Xi are the new

and existing solutions of the i-th learner, respectively.

3.2.2. Learner Phase

In the learner phase, learners try to increase their knowledge

by interacting with others. A learner interacts randomly

with other learners with the help of group discussions,

presentations, formal communications, etc. [8]. A learner

learns something new if another learner has more knowl-

edge than him or her. The modification of the learner is

represented as follows:

~Xnew = ~Xi + ri · (~X j −~Xk) if f (~X j) < f (~Xk) , (11)

~Xnew = ~Xi + ri · (~Xk −~X j) if f (~Xk) < f (~X j) , (12)

Algorithm 1: The TLBO pseudo code

Input:

• d is the number of variables of problems

• n is the number of students

• G is the maximal number of generations

Output: The best individual in the population:

~xbest = {x1
best , x2

best , xD
best}.

Generate n initial students of the classroom randomly.

Calculate fitness function f (~Xi) for whole students of the class-

room.

id = 0
while id < n && all f (~Xi) 6= 0 do

Calculate the mean of each variable ~Xmean
Identify the best solution (teacher)

for i = 1 to n do

Find teaching factor Tf = round[1+ rand(0,1){2−1}]
Modify solution based on teacher:

~Xnew,i = ~Xi + rand(0,1) · (~Xteacher −Tf ·~Xmean)

Calculate fitness function for new student f (~Xnew,i)

if (~Xnew,i is better than ~Xi) then
~Xi = ~Xnew,i

end if

Randomly select two learners ~X j and ~Xk ( j 6= k)

if (~X j is better than ~Xk) then

~Xnew,i = ~Xi + rand(0,1) · (~X j −~Xk)
else

~Xnew,i = ~Xi + rand(0,1) · (~Xk −~X j)
end if

if (~Xnew,i is better than ~Xi) then
~Xi = ~Xnew,i

end if

end for

id ++
end while
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where ~Xk and ~X j ( j 6= k) are two students chosen randomly

in the population, and f is the fitness function.

If the new solution ~Xnew is better, it is accepted in the pop-

ulation. The algorithm will continue until the termination

condition is met. The Algorithm 1 shows the pseudo code

of TLBO algorithm step by step.

4. Experimentation

The main objective of the experiment carried out is to re-

duce the uncertainty of current COCOMO II post architec-

ture coefficients (A, B, C and D) and to get the best software

effort estimation results being equivalent to the actual ef-

fort by using the TLBO algorithm. Experiments have been

conducted on “NASA 93” dataset [3], in which 65 projects

were used as training data to optimize the parameters for

COCOMO II model and the other 28 projects were used

for testing the performance of this model after optimizing

coefficients. In this experiment, the configuration parame-

ters for the TLBO are that the number of students is 200

and the number of generations is 2000.
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The optimized COCOMO II PA coefficients by using the

TLBO are A = 4.064, B = 0.857, C = 2.938 and D = 0.357.
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The convergence of the model parameters after each

generation is described in Figs. 1–4.

Table 3

MRE values for estimations using TBLO

and COCOMO II

Project ID
MRE of effort MRE of time

TLBO COCOMO II TLBO COCOMO II

3 0.0085 0.2008 0.0722 0.0367

13 0.1477 0.2989 0.1475 0.2294

15 0.1744 0.3000 0.2029 0.2870

16 0.0009 0.0774 0.0009 0.2244

22 0.1593 0.2403 0.1449 0.0940

23 0.0481 0.1760 0.1120 0.0768

28 0.0302 0.0845 0.1133 0.1219

29 0.0397 0.1279 0.0757 0.0953

31 0.0158 0.1436 0.1000 0.1118

32 0.0533 0.1725 0.1000 0.1163

34 0.1712 0.3212 0.0805 0.0462

35 0.0778 0.2327 0.0893 0.0551

36 0.2082 0.3675 0.0622 0.1650

37 0.0005 0.1716 0.0468 0.1798

39 0.1163 0.2862 0.0610 0.1682

40 0.2831 0.3993 0.0315 0.1835

44 0.1688 0.1887 0.0172 0.2723

47 0.2810 0.3131 0.1502 0.3256

56 0.3031 0.3279 0.1152 0.1783

58 0.5435 0.6716 0.0006 0.0187

61 0.3202 0.3841 0.0528 0.2619

69 0.1571 0.2065 0.1130 0.1525

70 0.1758 0.2221 0.0853 0.1529

72 0.0003 0.0778 0.0906 0.1435

73 0.1333 0.2066 0.0855 0.1402

76 0.0748 0.1236 0.1392 0.1549

77 0.2956 0.2789 0.1714 0.1724

93 0.0373 0.2618 0.0273 0.1510

MMRE 14.38% 24.51% 8.89% 15.41%

The graph in Fig. 5 illustrates the results of the effort es-

timation using the parameters optimized by TLBO and the

original coefficients of COCOMO II compared with the

actual effort. Figure 6 is the graph of values of estimated

time by employing the parameters optimized by the TLBO

and the original coefficients of COCOMO II in comparison

with the actual time.

Based on these results, it can be seen that the COCOMO II

with optimized parameters by the TLBO gived the higher

estimated results compared to the original one because the

estimated effort and time of the improved COCOMO II

were more close to actual effort and time than the original

model.

Table 3 shows the comparison of MRE between the im-

proved COCOMO II model with optimized parameters by

the TLBO and original model in terms of effort and time

for 28 projects from NASA software project datasets. The

obtained results indicated that the improved model have

had lower MRE error compared to the original COCOMO

model. As also can be seen that the model with optimized

parameters has reduced MMRE error value for both the

effort and time and it can be said that these are helpful

methods for the software cost estimation process.

Another criterion to assess the effectiveness of the improved

model is the value of PRED. From Table 3, the values

of PRED(30) by using Eq. (8) for models as presented in

Table 4 can be computed.

Table 4

The values of PRED(30) using TBLO and COCOMO II

Time Effort

TLBO 100% 89.29%

COCOMO II 96.43% 75%

Actually, the proposed method has considerably enhanced

the accuracy of the software cost estimation in terms of

effort and time.

5. Conclusion and Future Work

Accurate software cost estimation is a critical activity

in the project planning. The authors found that the use

of TLBO Algorithm to optimize the parameters of the

COCOMO II model has resulted in the predicted effort and

time of this model closing to the real effort. Thus, the pro-

posed algorithm has effectively addressed the complicated

optimization problem and achieved more accurate results

by optimizing the coefficients of the COCOMO II model.

The obtained results will contribute to the development of

software projects within time and budgets.

However, there still exists some drawbacks in presented

study. Experiments are only carried out on NASA projects

which are characterized by lines of code, a number of scale

factors and effort multipliers. The obtained results indi-

cate that the improved model is more accurate on NASA
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projects than traditional COCOMO II. Authors firmly be-

lieve that the proposed model is also more efficient than the

conventional COCOMO II model for non-NASA projects

influenced by factors as mentioned above. Due to the diffi-

cult in the project dataset collection, this has not yet been

proven by experiments. Therefore, authors intend to apply

the improved model for experimental studies on non-NASA

projects in the future.

COCOMO II expands the capabilities of the original model

and can estimate applications using modern development

methods [9]. In the report of Jones [10], he pointed out

that COCOMO II was one of the most widely used esti-

mation tools in 2013. In [11], Menzies et al. analyzed

the experiments and compared COCOMO II to other soft-

ware effort estimation models to find the answer for the

question “Are the old parametric calibrations relevant to

more recent projects?”. Authors concluded that COCOMO

II calibration is relevant to more recent projects. These

figures indicate that the improved COCOMO II model still

counts in estimating the effort for contemporary software

projects. Therefore, the proposed model in this paper might

be utilized for predicting the effort of the current software

projects. Authors plan to carry out experiments to verify

the effectiveness of the improved COCOMO II on the mod-

ern projects. This is an important area that requires further

research.

In the future work, authors also intend to apply the TLBO

Algorithm for Agile Software Effort Estimation. The var-

ious nature-inspired algorithms will be employed to opti-

mize the parameters of the COCOMO II model as well.
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Abstract—In this paper, a simulation and hardware imple-

mentation of a data link layer for 100 Gb/s terahertz wireless

communications is presented. In this solution the overhead of

protocols and coding should be reduced to a minimum. This

is especially important for high-speed networks, where a small

degradation of efficiency will lower the user data throughput

by several gigabytes per second. The following aspects are

explained: an acknowledge frame compression, the optimal

frame segmentation and aggregation, Reed-Solomon forward

error correction, an algorithm to control the transmitted data

redundancy (link adaptation), and FPGA implementation of

a demonstrator. The most important conclusion is that chang-

ing the segment size influences the uncoded transmissions

mostly, and the FPGA memory footprint can be significantly

reduced when the hybrid automatic repeat request type II is

replaced by the type I with a link adaptation. Additionally,

an algorithm for controlling the Reed-Solomon redundancy

is presented. Hardware implementation is demonstrated, and

the device achieves net data rate of 97 Gb/s.

Keywords—ARQ, FEC, frame aggregation, HARQ, link adap-

tation, Reed-Solomon FEC, segmentation.

1. Introduction

Within the last two years, a few new approaches for

100 Gb/s wireless communication have been proposed. Re-

search on physical transceivers and baseband processing

changed the state of the art in the targeted area. Compo-

nents required to modulate the 100 Gb/s wireless signal in

the terahertz band are close to release in engineering sam-

ples. In [1] a 100 Gb/s baseband signal has been sent over

a 237.5 GHz link. Similar results are shown in [2]. More

teraherz (THz) communication activity on the physical layer

is documented in [3]–[6]. In this paper, a data link layer for

a wireless 100 Gb/s system is proposed. The designed so-

lution is 14 times faster than the state-of-the-art 802.11ac

(5 GHz) and 802.11ad (60 GHz) WLANs shown in [7].

Even if the achievement in 100 Gb/s wireless communica-

tion is impressive, the PHY circuit, baseband processing,

and data link layer have not been integrated yet. To the

authors best knowledge, the fully functional data link layer

dedicated for 100 Gb/s wireless THz application has not

been shown yet.

2. Related Work

Many research efforts have been addressed to highly effi-

cient wireless protocols. A data link layer goodput anal-

ysis is a very popular topic, especially for WLAN. Pre-

sented methodology for frame segmentation is very simi-

lar to efforts presented by T. Li et al. in [8], where seg-

mentation is deeply investigated. Li proves that a frame

fragmentation may increase protocol efficiency. There are

many authors, who publish papers similar work, for ex-

ample [9]–[11]. They consider possible improvements for

the WLANs, mostly by using fragmentation and aggrega-

tion. The main difference is that in this paper, authors

are strongly focused on ad hoc connections for short dis-

tances with the highest possible efficiency (over 95%), and

100 Gb/s data rate.

Another deeply investigated topic is an automatic repeat

request (ARQ). Similar work can be found in [12], [13], but

this work focused on the ARQ concatenated with forward

error correcting codes (FEC) [14]. Such technique is called

hybrid-ARQ (HARQ) [15].

There are only a few wireless transceivers working at high-

speed data rates. For example, paper [16] introduces a sys-

tem for wireless communication working at the 60 GHz

band. However, the supported data rate of 4 Gb/s is still

much lower than authors’ goal: 100 Gb/s wireless commu-

nication. The core task of this paper is to test adaptation

algorithms for forward error correction. This allows con-

trolling the redundant data in view of the channel quality.

3. Work Details

In this section, authors explain how the results are gener-

ated. Next, the employed simulation environment and the

emulated wireless channel are explained. After that, all

implemented techniques used in the research are described.

At the end, the FPGA prototype is presented.

3.1. Simulation Model

The Matlab simulations of the planned system were per-

formed, before the real demonstrator was implemented.

The simulations are using the same algorithms to the
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solutions implemented in the hardware. The field pro-

grammable gate arrays (FPGAs) are used for the final

demonstrator.

Frame
generator

TX RX

Statistics
calculation

Wireless
channel

(Markov Chain)

Acknowledge
generator

1.

8.

4.
5.

2. Data path

7. Acknowledge
path

6. Acknowledge
path

3. Data path

Fig. 1. A Matlab model is used to generate transmission statistics.

The receiver uses an acknowledge generator to build the ACK-

frame. The transmitter uses the frame for retransmissions and

statistic calculations.

Figure 1 explains the simulation model. Two devices are

communicating by an emulated wireless channel. They are

exchanging data frames (the data path) and confirmation

messages (the acknowledge path). Every successfully re-

ceived data frame is confirmed by the receiver device (RX).

That makes the data exchange process reliable, because the

transmitter (TX) can repeat all lost frames. This process is

called an automatic repeat request (ARQ). The core func-

tion of the ARQ process is generation of the acknowledge

frame (ACK) and sending it to the transmitter device. Addi-

tionally, the TX device can calculate communication statis-

tics. Such a mechanism allows estimating the efficiency of

the implemented algorithm.

3.2. Wireless Channel Emulation

In this subsection, the implementation of the wireless chan-

nel used in the simulation (according to Fig. 1) is intro-

duced. Such a two state Markov chain for errors emula-

tion are used, because this solution requires two transition

statistics, which defines the channel. The probabilities of

the transition define a bit error rate and error length in

bits. It does not use any physical aspects of the wireless

transmission. For testing the data link layer it is acceptable,

because only the characteristic and distribution of the errors

are necessary. The cause is unimportant, until the param-

eters describe the channel moreover correctly. A detailed

description of the Markov chain can be found in [11].

3.3. Frame Segmentation and Aggregation

A frame size and a bit error rate (BER) have a significant

impact on the wireless communication efficiency. When

the payload is longer in the frame, then less overhead is

generated by the headers and checksums. Transmission is

more efficient. Unfortunately, long frames are more vul-

nerable to transmission errors. This is explained in Fig. 2.

If the frames become longer, then the probability that some

bits in the frame will be corrupted is higher. The frame
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Fig. 2. A frame error rate in view of the frame size. If frame is

longer, then higher is the probability that an error will occur dur-

ing the transmission and the frame will be lost. Due to this aspect,

shorter frames are preferred in a noisy wireless environment.

1024 B 1024 B 1024 B 1024 B

1 4096

Payload:

4096 B

1 4096

1024 1025 2048 2049 3072 3073

Segment 1 Segment 3Segment 2 Segment 4

Segmented payload:

Fig. 3. An example of segmentation for a frame payload. The

example payload is chopped to four segments of equal length.

The shorter segments are more efficient during a transmission in

a noisy channel.

can be split to independent segments, to improve the ro-

bustness and the communication efficiency. The splitting

process is explained in Fig. 3. In the example, a single 4 KB

Preamble Header Payload
CRC
FEC

Error bits

100% data lost
(Unrecoverable data due to error bits)

Preamble Header Payload Payload PayloadCRC
FEC

CRC
FEC

Error bits

CRC
FEC

33% data lost 67% data OK

(a)

(b)

Fig. 4. An explanation how the segmented frame can improve

the total efficiency: (a) classical frame, (b) frame with subframes.

In a case of bit errors in a classical frame, the whole payload has

to be retransmitted. If the segmented frame is used, then only

invalid data part is rejected and there is no need to retransmit the

whole frame, but just only the defected segment.

91



Łukasz Łopaciński, Marcin Brzozowski, Rolf Kraemer, Steffen Buechner, and Jörg Nolte

frame is split to four 1 KB segments. Now, the individual

segments are acting like subframes (frame fragmentation).

Every segment is using an individual header and checksum,

but the preamble is shared (frame aggregation). It means

that the errors in one segment do not influence the payload

in the other segments. That improves the communication

efficiency (Fig. 4). In case of a bit error, only the defected

part must be repeated but not the complete frame. In this

case, the default frame size is 64 KB, and is segmented to

64 fragments. In a single ARQ session 64 frames are trans-

ported (4 MB). The FPGA implementation allows changing

the frame settings in the fly, and only the on-chip memory

buffers are limiting the flexibility of the frame format.

3.4. Automatic Repeat Request Process

As was already mentioned, the TX and RX devices are

working in a closed feedback loop. This loop is called

ARQ. Every frame sent by the TX device is locally copied

to the TX ARQ buffer (Fig. 5). If the RX will not acknowl-

TX RX

TX ARQ
buffer

Add 1

Add 2

Add 3

Add 4

Frame 1

Frame 2

Frame 3

Frame 3

Frame 4

Del 1,2,4
Ack 1,2,4

Ack 3
Del 3

Read 3

Fig. 5. An automatic repeat request process (ARQ). All transmit-

ted frames are copied to the temporary TX ARQ buffer. If any

frame will be lost during the transmission, then the transmitter

reads the lost data from the buffer and starts the retransmission.

edge all of the sent frames, then the TX reads the lost frame

from the buffer and makes retransmission. The retransmis-

sion process repeats until the positive ACK for the frame

is received. If the ACK frame is lost, then the transmitter

sends an ACK-request frame after a predefined timeout. In

this case, this procedure have been adopted to proposed

implementation. Instead of acknowledging of full frames,

every single segment (subframe) is acknowledged. It means

that the ARQ process works on frame fragments but not on

full-frames. For designed FPGA prototype, an additional

future is used. The implementation uses a zero-copy ap-

proach. The transmitted data is not copied to a dedicated

buffer, but a pointer to a memory segment is requested

from a higher layer in a case of retransmission. This saves

energy and reduces memory footprint for the FPGA.

3.5. Forward Error Correction

The FEC algorithms are reducing the number of retransmit-

ted frames in the ARQ process. That significantly improves

the transmission efficiency. The transmitter is sending the

data with some redundant bytes. In this work, the Reed-

Solomon (RS) codes are used, because of relatively high

throughput. Due to many complicated aspects, the detailed

introduction to FEC is omitted in this work, and in-depth

details can be found in [18], [19]. The authors will just

explain how the RS is building the blocks. It is impor-

tant to understand results of our paper. In the simulation

three RS flavors are used: RS(255, 249), RS(255, 239),

and RS(255, 223). The numbers are defining the RS block

size (255 bytes in this case) and the payload size (249, 239

or 223 bytes). It means that the redundant information

is 6, 16, or 32 bytes long. This is explained in Fig. 6.

The redundant bytes are used for error corrections. If more

redundant data is produced, then more error symbols can

be corrected. The RS(255, 249) can correct up to 3 bytes

in the block, RS(255, 239) 8 bytes, and the RS(255, 223)

16 bytes [18]. The aim is to find a trade-off between the re-

dundancy and the payload, so the transmission process is ef-

ficient. The VHDL implemented FEC engine for the FPGA

is more flexible, and more RS flavors is available. The im-

plemented FPGA FEC engine is supporting any coding in

a range of 2–18 redundancy bytes per a single RS block.

It means that the following coding schemes are supported:

(255, 237), (255, 239), (255, 241), (255, 243), (255, 245),

(255, 247), (255, 249), (255, 251), and (255, 253). Cod-

ing can be adjusted on the fly, and this feature is used

by the proposed adaptation algorithm to choose the opti-

mal coding for the current wireless channel condition. In

presented case, the higher coding granularity improves the

overall performance.

RS(255, 249)

RS(255, 239)

RS(255, 223)

249 bytes

239 bytes

223 bytes

Payload Redundancy

Redundancy

Redundancy

6 b

16 b

32 bytes

Fig. 6. The Reed-Solomon (RS) blocks. The algorithm is build-

ing the blocks of size of 255 bytes in presented case. The redun-

dancy is adjustable. If more redundancy bytes are used, then less

payload is carried by the segments. More redundancy bytes allow

correcting more errors after the transmission.

The RS calculation is the most calculation demanding op-

eration performed in the FPGA logic. The encoders and

decoders occupy 55% of the FPGA logic resources. To

support the targeted 100 Gb/s stream, eighty encoders and

eighty decoders are in use.
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3.6. Hybrid ARQ

Any combination of the ARQ and FEC is called Hybrid-

ARQ (HARQ). Two mainly investigated in the paper

HARQ methods are HARQ type I and II. The HARQ-I

adds error detection code and FEC to every packet at every

condition. The HARQ-II sends the FEC data during the re-

transmission only. In such a case, the error correction data

is not overloading the link during the regular transmission

(Figs. 7 and 8). This can introduce some improvements in

efficiency. We answer in the next paragraph, which strat-

egy is better for our protocol. A detailed description of the

HARQ-I and II can be found in [18] and [20].

TX RX

FEC

FEC

Data

Data

Frame transmission:

Frame transmission:

NACK: frame lost

ACK: frame OK

Run FEC algorithm,
check CRC,

if error detected,
discard the frame,

send NACK.

Run FEC algorithm,
check CRC,
if frame OK,
send ACK.

Fig. 7. The HARQ-I scheme. The transmitter always sends the

frame with a forward error correction data. The retransmitted

frame is a mirror copy of the original frame.

TX RX

Data

FEC

Frame transmission:

FEC transmission:

NACK: frame lost

ACK: frame OK

CRC not match,
error detected,

write the frame to memory,
send NACK.

Read the frame from memory,
fix the frame,

recheck the CRC,
CRC match,
send ACK

Fig. 8. The HARQ-II scheme. The transmitter usually sends the

frame without forward error correction data. The standard frame

is not extended by the FEC field. In a case when the frame is lost,

then the transmitter sends the FEC only. The frame data is not

retransmitted. The HARQ-II reduces the retransmission overhead

in compare to the HARQ-I.

3.7. FPGA Demonstrator

The hardware demonstrator consists of two hardware boards

(Fig. 9). The Tilera server is a dedicated 72 cores proces-

sor employed for frames segmentation and fast memory

access. The FPGA is a calculation coprocessor supporting

CRC, FEC calculations, and frames aggregation. The main

state machine responsible for data link layer is run on the

Tilera server. The FPGAs and sever are connected with

10 Gb/s Ethernet optical fiber. For now, the architecture

supports up to 80 Gb/s with two FPGA boards (interfaces

FPGA 0

FPGA 1

Tilera

server
To baseband

Fig. 9. The demonstrator overview.

constraints). Generally, the Virtex 7 FPGA can process up

to 100 Gb/s in a back-to-back connection (Fig. 10). The

baseband processor is not finished yet. Thus, authors can

test the processor only in a loopback mode. A single, log-

ical FPGA processing pipeline (lane) is shown in Fig. 11.

Fig. 10. The FPGA demonstrator.

Ethernet
input

Ethernet
output

CRC
calc.

Parallel
FEC
calc.

Fig. 11. A single processing lane (logical pipeline).

3.8. Parallel FPGA Processing

There is no possibility to process the 100 Gb/s stream

in a single processing pipeline (lane) [14]. Even if one

of the fastest FPGA developments kit is used, the stream

processing have to be divided and calculated in parallel.

For that purpose, a parallel calculation array is imple-

mented. The array calculates 640 bits @ 156.25 MHz. In-

ternally the 640-bits-word is organized in ten sub-words

processed by ten calculation lanes (Fig. 12). Every lane

runs at 10 Gb/s, and is connected to two 10 Gb/s Ether-

net ports (data input and data output). Such a processor

uses 294115 lookup-tables and 239019 flip-flops. It is
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Lane-1 Lane-1
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Fig. 12. The parallel FEC calculation array implemented in the

FPGA logic.

respectively 65% and 27% of the total resources avail-

able in the Virtex 7-690T FPGA. The slices occupation is

equal to 80%.

4. Results

4.1. Transmission Limiting Factors

The authors have performed transmission experiments and

recorded the most important parameters (the overall effi-

ciency, the percentage of successfully received segments,

the percentage of successfully received frame headers, the

total number of acknowledge frames, the number of time-

outs, and the total number of physical layer turnarounds).

That allows to investigate, which factors reduce through-

put in test system. Additionally, the retransmission seg-

ment size can be adjusted in a range of 32 to 65536 bytes.

A following assumption can be done after analysis of the

results. The ACK-frame has to be as short as it is possi-

ble and always encoded with robust coding. Practically it

means that the ACK-frame should be encoded with a code

rate lower that the code rate of the data segments (a lower

code rate means improved error correction). This reduces

the total number of lost ACK-frames, timeouts, and PHY

turnarounds. After that, only the loss of the data segments

limits the throughput. Intensive FEC coding and segmenta-

tion for the data segments makes no sense without improved

reliability of the ACK-frame. Figures 13 and 14 demon-

strate the used methodology for uncoded and encoded trans-

missions. In both cases the throughput is limited by lose

of the data segments but not by the ACK-frames. The total

number of timeouts and the PHY turnarounds are relatively

low during the simulation.
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Fig. 13. Limiting factors of the transmission. The data segments

are uncoded. The frame headers are delivered with a relatively low

error rate. The goodput is limited by lose of the data segments.
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Fig. 14. Limiting factors of the transmission. The data segments

are coded with RS(255, 223). The error rate of the data segment is

strongly reduced as compared to uncoded transmission simulation.

The ACK-frame length is depended from the total number

of successfully received segments in a single ARQ session

(positive acknowledgment). If the data frame segmentation

is increased, then many small parts have to be sent and

acknowledged. That increases the ACK-frame size. Unfor-

tunately, too long ACK-frames cannot be delivered errorless

and are limiting the throughput. Instead of the efficiency

improvement, degradation is observed. The ideal solution
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is to keep the ACK-frame size smaller than the size of the

data segment. An ACK-frame compression is needed to

achieve that in our case. The three solutions were consid-

ered: a bit map coding, and two versions of a sequence

number range coding. A single uint16 value and a bit map

are sent in the bit map scheme. The uint16 value defines

the first acknowledged segment number, and the bit map

defines all next values. The bit position defines an offset

and the bit value defines if the segment is acknowledged

or not.
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Fig. 15. The maximal ACK-frame sizes during the simula-

tion. Three types of the ACK-frame compression methods are

presented. The compressed ACK-frame is significantly shorter

and is much more robust during the transmission.

The second and third methods send only a range of ad-

dresses of the acknowledged segments. In some cases that

may lead to an extended frame size. All three methods

were investigated, and the results are shown in Fig. 15.

4.2. Optimal Segment Size

If the problem of the disadvantageous ACK-frame size is re-

duced, then additional improvements for the data segments

can be done. First of all, the influence of the segment size

is considered. By reducing the segment size, the efficiency

can be improved on “bad” channels. From the other side,

more segments have to be sent to transmit the same data.

Every segment is equipped with an individual header and

checksum. This induces overhead. Additionally, enabling

the FEC introduces some additional issues. This happens

because block codes are used (in this case the RS block size

is equal to 255 bytes). This introduces additional indirect-

segmenting. The errors in each RS block are corrected

individually, and each RS block acts like an independent

sub-segment. In Fig. 16 the data segment size is investi-

gated. It can be observed that the optimal segment size for

error rates below 10−6 is in the range of 2 to 4 KB (16 to

32 segments for a 64 KB frame size). When the error rate

increases, then the segment size should be reduced. Five

hundred and more segments are required for links with an

error rate = 10
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Fig. 16. The data link layer efficiency vs. the data segment size

vs. an error rate. The data segments are uncoded. If the error

rate increases, then smaller segments are preferred.
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Fig. 17. The data link layer efficiency vs. the data segment

size vs.an error rate. The data segments are coded with the

RS(255, 223). The RS encoded frames are less sensitive to the

segment size that the uncoded frames.
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Fig. 18. The data link layer efficiency vs. the data segment size

vs. an error rate. The uncoded and RS coded transmissions are

plotted in one figure. The RS encoded frames are less sensitive

to the segment size than the uncoded frames.
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error rate higher than 10−5. It means that the transmis-

sion without coding is very sensitive to the segment size.

Dynamic change of this parameter can introduce some sig-

nificant improvements to the efficiency. Slightly different

situation can be observed, when RS coding is used. This

situation is shown in Fig. 17. The transmission with RS

coding is less sensitive to the segment size. That means

that, advantages of the variable segment size can be reduced

after enabling the coding. In presented FPGA demonstra-

tor, the implementation of this feature in the first iteration is

omitted. Authors presume that the block-FEC can be a good

substitute of the variable segment size. To get better feel-

ing of this observation, more simulations were performed

(Fig. 18). The improvement of the variable segment size

for the RS-coded transmissions is marginal.

4.3. Dynamic FEC Redundancy

In this subsection, a dynamic algorithm to find a trade-off

between the FEC coding and the demanded error correc-

tion performance is proposed. The algorithm analyses the

number of successfully delivered data segments and the

number of corrected errors in the RS blocks. If the effi-

ciency is degraded by loses of the data segments, then the

algorithm increases the FEC coding. This solution is un-

complicated, but it is important to define a threshold, when

the FEC mode should be changed. In this paper, the thresh-

olds are set to 249/255 ≈ 97.6%, 239/255 ≈ 93.7%, and

223/255≈ 87.5%. If the data delivery efficiency is below

the given values, then the corresponding RS code is used.

It tries to find a compromise between the RS overhead and

the rate of the lost segments. The thresholds correspond to

the code rates and define upper bounding of the goodput.

In this solution, an error statistics of all decoded RS blocks

are calculated, and all corrupted segments are categorized

to some groups. Every error category can be corrected by

a different RS code. If the statistic is known, then the best

RS code can be chosen for all future transmissions. Re-
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Fig. 19. The dynamic FEC algorithm results. The probability

P(C) is equal to 0.5. The adaptive algorithm chooses the optimal

coding and maximizes the goodput.
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Fig. 20. An example characteristic used for evaluation of adap-

tive algorithms. The error rate is a permutation in a range of

[10−7; 10−2].

sults of the algorithm are shown in Fig. 19. It may happen

that the channel changes so rapidly that this solution will

work too slowly. To minimize this factor, HARQ-II can

be applied. After that, any mistake of the adaption algo-

rithm can be corrected by the FEC data sent in the next

ARQ session. An additional simulation was performed to

test how the algorithm performs in rapidly changing en-

vironment (Fig. 20). Results of this simulation are pre-

sented in Table 1. Nine algorithms were tested. The best

performance is achieved by using adaptive redundancy with

the HARQ-I scheme. This algorithm is relatively easy to

implement in the FPGA hardware. The HARQ-II scheme

is giving similar results, but the complexity of the HARQ-

II is higher. The HARQ-I algorithm achieves also quite

high efficiency. It is possible to improve the switching

logic in the future. For example, a proportional-integral-

derivative (PID) or a fuzzy logic controller can be em-

ployed. These controllers can rely not only on the instan-

taneous value, but can track more parameters on a longer

period.

Table 1

Different algorithms vs. the rapidly changing

channel (Fig. 20)

Algorithm
Average Peak

efficiency [%] efficiency [%]

No coding (ARQ) 54.72 98.47

RS(255, 249) (HARQ I) 74.69 96.23

RS(255, 239) (HARQ I) 79.84 92.43

RS(255, 223) (HARQ I) 79.19 86.20

Adaptive RS(HARQ I) 79.66 98.33

HARQ II with RS(255, 223) 74.82 98.33

Adaptive RS with HARQ II 79.57 98.13

Adaptive RS (modified) 83.05 96.28

Adaptive RS with HARQ II
82.46 96.10

(modified)
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4.4. Performance of the FPGA Implementation

The back-to-back connected FPGAs and the implemented

wireless channel emulator are used to test the algorithms in

a real hardware. Presented FPGA-implementation accepts

a BER up to 2 · 10−3. Above this value, the RS engine

cannot fix errors in the stream, and the performance rapidly

drops. In some cases, the wireless channel may produce

BER higher than 2 ·10−3. The hardware-implemented data

link layer cannot operate in such conditions, and the device

will lose the link. To improve the error correction results,

an extended version of FEC engine is proposed.

In the simulation, the authors presume that the engine

must support at least the RS(255, 223) with code rate

R ≈ 0.875. The used RS VHDL-implementation cannot

support a lower coding than the RS(255, 237) with code

rate R ≈ 0.929. Thus, the achieved FPGA results are worse

than simulated. There is a possibility to use shortened RS

codes to decrease the code rate of the produced stream.

That is the easiest approach to deal with the problem. The

second solution is to redesign the implemented RS en-

tity, that it can natively support the RS(255, 223) [21].

The both approaches are compared in terms of consumed

logic area (Fig. 21) and error correction performance

(Figs. 22 and 23).

The implementation of the RS(127, 109, 8-bit symbol)

is realized by shortening the RS(255, 237) by remov-
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Fig. 23. Simulated throughput of the FPGA demonstrator with

the improved FEC engine.

ing 128 symbols from the message part of the codeword.

Practically, it is achieved by using two hardware entities

of the default code, and by multiplexing/switching the

data input and output interfaces (Fig. 24). Every coder

calculates half of the data block, and the rest of the symbols

are filled with zeroes.

Data in Data out

RS(255, 237)

RS(255, 237)

Fig. 24. Implemented code shortening.

The RS(59, 41, 8-bit symbol) is a shortened version of the

RS(255, 237) by removing 196 data symbols. Practically

those are four calculation entities switched four times dur-

ing a single codeword coding. These uncomplicated opera-

tions improve the error correction performance without any

significant system complications. Especially, the resources

used for implementation of the RS(255, 223) can be re-

duced by around 33%, when the coding is replaced with the

proposed RS(127, 109). This simplification causes a small

loss of the error correction performance. The redundancy

symbols are spread more uniformly over the frame and the

redundancy cannot be used as flexible as during processing

of the full-length codewords. The error correction process

is focused on shorter blocks, and some of the redundant

information is not used efficiently.

5. Future Work

We experiment with interleaving and multiplexing matrixes

to increase error correction performance of our implemen-

tation (Fig. 25). The assumption is to improve decoding

performance of the RS(255, 239) and to achieve error

correction performance similar to the RS(255, 223). The

proposed decoder must be mathematically analysed and
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Fig. 25. Experimental RS decoder.

it have to be proven, that the proposed structure requires

less calculation operations than the RS(255, 223). Up to

now, achieved results are disappointing. The solution is

inefficient against single, uniformly distributed bit errors

(e.g. AWGN channel). In such a case, authors cannot tune

the structure to get any optimistic results. Usually, more

power than a single RS(255, 239) decoder is consumed,

and the increase of the error correction performance is

marginal.
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Fig. 27. Error correction results of the proposed decoder.

Better results are achieved if the structure is run against

burst errors. In Fig. 26, an example error characteristic is

presented. The proposed characteristic to test presented

structure (Fig. 27) is used. The solution achieves very

good BER performance, but this is not the most impor-

tant statistic. Number of bit errors in individual blocks is

significantly reduced, but the total number of fully recov-

ered blocks is lower than after the RS(255, 223) decoding

(Fig. 28).
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Fig. 28. Block correction results of the proposed decoder.

An additional disadvantage is that the M and N matrixes

(Fig. 25) are dependent from the error characteristic, and

are not universal for all burst error lengths. If the length of

the typical error produced by a channel is changing, then

also the matrixes have to be adopted.

The proposed scheme can be run iteratively. Authors do

not consider an iterative mode of operation due to energy

consumption and latency. For now, the presented solu-

tion cannot be considered as a substitute of the typical RS

decoder.

6. Conclusion

In the paper, three major aspects of the 100 Gb/s data link

layer are explained. Firstly, the limiting factors of the im-

plementation are analyzed. The data link layer robustness

is improved after introducing the ACK-frame compression
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Fig. 29. Performance of the FPGA implementation in view of

a bit error rate.
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and coding. This reduces the total number of timeouts in

the system simulation. After that, the data segmentation

can be investigated. The most important observation is

that the segmentation has more influence on the uncoded

transmissions, than for the transmissions coded with the

RS block codes. Because of this reason, authors skip the

implementation of a variable segment size in the first itera-

tion. Instead of it, authors focus on the FEC algorithms and

a solution to manage the FEC overhead against the trans-

mission requirements. The goal is to use as little overhead

as possible and maximize the efficiency.

Link adaptation used with the HARQ-I simplifies the FPGA

design, and it is a good substitute of the more complicated

HARQ-II method. That allows removing buffers from the

design, due to the fact that broken frames do not have to

be buffered.

All presented results are validated on the Xilinx VC709

Virtex 7 FPGA platform. The implementation supports

a net data rate of 97 Gb/s on the real FPGA-hardware

(Fig. 29).
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Abstract—The energy consumption of the wireless communi-

cation systems is starting to be unaffordable. One way to

improve the power consumption is the optimization of the

communication techniques used by the communication net-

works and devices. In order to develop an energy efficient

UWB multi-user communication system, the choice of mod-

ulation and multi access technique is important. This paper

compares two Ultra-wideband multi-user techniques, i.e. the

DS-UWB and the TH-UWB in the case of the Nakagami-m

fading channel. For the DS-UWB technique, the orthogonal

(T-OVSF, ZCD) and non-orthogonal (Kasami) codes are used.

For TH-UWB, authors consider different modulations (PPM,

PSM, PAM). This comparison allows choosing the best solu-

tion in terms of energy consumption, data rate and commu-

nication range. Two different studies are realized to find the

most efficient technique to use. In the first study, the same

number of users for the different type of codes (data rate val-

ues) is chosen and the total energy consumption for several

distances and path-loss coefficient is computed. In the second

one, the multiusers effects (same data rate) for various values

of distances and path-loss are evaluated.

Keywords—energy consumption, multi-user techniques,

Nakagami-m fading channel, TH time hopping, UWB.

1. Introduction

Ultra-wideband (UWB) [1] is a radio technique that offers

the ability to create efficient energy and low complexity

communication systems, at limited cost. This energy ef-

ficiency is called green communication [2]. Researchers

have already explored various subjects related to energy

efficiency from system design to network protocols. In [3],

the authors present an energy-efficient low complexity pulse

generator for an UWB system in CMOS technology. In [4],

a low power UWB transmitter with the digital pulse gener-

ator and binary phase modulator also built in CMOS chip is

proposed. Authors in [5] describe a new IR-UWB receiver

capable of achieving remarkable energy saving. They are

operating in the lower, 3.1 to 4.5 GHz, UWB frequency

band allocated in some regions of the world. Reference [6]

introduces and analyses an efficient energy adaptive trans-

mission protocol called ATP-UWSN for UWB Wireless

Sensor Networks. This protocol adapts the error-control

code rate and the spreading code length to match the Chan-

nel State Information (CSI), therefore reaching optimum

communication parameters. Paper [7] considers an energy-

aware and link-adaptive strategy for UWB WSNs to intro-

duce different routing metrics. In [8], the authors take ad-

vantage of the positioning capabilities of UWB to propose

an energy efficient routing algorithm. This algorithm is de-

veloped to search for energy efficient routes with respect to

the Quality of Service (QoS) of the system. In [9] and [10]

two well-known UWB modulations are compared, M-ary

Pulse Position Modulation (MPPM) and M-ary Pulse Am-

plitude Modulation (MPAM), in the AWGN channel and

the Nakagami-m fading channel respectively. The authors

showed in both that the efficient technique has to be de-

termined with respect to the transmission scenario and that

generally MPPM is less energy consuming than MPAM for

high constellations and long communication ranges. These

results were obtained for a communication link with only

one active user.

As a supplementary contribution to [9], [10], in this paper,

authors study the energy efficiency of multi-user techniques

for UWB systems. For this comparison, two largely used

UWB multi-users techniques are selected, i.e. the Direct

Sequence UWB (DS-UWB) and the Time Hopping UWB

(TH-UWB). So, the purpose of this work is to compare two

multi-user methods to identify the less energy consuming

technique according to some operational constraints. More-

over, in this work, an energetic model is developed for two

UWB multi-user techniques in Nakagami-m fading radio

channels respectively. The aim is to find the most efficient

UWB-multi-users technique for different transmission sce-

narios as a function of the communication range and of

the associated path-loss attenuation. Nakagami-m distribu-

tion is used in UWB to model the multi-path components

(MPCs) in the IEEE 802.15.4a [11]. To authors’ knowl-

edge there is no energetic model based on this distribu-

tion to estimate the energy consumption of UWB multiuser

systems.

The paper is organized as follows. In Section 2 a brief

definition of direct spreading DS-UWB and time hoping

TH-UWB is presented. The system model and the channel

description are shown in Section 3. The different multiple

user techniques are presented in Section 4. Section 5 com-

pares the results. Section 6 concludes the paper and gives

some perspectives.

2. UWB Multi-User Techniques

Description

To support multi-users transmission in UWB, the two well-

known techniques are used, which are the DS-UWB and

101



Adil Elabboubi, Fouzia Elbahhar, Marc Heddebaut, and Yassin Elhillali

the TH-UWB. In the DS-UWB, authors often use BPSK

to modulate the transmitted signal. However, for the TH-

UWB, several techniques such as PPM, PAM and PSM or

BPSK-PSM (combination of two modulations) are used. In

the following, the two multi-access techniques with these

respective modulations are described.

2.1. DS-UWB

An UWB DS-UWB signal can be written as [10]

S(k)
DS(t) =

√

Eb

Nc

+∞

∑
j=−∞

Nc−1

∑
n=0

d(k)
j c(k)

n p
(

t − jTf −nTc
)

. (1)

In Eq. (1), S(k)
DS(t) represents the signal of the k-th user,

p(t) is the UWB pulse, which is normalized to satisfy
∫+∞
−∞ p2(t)dt = 1. The other parameters in the signal defi-

nition can be described as:

•
√

Eb
Nc

is a normalization factor to make all considered

systems having the same per bit energy noted Eb;

• Nc is the number of chips used to transmit one bit of

information;

• c(k)
n is the unique spreading sequence allocated to

each k-th user; its values are set from −1 . . .1;

• Tf is the frame duration and is the chip duration sat-

isfying Tf = NcTc;

• Tb is the bit duration; in this paper, Tb = Tf ;

• d(k)
j is the data bit information; its values are from

−1 . . .1 (the BPSK for modulation is used).

In this work, the different orthogonal codes are used:

the ternary Orthogonal Variable Spreading Factor

(T-OVSF) [11], Zero Correlation Duration (ZCD) [12] and

non-orthogonal codes Kasami Type 1 [13] as spreading se-

quence techniques.

2.2. TH-UWB

TH-Pulse Position Modulation (PPM), an UWB TH-PPM

signal can be written as [10]:

S(k)
T H-PPM(t) =

√

Eb

Ns

+∞

∑
j=−∞

p
(

t− jTf −c(k)
j Tc −d(k)

j/Ns
δ
)

. (2)

In Eq. (2) S(k)
T H-PPM(t) represents the signal of the k-th user,

p(t) is the UWB pulse, which is normalized to satisfy
∫+∞
−∞ p2(t)dt = 1. The other parameters in the signal defi-

nition are:

• Ns is the number of pulses used to transmit an infor-

mation bit; it is also called the repetition code;

• C(k)
j represents the time hopping (TH) code; it is

a pseudorandom variable bounded by 0 ≤ c(k)
j ≤ Nh,

where Nh is the hop count;

• Tc is the hop width satisfying Tf = NhTc;

• Tb = NhTf in TH-UWB systems;

• δ is the PPM modulation parameter and d(k)
j/Ns

is

the data bit information that takes values from range

0 . . .1.

In TH-BPSK-Hybrid BPSK and Pulse Shape Modulation

(PSM) an UWB TH-BPSK-PSM signal can be written as:

S(k)
T H-BPSK-PPM(t)=

√

Eb

Ns

+∞

∑
j=−∞

d(k)
j/Ns

pMHP
(

t− jTf −c(k)
j Tc

)

,

where:

• pMHP(t) is one of the possible Modified Hermite

Pulses (MHP) defined in [16]. To generate MHP

waveforms, the following recurrence relation is used:

hn(t) = (−1)n e
t2
4

dn

dtn e
−t2

2 .

Therefore, MHPs for n = 0, . . . ,3 are:

h0(t) = e
−t2

4 ,

h1(t) = te
−t2

4 ,

h2(t) = (t2 −1)e
−t2

4 ,

h3(t) = (t3 − t)e
−t2

4 .

• d(k)
j/Ns

is the data bit information and takes values from

−1 . . .1.

In systems using TH-Pulse Amplitude Modulation (PAM)

an UWB TH-PAM signal can be written as:

S(k)
T H-PAM(t) =

√

Eb

Ns

+∞

∑
j=−∞

p
(

t− jTf −c(k)
j Tc

)

.

3. Model and Channel Description

3.1. The Model

In order to study the energy consumption of a UWB sys-

tem, the architecture of the adopted transmitter and receiver

shown in Fig. 1 was used. The Ppg, Ppa, Pf ilt , PADC, PLNA,

Pmix, Pint and Pf ilr are the power levels of pulse generator,

power amplifier, transmitter filter, digital to analogue con-

verter, analogue to digital converter, low noise amplifier,

mixer, integrator, and receiver filter respectively.

LNA MIX INT FILR ADC

PLNA Pmix Pint P
filr PADC

PG

Ppg

PA

Ppa P
filt

FILT

(a)

(b)

Fig. 1. Block diagram of used: (a) transmitter, (b) receiver.
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Sending a sequence of N bits requires T time. Usually, the

transceiver is assumed to work according to three different

operating modes:

• active mode – in this mode the information is trans-

mitted. The time spent by the transceiver in this

active mode is noted Tac. All the components are

consuming power;

• sleep mode – when there is no information to convey,

the system enters a sleep mode. The time spent by

the transceiver in this sleep mode is noted Tsl . In this

case, a restricted number of components are active;

• transient mode – this corresponds to the transition

mode between the sleep and the active modes. The

time spent by the transceiver in this transient mode

is noted Ttr .

Thus, T can be written as:

T = Tac +Tsl +Ttr . (3)

In paper [17], the authors did not take into account the

time to shift from active to sleep mode because it is usually

very fast compared to the shift from sleep to active mode.

However, they still consider the amount of time spent by the

system to shift from sleep to active mode due to the use of

a frequency synthesizer, which is energy consuming when

the transition takes place. For the UWB Impulse Radio

technique, the synthesizer is not used. So, this transient

time is not considered. Therefore, the energy needed to

transmit N bits is given by Eq. (4):

E = PacTac +PslTsl , (4)

where Pac and Psl represent the power consumption during

the active mode and the sleep mode respectively. The power

consumption of the active mode includes the transmission

power Pt and the electronic circuitry power consumption Pc.

Pc combines the receiver power consumption noted Pcr,

and the transmitter power consumption noted Pct . In the

transmission part, the power consumption of Power Am-

plifier (PA) is linked to the overall transmission power by:

Ppa = αPt , where α = ξ
η−1 , ξ is the average of peak to ra-

tio and η is the drain efficiency of the PA. These variables

depend on the class of the amplifier and the selected mod-

ulation scheme. As compared to the power consumption in

the active mode, the power consumption in the sleep mode

is very low. Therefore, in this study, Psl = 0 i assumed.

However, it could be considered for specific applications

necessitating long periods in sleep mode. Finally, the

amount of energy needed to transmit one bit of information

is given in Eq. (5):

ET =

⌊

(1+α)Pt +(Pc −Ppa)
⌋

Tac

N
. (5)

3.2. Channel Description

For the sake of simplification, a number of parameters of

the IEEE 802.15.4a standard [10] is used and a Nakaga-

mi-m distribution for the radio propagation channel am-

plitudes is adopted. This was integrated in the standard

with the UWB path-loss model as described below. Usu-

ally the IEEE 802.15.4a uses a clustering behavior for the

MPCs. In each cluster there are several rays, the arrivals of

the clusters and the rays are modeled as Poisson process. In

this model, a deterministic model is used where the MPCs

are spaced by the same duration of time τ , and the channel

can be written as

h(t) =
L

∑
l=1

αlδ (t − lτ) ,

where αl is the path amplitude. It was shown in [18]

that the two models provide almost the same results. This

channel model proves to be sufficient for presented analy-

sis. Moreover, the channel gain for a z-th path-loss chan-

nel using a distance d between the transmitter and the re-

ceiver is

Gd =
Pt

Ps
= G1Mldz .

In this expression:

– Ps and Pt are the received power (energy per symbol)

and the transmitted power respectively,

– Ml is the gain margin,

– G1 = (4π)2

gt grλ 2 is the channel gain for d = 1 m which

can be obtained from the transmitter and the receiver

antenna gains gt and gr and from the free space wave-

length λ .

Thus, the instantaneous SNR is γl =
αlPt

GdN0B
, and the aver-

age SNR is γl =
ΩlPt

GdN0B
with Ωl = E

⌊

|α2
l |
⌋

.

In this case, the power density function of the instantaneous

SNR is:

fγ (γl) =
mmγ m−1

l

γ m
l Γ(m)

e
−mγl

yl .

The path-loss in UWB is modeled as a normal distribu-

tion z(µz,σz) with z = µz +nσz and n =−0.75 . . .0.75 [19].

The path-loss mean and variance values change if the trans-

mitter and the receiver antennas are within Line of Sight

(LOS) or within Non Line of Sight (NLOS) conditions.

The corresponding statistics are presented in Table 1.

Table 1

Path-loss statictics

LOS NLOS

µz σz µz σz

z 1.7 0.3 3.5 0.98

4. Energy Efficiency Analysis

4.1. DS-UWB with Orthogonal Codes

The chip duration is Tc = aTp where Tp is the pulse duration

and bit duration Tb = Tf = NcTc. The duration of the active

mode Tac = NTb, where N is the length of the data sequence.
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For the sake of simplicity, it is assumed that presented

system is perfectly synchronized. Therefore, the codes are

orthogonal and, as a consequence, their cross-correlations

are nil.

For such a system, the conditioned BER on the instanta-

neous SNR is [20]:

Pe(γl) = Q

(
√

2
L

∑
l=1

γl

)

,

where SNR = γ . Thus, the average BER for the DS-

UWB system using orthogonal codes can be upper bounded

by [20]:

Pe =

∫ ∫ ∫ +∞

0
Pe(γl) fγ (γl)dγ1 . . .dγL ≤ 1

2

L

∏
l=1

I(γl) ,

where I(γl) =
(

1+
γl

m

)

−m
.

The Maximum Ratio Combining (MRC) technique [21] is

used for detection, which is mandatory in a rake receiver.

The fading amplitudes are independent and not necessarily

identical. In the special case where the L channels are

identically distributed with the same average SNR, γ , the

BER is simply written as:

Pe ≈
1
2

(

1+
γ
m

)

−mL
.

So, the average SNR can be expressed as γ =m
(

(2Pe)
−1
mL−1

)

with γ =
ΩPt

GdN0B
.

Hence, PtTac = am
(

(2Pe)
−1
mL −1

)N0GdNNc

Ω
.

Then, the total energy consumption of the DS-UWB system

using orthogonal codes is:

EDS-OC = (1+α)am
(

(2Pe)
−1
mL −1

)N0GdNc

Ω
+

(Pc−Ppa)Tac

N
.

(6)

For transmission, the same transmitter is used as in the

case of an AWGN channel but, for reception, a partial rake

receiver using the MRC technique and the following char-

acteristics Pc = Pct +Pcr was chosen:

• transmission power: Pct = Ppg +Ppa +Pf ilt ,

• reception power: Pcr = PLNA +L(Pint +Pmix)+Pf ilr +
PADC,

where L is the number of the rake receiver branches.

4.2. DS-UWB with Non-orthogonal Codes

The difference between non-orthogonal and orthogonal

codes relies on the fact that the cross-correlation values are

not nil. Thus, the BER cannot be identical to the mono-user

case. For a predefined BER Pe = 10−3, the interferences

caused by the other users can be approximated by a Gaus-

sian distribution. In the literature, the Gaussian approxi-

mation does not hold for all SNR values [12], [22], [23]

but, in [12] the approximation is almost Gaussian for

Pe = 10−3. Hence, the signal to interference plus noise

ratio (SINR) can be written as follows [11]:

SINR =

2
L
∑

l=1
γl

1+
Nu −1

Nc
σDS

L
∑

l=1
γl

,

where σDS =
1
Tc

∫ ∫ +∞

−∞

[

wrec(t)wrec(t − s)
]2ds,

wrec =

[

1− 4π
( t

Tp

)2
]

e−2π
(

t
Tp

)2

, Nu is number of users,

and Nc is number of pulses.

The conditional BER on the instantaneous SNR can be writ-

ten as (a special case where the L channels are identically

distributed with the same average): Pe(γl) = Q
√

2SINR.

Thus, the average BER for the DS-UWB system using non-

orthogonal codes can be upper bounded by:

Pe =
∫ ∫

. . .
∫ +∞

0
Pe(γl) fγ (γl)dγ . . .dγL ≤ 1

2

L

∏
l=1

I(γl) ,

where I(γl) =

(

1+
1
m

1
γl

+ Nu−1
Nc

LσDS

)

−m

.

So,

Pe ≈
1
2

(

1+
1
m

1
γ + Nu−1

Nc
LσDS

)

−mL

and

γ =
1

1

m
(

2P
−1
mL

e −1
)

− Nu−1
Nc

LσDS
.

Hence,

PtTac =
N0Gd NcN

Ω
1

m
(

2P
−1
mL

e −1
)

− Nu−1
Nc

LσDS
.

The total energy consumption of a DS-UWB system using

non-orthogonal codes in Nakagami-m channel with path-

loss can be written as:

EDS-NOC =(1+α)
aN0Gd Nc

Ω
1

m
(

2P
−1
mL

e −1
)

− Nu−1
Nc

LσDS
+

+
(Pc−Ppa)Tac

N
.

The consumed powers of the transmission and the reception

circuitries are identical to the system using the orthogonal

codes.

4.3. TH-BPSK-PSM

In order to evaluate the performance of MHPs, in the same

conditions as other multiple user techniques, two different

waveforms at least must be used. Therefore, the first MHP
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is assigned to the first group of 8 users and the second MHP

is assigned to the second group of 8 users. TH-BPSK is

also the technique used for assuring simultaneous transmis-

sion. As the MHP are orthogonal pulses, the interference

will mainly be caused by the users belonging to the same

group. As in the previous cases, the interference can be

approximated as a Gaussian variable for Pe = 10−3. The

SINR can be written as follows:

SINR =

2
L
∑

l=1
γl

1+
Nh
2 −1
Ns

σBP
L
∑

l=1
γl

,

where σBP =
1
Tf

∫ ∫ +∞

−∞

[

PMHP(t)PMHP(t − s)
]2ds.

The conditional BER on the instantaneous SNR can be

written as (special case where the L channels are identically

distributed with the same average): Pe(γl) = Q
√

2SINR.

The BER can be upper bounded of this system by writing:

Pe =

∫ ∫

. . .

∫ +∞

0
Pe(γl) fγ (γl)dγ1 . . .dγL ≤ 1

2

L

∏
l=1

I(γl) ,

Pe ≈
1
2

(

1+
1
m

1
γ +

Nh
2 −1
Ns

LσBP

)

−mL

,

γ =
1

1

m
(

2P
−1
mL

e −1
)

−
Nh
2 −1
Ns

LσBP

.

Hence,

PtTac =

N0GdNsNhN
Ω

1

m
(

2P
−1
mL

e −1
)

−
Nh
2 −1
Ns

LσBP

.

The total energy consumption by a system using MHP in

a Nakagami-m channel is:

EMHP = (1+α)

aN0GdNsNh

Ω
1

m
(

2P
−1
mL

e −1
)

−
Nh
2 −1
Ns

LσBP

+

+
(Pc−Ppa)Tac

N
.

4.4. TH-PAM

For a BER Pe = 10−3, the multi-user interference is approx-

imated by a Gaussian distribution. In this case the SINR

is:

SINR =

2
L
∑

l=1
γl

1+ Nh−1
Ns

σPAM
L
∑

l=1
γl

,

where σPAM =
1
Tf

∫ ∫ +∞

−∞

[

wrec(t)wrec(t − s)
]2ds.

The conditional BER on the instantaneous SNR as (a spe-

cial case where the L channels are identically distributed

with the same average) is: Pe(γl) = Q
√

2SINR.

Then,

Pe ≈
1
2

(

1+

1
m

1
γ

+
Nh −1

Ns
LσPAM

)

−mL

,

γ =
1

1

m
(

2P
−1
mL

e −1
)

− Nh −1
Ns

LσPAM

,

PtTac =

N0GdNsNhN
Ω

1

m
(

2P
−1
mL

e −1
)

− Nh −1
Ns

LσPAM

.

The total energy of a TH-PAM system in a Nakagami-m

channel with a path-loss is:

ETH-PAM = (1+α)

aN0GdNsNh

Ω
1

m
(

2P
−1
mL

e −1
)

−
Nh
2 −1
Ns

LσPAM

+

+
(Pc−Ppa)Tac

N
.

4.5. TH-PPM

In this case the same scheme as the TH-PAM case is used,

but for modulation Pe(γl) = Q
√

SINR. The total energy

consumption of a TH-PPM system in a Nakagami-m chan-

nel with a path-loss is:

ETH-PPM = (1+α)

aN0GdNsNh

Ω
1

2m
(

2P
−1
mL

e −1
)

−
Nh
2 −1
Ns

LσPPM

+

+
(Pc−Ppa)Tac

N
.

where

σPPM =
1
Tf

∫ ∫ +∞

∞

[

wrec(t)
(

wrec(t−s)−wrec(t−s−δ )
)]2ds .

5. Simulation Results

In this section, the simulation results of the total energy

needed to transmit one bit using the different access tech-

niques. To compare the energy efficiency of the previously

analyzed multi-user techniques, the different sets of pa-

rameters are explored. It is assumed that the communica-

tion bandwidth has a minimum value B = 500 MHz with

center at fc = 3.46 GHz situated in the low part of the

3.1–10.6 GHz UWB band. The all the system parameters

chosen as being representative of realistic equipment using
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the current CMOS technology: fc − 3.46 GHz, α = 0.78,

N0 = −170 dBm/Hz, B = 500 MHz, N = 106, Ppg =
25.2 mW, PLNA = 7.68 mW, Pmix = 15 mW, Ppg = 2.5 mW,

PADC = 7.6 mW, Pf ilt = Pf ilr = 2.5 mW, L = 4, Pe = 10−3,

Ml = 40 dB, G1 = 33.2 dB, Ω = 1 ([3] and [4]).

All the experiments are performed in an NLOS propagation

channel with m = 0.7, which is the depth of fading valid

for all the following test configurations. The authors suc-

cessively consider two different simulation scenarios. The

first one maintains the same number of users, the second

one imposes the same rate.

5.1. Using with Same Number of Users

In Fig. 2, the requested transmission energy DS-UWB with

orthogonal (T-OVSF, ZCD) and non-orthogonal (Kasami I)

codes and TH-BPSK-PSM described above versus the dis-

tance d = 5 . . .50 m, for Pe = 10−3 and z = 3.5 is depicted.

The purpose of this initial test is to check the compliance

of the selected UWB system power transmission regarding

the FCC authorized standard.
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Fig. 2. Transmission energy for different multi-users techniques.

All the techniques studied are compliant with the UWB

mask for the whole set of communication ranges. In addi-

tion the Kasami technique requires more transmission en-

ergy as compared to other techniques. Due to the need

for a high number of pulses to handle 16 users, Kasami

consumes more energy than that needed for the orthogonal

codes and the MHP.

In Fig. 3, the total energy consumption for different multi-

user access technique versus distance is presented where

in Nakagami-m fading channel and same condition as

in Fig. 2.

From the beginning to the end of the, BZCD is the most

efficient access technique. It consumes less energy to han-

dle 16 users because it has the advantage of using the least

number of pulses compared to the other techniques. While,

BZCD codes need 64 pulses to handle 16 users OVSF codes

need 128 and the Kasami codes 255. In simulation 8 pulses

for the MHP were used, but since the frame duration of

MHP to manage 16 users is higher than the frame duration

-30

-40

-50

-60

5 10 15 20 25 30 35 40 45 50

Distance [m]

-25

-35

-45

-55

T
o

ta
l 

e
n

e
rg

y
 c

o
n

s
u

m
p

ti
o

n
 p

e
r 

b
it

 [
d

B
J
]

-20

Kasami

Hermit

OVSF

BZCD

Fig. 3. Total energy for different multi-users techniques using in

Nakagami-m fading channel.

of BZCD, MHP technique consumes more than the BZCD

one, even with less pulses. The Kasami codes are not very

efficient on the whole set of ranges due to the huge number

of pulses needed for supporting 16 users. The number of

pulses plays a major role in the overall energy consump-

tion since the circuitry required energy and the transmission

energy becomes higher and higher with the increase of the

number of pulses to be generated.

In Fig. 4, the total energy consumption against the path-

loss z is shown using parameters d = 30 m, Pe = 10−3 and

z = 2.8 . . .4.2 in the Nagakami-m fading channel.
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Fig. 4. Total energy for different multi-users techniques vs. path

loss z.

Using these settings, the BZCD is the most efficient access

technique and that Kasami is the less efficient one. For this

particular considered distance and path-loss range, using

fewer pulses to transmit the data bits is helpful to achieve

an energy efficient system.
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5.2. Using the Same Rate

In these experiments, the TH-PPM is compared with other

techniques. The latter needs to double the signal processing

time, therefore it is suitable to add the power consumption

of a microcontroller. It is assumed that 20% of the energy

is consumed by the reception circuitries.

In Fig. 5, the transmission energy for four of the multi-user

techniques described above versus the distance are depicted,

in Nakagami-m fading channel.
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Fig. 5. Transmission energy for different multi-users techniques

in Nakagami-m fading channel.

The orthogonal codes request the lowest transmission en-

ergy. The highest transmission energy is required by the

TH-PPM technique.

In Fig. 6, the total energy consumption for different multi-

user access techniques versus the distance is shown using

d = 5 . . .50 m, Pe − 10−3 and z = 3 in the Nakagami-m

channel. To maintain the same rate, Nc = NhNs is assumed.
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Fig. 6. Total energy for different multi-users techniques vs. dis-

tance in Nakagami-m channel.

The simulation results show that T-OVSF and BZCD are the

most efficient multi-access techniques from the beginning

of the selected communication range up to its end. Despite

the use of fewer pulses, TH-PAM and TH-PPM are less

efficient than both orthogonal codes. However, TH-PAM

is better than TH-PPM energetically speaking. This is due

to the robustness of TH-PAM against the multi-user inter-

ference. Even if T-OVSF and BZCD consume the same

amount of energy for the same number of pulses used,

BZCD can handle up to 16 users unlike T-OVSF codes,

which are limited to 8 (in this setting). This makes BZCD

a better choice. Some tradeoff between the number of users

and the energy consumed may be performed if the appli-

cation demands it.

Figure 7 shows the total energy consumption for differ-

ent multi-user technique against the path-loss z (d = 30 m,

Pe = 10−3, and z = 2.8 . . .4.2) in the Nakagami-m channel.
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Fig. 7. Total energy for different multi-users techniques vs. path-

loss in Nakagami-m channel.

In this considered range, T-OVSF and BZCD are the most

efficient techniques over the whole range of path-loss. For

the same duration frame, the orthogonal codes are better

choice than the time hopping one. This energy efficiency is

linked to the influence of the multi-user scenario. When the

interference variance increases the total energy consumed

increases.

6. Conclusion

In order to develop an energy efficient UWB multi-user,

high bit rate, communication system, this paper compared

DS-UWB using orthogonal or non-orthogonal codes and

different TH-UWB techniques. They were evaluated in

Nagakami-m fading propagation channels. In the first part,

the different theoretical expressions of the consumed en-

ergy were established. Then, in the second part, simula-

tions were run to effectively compare the consumed energy.

In the first step, a fixed number of users were considered.

We found that the BZCD are more efficient for the range of

distances considered and for the whole interval of path-loss

coefficient. This first experiment showed that the efficient

system is the system using the least number of pulses to

transmit the data bit. In the second set of experiments,

the transmission rate was fixed. The T-OVSF and BZCD

are the less energy consuming for the whole range of dis-
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tances. Besides, when the distance has a middle value and

the path-loss varies, T-OVSF and BZCD remain less en-

ergy consuming than the other techniques considered. The

second experiment showed that the least efficient technique

is the technique having the highest interference variance.

To conclude, this energetic model can be further used as

a green communication tool to determine the best multi-

user techniques regarding energy consumption in a given

transmission conditions.
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Abstract—Automatic Meter Reading (AMR) system is ex-

pected to be used for real time load monitoring to optimize

power generation and energy efficiency. Recently, it has been

a serious problem that user’s lifestyle may be revealed by a tool

to estimate consumer’s lifestyle from a real-time load profile.

In order to solve this issue, Battery-based Load Hiding (BLH)

algorithms are proposed to obfuscate an actual load profile

by charging and discharging. Although such BLH algorithms

have already been studied, it is important to consider multiple

households case where one battery is shared among them due

to its high cost. In this paper, a monetary fair BLH algorithm

for multiple households is proposed. In presented scheme,

the core unit calculates the difference between the charged

amount and discharged one for each household. If the differ-

ence is bigger than the predefined threshold (monetary unfair

occurs), the most disadvantageous and advantageous house-

holds are given priority to discharge and charge the battery

and other households should charge to achieve monetary fair-

ness. The efficiency of the scheme is demonstrated through

the computer simulation with a real dataset.

Keywords—Automatic Meter Reading, Battery Load Hiding,

Privacy for Smart Grid.

1. Introduction

In recent years, smart meters have gained much popularly

with growing support from the electric power company

and governments. However, smart meters pose substan-

tial threat to the privacy of individuals [1]. Smart meters

use measurement circuits that can record the load profile

by a second or minute order. Recently, it has been a seri-

ous problem that user’s lifestyle may be revealed by a tool,

which is called Non-Intrusive Load Monitoring (NILM),

to estimate consumer’s lifestyle from a real-time load pro-

file [2]–[4]. The most of NILM techniques are to detect

edges in a load profile [5]–[7]. Batra et al. publish an open

source toolkit of NILM named NILMTK [8]. However,

NILM gives rise to serious user privacy concerns. Multi-

ple studies have shown that smart meters are vulnerable to

an attack that could leak fine grained usage data to third

parties, e.g. an electric power industry [9]. In order to

preserve individual’s privacy, a Battery-based Load Hiding

(BLH) technique is proposed to avoid the information leak-

age by NILM [10]–[14]. The basic concept of BLH is to

hide actual load by wisely charging/discharging a battery.

For example, in Best Effort (BE), the core unit, which is

a battery controller for BLH, charges/discharges a battery

to flatten the metered load [10]. Another novel work is

Non-Intrusive Load Leveling (NILL) algorithm [11]. In

NILL algorithm, the core unit aims to flatten the metered

load and controls the residual energy of the battery in or-

der to continue BLH [11]. However, these schemes disclose

true demand when the battery is almost empty or full. In

order to solve this problem, Stepping Framework (SF) is

proposed to step a metered load instead of flattening it by

considering the current energy consumption level of the

appliances [12].

Although many BLH algorithms have been studied in the

literature, most of them do not consider the multiple house-

holds case. Privacy leakage problem is related with all re-

gions where a real-time load measuring system is offered.

According to [15], countries all over the world, e.g., US,

Canada, United Kingdom, France, Spain, China and Japan,

have taken the decision to roll out smart metering system.

Irrespective of country, one may feel that it is expensive

because a battery of 1 kWh might cost at least $1,200 [16].

Therefore it has a great importance to realize a BLH where

a battery is shared among multiple households. A realistic

case of the shared battery is an apartment, condominium

or a set of houses [17]. In this case, inhabitants who want

to avoid the privacy leakage by smart meter may cover the

expenses of the development and maintenance of such a bat-

tery system. Vilardebo et al. propose a BLH scheme for

multiple households, however, they do not consider mon-

etary fairness [13]. That is, an unfair situation may occur

when households pay a money to charge a battery by BLH

but they do not use the same amount of the charged energy

from it. Therefore, it is necessary to propose a monetary

fair BLH scheme for multiple households.

In this paper, a monetary fair BLH scheme for multiple

households by using only one battery is proposed. Authors

first present a monetary fair BLH scheme for two house-

holds. In the scheme, the core unit chooses one of the

following three modes based on monetary loss and resid-

ual energy on the battery: the stabilization mode, fairness

mode, and normal mode. In the stabilization mode, the

core unit controls the amount of residual energy and avoids

the situation where BLH cannot be executed. In the fair-

ness mode, the core unit lets an overcharged household dis-

charge, while it lets the other charge in order to solve mon-

etary unfairness. Finally, in the normal mode, the core unit
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calculates each household’s metered load at time t against

every possible case and chooses the case where the residual

energy approaches almost the half of battery capacity.

Authors further extend proposed algorithm to deal with

more than two households is applied. If original algo-

rithm for multiple households, the core unit would have

to calculate all patterns in the normal mode and it would

require heavy computation on the core unit – the order is

O(2N) where N denotes the number of households. There-

fore, authors propose an extended algorithm to deal with

multiple households by approximating the algorithm in the

normal mode. More specifically, the core unit first decides

the number of charging (or discharging) households so that

residual energy approaches to the target energy level (more

specifically 55% of the maximum capacity). If the residual

energy is less than that value, more households charge bat-

tery. Then which household charges/discharges is assigned.

The efficiency of proposed scheme is shown by the com-

puter simulation. The evaluation metrics are mutual infor-

mation, which is a major indicator of how much information

is leaked by BLH, and monetary loss. Authors also clarify

how many households can be covered with proposed algo-

rithm. A real electric loads dataset called Wiki-Energy is

used [18] to obtain reasonable outcome.

The remainder of this paper is organized as follows. Re-

lated work regarding BLH and its shortcomings is summa-

rized in Section 2. The proposed scheme with discussion

is described in Section 3. Simulation results are shown in

Section 4. The paper is concluded in Section 5.

2. Related Work

2.1. Summary of Battery Load Hiding Schemes

To protect a privacy for smart meter users, many researchers

have proposed BLH algorithms considering various con-

straints on the battery such as capacity to minimize the

amount of information leakage [10]–[14]. In BLH algo-

rithm, the operation system controls the battery based on

the demand load and previous time energy consumption

observed by a smart meter (the metered load) in order to

control the currently metered load.

Current BLH algorithms basically aim to flatten the me-

tered load by wisely charging/discharging a battery. The

main difference among these algorithms is how to react

when the residual energy of a battery is in almost empty

or full. In the BE [10], when the energy level reaches the

minimum or maximum, the core unit determines whether

it should be charged or discharged at the maximum rate. In

the NILL [11], the core unit chooses a charging/discharging

rate with respect to the energy consumption of appliances.

Yang et al. analyze the above two algorithms and show that

these two algorithms disclose the true energy consumption

when the battery is too low or too high. To solve this prob-

lem, they propose SF-LS2 [12]. In SF-LS2 , instead of

trying to maintain a constant load, the core unit monitors

the current energy consumption level of the appliances and

chooses a target load value from a set of predefined values.

Yang et al. verify the tradeoff between the privacy and the

electricity bill and propose an online algorithm that can op-

timally control the battery to protect the smart meter data

privacy and cut down the electricity bill [14]. Vilardebo

et al. propose a BLH scheme that operates over multiple

users by defining privacy-power function [13].

2.2. Shortcomings in Conventional BLH Schemes

Although there are many BLH algorithms, most of algo-

rithms do not consider using one battery for multiple house-

holds. One may feel that it is expensive since a battery of

a 1 kWh might cost at least $1,200 [16]. Therefore it has

a great importance to realize a BLH, where a battery is

shared among multiple households. Vilardebo et al. pro-

pose such a BLH scheme with a single battery, however,

they do not consider monetary fairness (cost/profit balance

between users) [13]. Without considering it for the multiple

households case, one might gain or lose money by execut-

ing BLH. Here, monetary fairness denotes that the charged

amount for BLH must be same as the discharged amount

for each household. However, it is difficult to achieve the

monetary fairness because of two constraints on the battery.

The first constraint is that the battery has a limit on charge

and discharge rate. The core unit needs to choose, which

user and how much energy should be charged or discharged.

The second one is that BLH is limited by the battery ca-

pacity. When the system deals with multiple households

with one battery, it is challenging to appropriately execute

BLH for each one.

3. Proposed Scheme

The paper proposed a monetary fair BLH algorithms for

multiple households. Firstly, a BLH scheme for two house-

holds with a battery and then extend it to deal with more

than two by approximating the computationally heaviest

part in the algorithm is shown. Figure 1 shows the system

Concentrator Electric
company

Smart meters Household
battery

Household N

Household 2

Household 1

Core unit

e t1( )

d t1( )

e t2( )

d t2( )

e tN( )

d tN( )

Fig. 1. The system model of BLH scheme.
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Table 1

Notations used in presented scheme

Parameters Definition

i Index of a household

β Quantization width

β ′ β
N

Erest(t)
Ratio of residual energy to the battery ca-

pacity at time t [%]

li(t)
Monetary loss caused by charging and dis-

charging within household i

lth Threshold of li(t)

di(t) Demand load in household i

si(t)
Charging signal. If si(t) = 1, the core unit

quantizes household i’s load by charging.

Otherwise, the core unit quantizes house-

hold i’s load by discharging.

ei(t)
Metered load (the load after BLH) in house-

hold i at time t

Cmax Battery capacity

E f ine
Fine level of the battery.

E f ine = 0.55Cmax = 0.9+0.2
2 Cmax

p
The household which most charged during

the period from 0 to t−1.

q
The household which most discharged dur-

ing the period from 0 to t−1.

K1 Difference between 0.9Cmax and Erest(t)

K2 Difference between Erest(t) and 0.2Cmax

NC
Number of charging households other than

q at time t

ND
Number of discharging households other

than q at time t

model of BLH scheme. di(t) denotes the total electric

load demanded by the appliances in a household i at

time t. In contrast, ei(t) is the summation of di(t) and load

charged/discharged by BLH at time t (see Table 1). In order

to realize BLH for multiple households, each household’s

ei(t) must be calculated based on di(t). After deciding ei(t),
the core unit controls the battery in order to output ei(t) to

each smart meter. After that the core unit sends each smart

meter to ei(t). When each smart meter receives ei(t), each

smart meter sends ei(t) to the concentrator and the concen-

trator sends ei(t) to the electric company.

The threshold lth is defined that determines the upper bound

of instantaneous monetary unfairness. When the difference

between the charged amount and discharged one exceeds

the predefined threshold, the core unit lets the overcharged

household discharge, or vice versa. This scheme consists

of three modes: stabilization, fairness, and normal mode.

The control unit changes its mode based on the residual

energy and the amount of loss caused by BLH. When the

residual energy is almost empty or full, the core unit tran-

sits to the stabilization mode, which is based on the state-

of-the-art BLH scheme SF-LS2 [12] to avoid the situation

where BLH cannot be executed. If a household charges too

much, the core unit transits to the fairness mode to solve

monetary unfairness. Otherwise, the core unit executes

the normal mode so that the residual energy approaches

almost half of its capacity. After deciding its mode, the

core unit decides each household’s metered load ei(t) with

a quantization band β , where β is a quantization band-

width for household i’s demand load di(t). β indicates how

coarsely hides a demand load and it is given by taking into

account to the battery capacity and charging/discharging

rate, where charging/discharging rate denotes how much

energy the battery can charge/discharge within a time unit.

Finally, the core unit charges or discharges by the calculated

amount.

Moreover, authors extend the algorithm to deal with more

than two households. In the extended version, the core

unit first decides the number of households that executes

BLH by charging (and discharging), which is denoted as NC
(and ND), based on the current residual energy Erest(t). Af-

ter deciding the number of charging and discharging house-

holds, the core unit then assigns each household to charging

or discharging group.

3.1. Three Modes of BLH Algorithm

Deciding mode. Algorithm 1 shows an algorithm for the

core unit to select its operating mode. First, if the resid-

ual energy is almost empty – Erest(t − 1) ≤ 20% or full

Erest(t − 1) ≥ 90%, the stabilization mode is chosen to

avoid the situation where the residual energy gets empty

or full. If either of households overcharges, i.e., the

charged amount is beyond the pre-defined threshold lth, the

control unit transits to the fairness mode to achieve mone-

tary fairness. Otherwise, the control unit chooses the nor-

mal mode so that the residual energy approaches almost

half of the battery capacity Cmax, where Cmax is maximum

battery capacity.

Algorithm 1: Deciding mode

1: Input Erest(t−1)
2: if Erest(t−1) is almost empty ∪ Erest(t−1) is almost

full then

3: mode← Stabilization
4: else if |li(t)| ≥ lth for i = 1 and/or 2 then

5: mode← Fairness
6: else

7: mode← Normal
8: end if

9: Return mode

Stabilization mode. In the stabilization mode (Algo-

rithm 2), the core unit lets each household charge (s1(t)←1,

s2(t)← 1) when the residual energy is almost empty (un-

der 20%). On the other hand, the core unit lets each house-
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Algorithm 2: Stabilization mode

1: Input Erest(t−1)
2: for i ∈ 1 : 2 do

3: if Erest(t−1)≤ 20% then

4: s1(t)← 1
5: s2(t)← 1
6: else if Erest(t−1)≥ 90% then

7: s1(t)← 0
8: s2(t)← 0
9: end if

10: β ′← β
2

11: if si(t) = 1 then

12: ei(t)←
⌈

di(t)
β ′

⌉

β ′

13: else if di(t) mod β 6= 0 then

14: ei(t)←
⌊

di(t)
β ′

⌋

β ′

15: else

16: ei(t)←
(

di(t)
β ′ −1

)

β ′

17: end if

18: end for

19: Return e1(t) and e2(t)

hold discharge – s1(t)← 0, s2(t)← 0, when the residual en-

ergy is almost full (over 90%). Here, si(t) denotes whether

household i hides its load by charging or discharging at

time t. That is, si(t) = 1 indicates that the core unit lets

household i charge, while si(t) = 0 indicates that the core

unit lets household i discharge. Then, the core unit calcu-

lates a target quantized load ei(t) for each household ac-

cording to si(t). Here, β ′ is set as
β
2 so that each household

equally charges/discharges.

Fairness mode. In the fairness mode (Algorithm 3), the

core unit lets an overcharged household i.e. li(t− 1) ≥ lth

Algorithm 3: Fairness mode

1: Input l1(t−1) and l2(t−1)
2: if l1(t−1)≤ l2(t−1) then

3: s1(t)← 1
4: s2(t)← 0
5: else

6: s1(t)← 0
7: s2(t)← 1
8: end if

9: for i ∈ 1 : 2 do

10: if si(t) = 1 then

11: ei(t)←
⌈

di(t)
β

⌉

β
12: else if di(t) mod β 6= 0 then

13: ei(t)←
⌊

di(t)
β

⌋

β
14: else

15: ei(t)←
(

di(t)
β −1

)

β
16: end if

17: end for

18: Return e1(t) and e2(t)

discharge and lets the other charge to solve monetary un-

fairness, where li(t) denotes the difference between charged

and discharged amount of energy for a household i at

time t. Then, the core unit calculates a target quantized

load ei(t) for each household according to si(t).

Normal mode. Algorithm 4 shows the algorithm of the

normal mode. The fine level E f ine of the battery is defined

and set

E f ine = 0.55Cmax =
0.9+0.2

2
Cmax .

In the normal mode, the core unit calculates each house-

hold’s metered load at time t for every possible case, i.e.

{s1(t), s2(t)} in {{0,0},{0,1},{1,0},{1,1}}. Then, the

core unit chooses the case where the residual energy most

approaches E f ine.

Algorithm 4: Normal mode

1: for {s1(t), s2(t)} ∈ {{0,0},{0,1},{1,0},{1,1}} do

2: for i ∈ 1 : 2 do

3: if si(t) = 1 then

4: ei,si(t)(t)←
⌈

di(t)
β

⌉

β
5: else ifdi(t) mod β 6= 0 then

6: ei,si(t)(t)←
⌊

di(t)
β

⌋

β
7: else

8: ei,si(t)(t)←
(

di(t)
β −1

)

β
9: end if

10: end for

11: if the combination of e1,s1(t)(t) and e2,s2(t)(t) more

approaches Erest(t) = 55% then

12: e1(t)← e1,s1(t)(t)
13: e2(t)← e1,s2(t)(t)
14: end if

15: end for

16: Return e1(t) and e2(t)

3.2. Extended Algorithm for Multiple Households

In the next step the algorithm was extended for more than

two households. Although the modes in the extended algo-

rithm are almost same with the algorithm for two house-

holds, each mode needs to be slightly modified to deal

Algorithm 5: Deciding mode in multiple households case

1: Input Erest(t−1)
2: if Erest(t−1) is almost empty ∪ Erest(t−1) is almost

full then

3: mode← Extended Stabilization
4: else if i exists that satisfies |li(t)| ≥ lth then

5: mode← Extended Fairness
6: else

7: mode← Extended Normal
8: end if

9: Return mode
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with more households due to the following two reasons.

The first one is to require large computational complexity.

The second one is the possibility that BLH cannot be

executed when the battery is fully charged or empty gets

higher in presence of multiple households. Therefore, some

parts of operated modes are modified to take into account

these difficulties.

Deciding mode. Algorithm 5 shows the algorithm to de-

cide the operating mode. First, the core unit checks the

residual energy with the same way of the deciding mode in

two households. Then, if there exist households whose loss

or profit is more than lth, the core unit chooses the extended

fairness mode to solve monetary unfairness. Otherwise, the

core unit transits to the extended normal mode.

Extended normal mode. In Algorithm 6, the normal

mode for two households decides each si(t) for every pos-

sible case and thus the computation complexity is O(2N),
where N denotes the total number of households. It is

necessary to decrease the computation complexity when

the system deals with more than two households. There-

fore, authors take an approximate measure to decide each

si(t) and ei(t) in the extended normal mode. First NC was

set, which is the number of si(t) = 1, i.e. the number of

households that execute BLH by charging, by taking into

account the residual energy Erest(t). For the ease of dis-

cussion, first it is assumed each household consumes the

same amount of energy. Intuitively, more households must

Algorithm 6: Extended normal mode

1: K1← 0.9Cmax−Erest(t)
2: K2← Erest(t)−0.2Cmax

3: NC← round
(

K1
K1+K2

)

N
4: ND← N−NC
5: for i ∈ 1 : N do

6: Diffi←
⌈

di(t)
β

⌉

β −di(t)
7: end for

8: if Erest(t)≤ E f ine then

9: indices ← the indices {i} of top NC households

that have largest Diffi.

10: else

11: indices ← the indices {i} of top NC households

that have smallest Diffi.

12: end if

13: for i ∈ 1 : N do

14: if i ∈ indices then

15: ei(t)←
⌈

di(t)
β

⌉

β
16: else if di(t) mod β 6= 0 then

17: ei(t)←
⌊

di(t)
β

⌋

β
18: else

19: ei(t)←
(

di(t)
β −1

)

β
20: end if

21: end for

22: Return ei(t)

charge when the residual energy Erest(t) is below the tar-

get E f ine. More specifically, NC was corrected by the ratio

of 0.9Cmax−Erest(t) to Erest(t)− 0.2Cmax. Next, ND was

set, which is the number of si(t) = 0, as ND = N −NC.

Therefore the number of charging households NC and that

of discharging households ND are calculated by:

NC = round
(

K1

K1 +K2

)

N, (1)

ND = N−NC. (2)

Figure 2 shows an example of calculating NC and ND. In

Figure 2, we can obtain K1 = 0.9Cmax−0.4Cmax = 0.5Cmax
and K2 = 0.4Cmax− 0.2, Cmax = 0.2, Cmax, thus

K1
K1+K2

=
5

5+2 . Hence, when there are 7 households, the number of

charging households NC is 5 and that of discharging house-

holds ND is 2.

K1

K2

90%

55%

20%

E t
rest

( ) = 40%

Fig. 2. Example of calculating K1 and K2.

After determining the number of charging/discharging

households, the core unit selects, which households should

charge/discharge. This is because when the residual energy

is less than Erest(t), the more energy should be charged in

order to keep the normal mode. So, the households are

selected, which will charge more energy to the battery by

taking difference between the quantized demand value ei(t)
and the demand load in household i. In order to calculate

the amount of charged energy, the core unit checks the

quantized demand value ei(t) when assuming all si(t) = 1.

The core unit can expect each amount of charged energy

by:

Diffi =

⌈

di(t)
β

⌉

β −di(t), (3)

where Diffi is the amount of charged energy by a house-

hold i. When the residual battery is less than E f ine, NC
charging households which have larger Diffi are chosen,

because more energy should be charged to keep residual

energy around E f ine. When the residual energy is more

than E f ine, and vice versa. Algorithm 6 shows the algo-

rithm of the extended normal mode.
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Algorithm 7: Extended fairness mode

1: Input lp(t−1) and lq(t−1)
2: sp(t)← 0
3: sq(t)← 1
4: K1← 0.9Cmax−Erest(t)
5: K2← Erest(t)−0.2Cmax

6: NC← round
(

K1
K1+K2

)

(N−2)

7: ND← (N−2)−NC
8: for i ∈ 1 : N−2 do

9: Diffi←
⌈

di(t)
β

⌉

β −di(t)
10: end for

11: if Erest(t)≤ E f ine then

12: indices ← the indices {i} of top NC households

that have the largest Diffi.

13: else

14: indices ← the indices {i} of top NC households

that have the smallest Diffi.

15: end if

16: for i ∈ 1 : N−2 do

17: if i ∈ indices then

18: ei(t)←
⌈

di(t)
β

⌉

β
19: else if di(t) mod β 6= 0 then

20: ei(t)←
⌊

di(t)
β

⌋

β
21: else

22: ei(t)←
(

di(t)
β −1

)

β
23: end if

24: end for

25: Return ei(t)

Extended fairness mode. Algorithm 7 shows the algo-

rithm of the extended fairness mode. p and q denote the

households that most charged and discharged during the

period from 0 to t − 1, respectively. Therefore, lp(t − 1)
and lq(t − 1) denote the difference between charged and

discharged amount of most charged household p and least

charged household q during the period from 0 to t−1, re-

spectively. In the extended fairness mode, the core unit

first allots si(t)← 0 to the most overcharged household,

and si(t)← 1 to the least charged household. The core unit

then decides other N− 2 households’ si(t) and ei(t) with

the same way of the extended normal mode. When there

are some households with loss more than lth, the core unit

chooses only two households, which have largest and small-

est loss to reduce the complexity. The core unit checks each

household’s loss by interval measurements so that each loss

is converged in lth.

Extended stabilization mode. In the extended stabiliza-

tion mode, the algorithm is almost same to the stabilization

mode in two households except for changing β ′ to
β
N .

3.3. Discussion

Other energy sources for BLH – although presented

scheme assumes that only a battery is used for BLH, other

sources such as a solar panel can also be used together with

a battery. In this case, energy produced by other sources

should also be taken into account for BLH. Authors do not

consider the use of other energy sources in this research

because the charged amount depends on the nature, which

is typically difficult to model or estimate.

Initial cost to introduce BLH – a 1 kWh Li-ion battery

costs at least $1,200 [16]. By using presented scheme and

sharing one battery with more than two households, the

installation cost for each household can be divided.

Limitation of our scheme – the monetary fairness between

two households can be reduced by the fairness mode. How-

ever, proposed scheme cannot exactly get rid of monetary

unfairness between multiple households even if the core

unit sets lth to 0. This is because the scheme solves the

monetary unfairness after observing the previous outcome

of BLH.

Privacy Concern – third parties cannot estimate both

household’s demand loads because they cannot obtain the

residual energy on real time. However, when the system

deals with two households, one household may estimate

the other household’s demand load in real time if each

household knows its own demand load, metered load, and

the residual energy on real time. Household 1 can calculate

the household 2’s load demand d2(t) as follows:

d2(t) = e2(t)+e1(t)−d1(t)− (Erest(t)−Erest(t−1)). (4)

To satisfy the privacy of households using proposed

scheme, both households must have cooperative relation-

ships. This issue is not important when the number of

households is more than two, because a household which

tries to estimate other households’ demand loads needs

more demand load information from several households and

this could be infeasible.

4. Simulation Results

4.1. Simulation Model

During simulation a mutual information and the monetary

loss are evaluated. Based on the definition in [19], the

“mutual information” of household i when t = T is defined

as the following equation with the set of output E = {ei(t)}
and raw measurements D = {di(t)}:

Ii(E;D) = ∑
e∈E

∑
d∈D

p(e,d) log
(

p(e,d)

p(e)p(d)

)

, (5)

where p(e,d) denotes a joint distribution of e and di(t)
and p(ei(t)) and p(di(t)) are marginal distributions of ei(t)
and di(t), respectively. Intuitively, Ii(E;D) represents how

much information is shared between ei(t) and di(t) for

1 ≤ t ≤ T . Therefore, if good BLH is realized, the two
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variables E and D are not correlated and thus Ii(E;D) will

take small value. On the contrary, if the BLH is not good,

the two variables E and D share similar values and thus

Ii(E;D) will take large value. Mutual information between

two variables ei(t) and di(t) indicates how ei(t) and di(t)
are related. If ei(t) and di(t) are totally independent, ei(t)
does not give any information about di(t), so their mutual

information is zero [12]. The monetary loss indicates the

absolute value of household’s loss or gain at the end of

simulation.

In used simulator, electric demands di(t) of N households

are extracted from the datasets and are input into the func-

tion of core unit that to output ei(t). After all di(t) are

processed, mutual information is calculated for each house-

hold with a package “infotheo” [20]. If not stated other-

wise, the simulation parameters specified in Table 2 are

used and a one-minute resolution dataset named Wiki-

Energy [18] for evaluation. This dataset includes totally

722 houses’ data collected in the USA from 2012 to 2014:

631 in Texas, 49 in Colorado, and 42 in California [21].

The detail of 722 households is as follows: 501 single-

family homes, 183 apartments, 35 town homes and 3 mo-

bile homes. Randomly sampled 100 households’ electric-

ity data measured for one month in April 2014 was used.

For the evaluation of two households case, every com-

bination of two households from randomly sampled 100

households in the dataset were used. By referring to [12],

assume the maximum battery capacity Cmax is 1.0 kWh

and its charging and discharging rate β is 1.0 kW, which

means that the battery can be fully exhausted or charged in

an hour.

Table 2

Parameters used in simulation

Parameters Definition

Dataset Wiki-Energy [18]

Interval between measurements 1 minute

Simulation duration 30 days

Maximum battery capacity Cmax 1.0 kWh

Quantization width β 1.0 kW

Electric rate 16.341 cent/kWh

Threshold lth 1, 5, 10, 25, and ∞ cent

Number of households N 2, 4, 8, 16, 32, and 64

The same flat electric rate 16.341 [cent/kWh] for all

households was considered. This electric rate is cited

from the one actually used in Pacific Gas and Electric

Company [22]. In the two households case, the scheme

was compared with SF-LS2 with the same battery ca-

pacity Cmax = 1 kWh and for lth as lth = 1, 5, 10, 25,

and ∞ [cent]. Furthermore, both mutual information and

monetary loss for extended algorithm were also evaluated

by varying the number of households N as N = 2, 4, 8,

16, 32, and 64.

4.2. Comparison of Mutual Information

Mutual information for two households. Table 3 shows

mutual information against both SF-LS2 and proposed

scheme in two households case. There is no significant

difference between SF-LS2 and the scheme irrespective

of the chosen threshold lth. However, there is the differ-

ence between the best case and the worst case in SF-LS2

and this scheme. This comes from the difference in to-

tal demand for one month. That is, the total demand load

is 175 kWh in the best case, whereas 2097 kWh in the

worst case. This follows the intuition that more informa-

tion leaks when a household uses more appliances. Here,

“information leaks” means that real demand load is leaked

to the electric company. From this result, one can see

that the larger power a household consumes, the more

difficult to realize BLH due to the limitation of battery

capacity.

Table 3

Mutual information of SF-LS2 and our scheme

Scheme
Mutual information

Average Best Worst

SF-LS2 0.0135 0.0018 0.0317

Authors’

lth = 1 0.0134 0.0014 0.0368

scheme

lth = 5 0.0128 0.0008 0.0325

lth = 10 0.0127 0.0008 0.0329

lth = 25 0.0127 0.0007 0.0330

lth = ∞ 0.0132 0.0007 0.0409

Mutual information for multiple households. Figure 3

shows mutual information versus N when lth = 10. The

confidence intervals represent the standard deviation of all

measurements. Since every combination was simulatedby

choosing 2 out of 100 households, the number of measure-

ments was 4,950 =
(100

2

)

and the standard deviation was

calculated from them. In Figure 3, “without BLH” indi-

cates mutual information calculated without using BLH.

One can see that as the number of households N increases,

mutual information linearly increases. This is because as

8
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.10
-2

proposed scheme

without BLH

M
an

u
al

 i
n

fo
rm

at
io

n

Number of households N

Fig. 3. Mutual information versus N.
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N increases, the quantization width β ′ gets narrow, i.e.

β ′ = β
N . However, the scheme still decreases mutual infor-

mation by 44% even when N = 64. Therefore, our scheme

is still effective against N = 64 with the battery capacity

Cmax = 1 kWh.

4.3. Comparison of Monetary Loss

Monetary loss for two households. Table 4 shows the

monetary loss caused by the scheme against lth. In Table 4,

average, best, and worst indicate the averaged, minimum,

and maximum of the instantaneous loss for each lth through

the simulation, respectively. The average values of the mon-

etary loss are calculated from every pair of household, i.e.

4,950 combinations, after BLH has been done. One can see

that if we set lth = ∞, which indicates the case where no

Table 4

Instantaneous loss versus lth

lth
Monetary loss [cent]

Average Best Worst

1 3.41 1.21 3.54

5 5.26 5.19 7.08

10 10.3 10.2 10.3

25 25.3 25.2 25.3

∞ 2.44 ·103 65.3 6.78 ·103

Table 5

Details of processed modes when lth = 1.

Pattern
Stabilization Fairness Normal

[%] [%] [%]

Best 0 34.8 65.2

Worst 20.1 66.3 13.7

monetary fairness is considered, the average loss is nearly

$24.46. This situation cannot be tolerant in the real case.

On the other hand, when lth is set as a certain value, the

loss can be controlled almost within lth. However, when

lth = 1, the loss is 1.22 in the best case but 3.41 on aver-

age. This indicates that even if witht lth = 1, the core unit

cannot reduce the loss by nearly 1 in most cases. Table 5

shows the details of operated modes for the best case and

the worst case. When the ratio of the stabilization mode

is low or that of the normal mode is high, the loss results

in a small value. On the other hand, when the ratio of the

stabilization mode is high or that of the normal mode is

low, the loss becomes large. This is caused by the similar-

ity of demand loads between household 1 and 2. Figure 4

shows the time series of the loss for two households in the

best and worst cases when lth = 1, respectively. Figure 4a

shows that their loss values are almost symmetry. On the

other hand, from Fig. 4b, their losses are asymmetric in

the worst case. From this result, when the system deals

with two households, the combination of buddy households

gives the difference of monetary loss.
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Fig. 4. Instantaneous loss versus time t (lth = 1) for: (a) best

case and (b) worst case.

(See color pictures online at www.nit.eu/publications/journal-jtit)

Table 6

Maximum instantaneous loss versus N when lth = 10

N
Maximum loss [cent]

Average Best Worst

2 6.63 3.66 8.55

4 5.49 3.84 7.56

8 5.39 4.13 6.99

16 1.21 ·103 33.2 1.98 ·103

32 2.02 ·103 1.17 ·103 2.42 ·103

64 1.41 ·103 1.08 ·103 1.71 ·103

Monetary loss for multiple households. Table 6 shows

the maximum loss caused by the scheme versus N when

lth = 10. From Table 6, one can see that the scheme main-

tains the monetary loss within the threshold lth = 10 when

the system deals with less than or equal to 8 households.

However, when the number of households is more than 8,

monetary loss suddenly exceeds lth = 10. In order to clarify

this reason, authors investigate operated modes for BLH.

Table 7 shows the details of operated modes versus the

number of households N when lth = 10. As the number of

households N is more than or equal to 16, the core unit
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Table 7

Details of processed modes when lth = 10

N
Stabilization Fairness Normal

[%] [%] [%]

2 0 10.1 88.7

4 0.88 18.7 80.3

8 5.6 35.2 59.1

16 42.7 46.5 10.7

32 62.5 36.4 0.99

64 78.0 20.0 0.57

more frequently chooses the stabilization mode. From this

result, when using a 1 kWh battery for more than 8 house-

holds, the core unit does not have much room to consider

monetary fairness.

5. Conclusion

The paper presents a monetary fair BLH scheme for multi-

ple households with one battery. Authors show BLH algo-

rithm for more than two households. The proposed BLH

scheme consists of three modes: the stabilization, fairness,

and normal mode and the core unit changes its mode based

on the residual energy and the amount of loss caused by

BLH. By the computer simulation with a real electric load

dataset, in two households case, authors show that when lth
is set to 1 cent, the scheme can achieve almost the same

information leakage with SF-LS2 as well as control mon-

etary loss less than five cents in the US currency. In the

multiple households case, the paper shows that the mutual

information linearly increases with the number of house-

holds. With a 1 kWh battery for BLH, the scheme can

execute BLH for 8 households with preserving monetary

fairness.
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