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Abstract— In recent times, energy efficiency has become an important criterion considered by information and communication technology (ICT) 

infrastructure providers. This is largely motivated by economic and environmental reasons. By leveraging on technological advancements, it is 

possible to accomplish desired energy efficiency improvements in the ICT industry. This paper leverages on the virtualization concept (behind the 

success of cloud computing) and time of usage concept (enabled by smart grid technology) to reduce non-renewable power consumption and total 

electricity cost of cloud and network infrastructure providers. A mixed integer linear programming (MILP) model was developed to study the 

impact of varying electricity prices across time zones on the placement of virtual machine (VM) clusters in distributed clouds connected via internet 

protocol over wavelength division multiplexing (IP over WDM) core network. Results showed that VM clusters are placed at nodes with the 

cheapest electricity for the three VM cluster placement schemes considered. These results are achieved at the expense of increased non-renewable 

power consumption and electricity cost in the IP over WDM core network. 
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1 INTRODUCTION                                                                     

ver the years, advancement in the information and 
communication technology (ICT) industry has played 
pivotal roles in reducing the environmental impact and 

energy consumption in several economic sectors through 
data processing, transport and storage services offered. 
However, the ICT industry is estimated to be responsible for 
over 2% of total carbon dioxide (CO2) emissions (Peoples, et 
al., 2013). It is also widely reported that telecommunication 
networks and datacenters are the largest consumers of elec-
tricity among other ICTs (Erol-Kantarci and Mouftah, 2015) 
(The EINS Consortium, 2013). Therefore, research focused 
on improving energy efficiency of datacenters and telecom-
munication networks is expected to make significant contri-
butions in attaining desired energy efficient ICTs. By lever-
aging on features of novel ICT solutions and services such as 
cloud computing and smart grids, it is possible to achieve 
significant reductions in environmental impact and opera-
tion cost of the ICT industry. 
 

Cloud computing is a major evolution in information and 
communication technology. It enables access to computing 
resources such as computing power, storage and network as 
utilities. This is achieved by delivering on-demand compu-
ting resources via the internet on a pay per use business 
model. Virtualization of computing, storage and networking 
physical resources in datacentres is the backbone of cloud 
computing services. Virtualization abstracts the physical 
resources and makes multiple access possible through flexi-
ble creation, management and release of logical entities of 
the physical resources. Virtualization is made possible by 
hypervisors which serves as an abstraction layer controlling 
the operation of created logical entities called virtual ma-
chines (VMs) (Bilal, et al., 2014). In a distributed cloud com-
puting architecture, high speed communication networks 
are needed to transport high bandwidth demanding data 
within and between datacentres and between datacentre and 
service demanding users. An optical networking technology 
is a commonly deployed network infrastructure used to 
meet demands in the cloud computing era. This is not unre-
lated to features such as high speed and large bandwidth 
that characterises optical networking technologies (Zhang, et 
al., 2010). 
* Corresponding Author 

Modernization of generation, transmission and distribution 
of electricity with advanced sensing, communication and 
control technologies is responsible for smart grid revolution 
in power utilities infrastructure and architecture. These in-
tegrated technologies that are being adopted in smart grids 
are leading to new concepts such as time of usage (ToU), 
real-time pricing, distributed generation and demand man-
agement in the power sector (Erol-Kantarci and Mouftah, 
2015). ICTs are critical to the feasibility of the smart grids. 
Likewise, the novel concepts brought about by smart grid 
open opportunities for the design of a more energy efficient, 
eco-friendly and affordable ICT industry. This paper lever-
ages on the novel smart grid concept of ToU in the place-
ment of virtualized computing resources in distributed 
clouds over the optical core network.  
 
Energy efficiency in optical networks was extensively sur-
veyed by Zhang, et al. (2010), where the authors highlighted 
standardization efforts and relevant researches in energy 
consumption reduction in optical access, metro and core 
network technologies. Shen and Tucker (2009) investigated 
energy efficiency in an internet protocol over wavelength 
division multiplexing (IP over WDM) core network via for-
mulation of mixed integer linear programming (MILP) 
models and heuristics. Results obtained showed that a 
lightpath bypass in the optical layer is both more energy 
efficient and cost efficient because it reduces the number of 
IP router port required compared to non-bypass approach. 
A hybrid IP over WDM network architecture was proposed 
by Dong, El-Gorashi, and Elmirghani (2011). In the hybrid 
architecture, power supply is mixed, composing of non-
renewable energy and renewable energy sources. The au-
thors extended Shen and Tucker’s (2009) research by formu-
lating a linear programming model and heuristics that min-
imizes non-renewable energy consumption. The authors 
showed that the number and location of nodes with access 
to renewable energy directly affect the consumption of non-
renewable energy and CO2 emissions. 
 
Shen, Lui, and Bose (2014) developed a “Follow the Sun, 
Follow the Wind” strategy that reconfigures lightpath virtu-
al topology in an IP over WDM network every day (at mid-
night). Daily reconfiguration was adopted in order to ensure 
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minimum consumption of non-renewable energy based on 
daily weather forecast and available renewable energy at 
each node. The smart grid ToU concept was exploited to 
minimize the electricity bill of an IP over WDM core net-
work provider in a paper by Cavdar, Yayımlı, and Wosinska 
(2011). This is achieved by leveraging varying electricity 
prices across time-zones, given that a core network span a 
large geographical area falling in different time zones. 
Lawey, El-Gorashi, and Elmirghani (2014) investigated en-
ergy efficient placement of virtual machines over the core 
network among other topics. MILP models were formulated 
to optimize the placement of VM under migration, replica-
tion and slicing VM placement schemes while minimizing 
power consumption in both cloud datacenters and core net-
work. The slicing scheme proved to be the most energy effi-
cient VM placement scheme, because total distributed data-
center power consumption is maintained and significant 
power consumption savings were made in the core network.  
 
In addition to exploring ways to achieve a more energy effi-
cient and greener internet, researchers have also investigat-
ed ways to concurrently ensure energy efficiency in the in-
ternet backbone and in datacenters hosting cloud computing 
services. Research effort in this area are motivated by strong 
dependence of cloud computing services on internet infra-
structure and the combined volume of energy consumed by 
the both datacenters and network infrastructure as men-
tioned earlier. Dong, El-Gorashi, and Elmirghani (2011) op-
timized the location of data centers in IP over WDM net-
work while minimizing power consumption. Effects of IP 
over WDM routing techniques (lightpath bypass or non-
bypass), network topology and number of datacenters were 
investigated. The authors also studied the impact on energy 
savings as result of data replication scheme. Furthermore, 
Dong, El-Gorashi, and Elmirghani (2011) considered the 
impact of utilizing renewable energy resources and power 
losses on the optimal location of datacenters while minimiz-
ing network non-renewable power consumption. This is a 
somewhat application of the smart grid distributed genera-
tion concept. The impact of ToU-awareness on the opera-
tional expenditure and energy efficiency of core network 
and datacenters was studied by Kantarci and Mouftah 
(2012) via the formulation of MILP model. Their model lev-
erages on varying electricity prices in different locations to 
minimize the operational expenditure of both core network 
and datacenters providers at the cost of increased propaga-
tion delay. 
 
This paper extends the research work by Lawey, El-Gorashi, 
and Elmirghani (2014) in the following way; the impact of 
hourly variances in the cost of electricity is considered in 
addition to cloud and core network non-renewable energy 
consumption considered by Lawey, El-Gorashi, and 
Elmirghani (2014) and the total cost of electricity consumed 
by both cloud datacenters and the core network is concur-
rently minimized while placing VM clusters in distributed 
datacenters. 
 
The remainder of this paper is organized as follows. Section 
2 introduces a mixed integerlinear programming model that 
minimizes consumption of non-renewable energy consump-
tion and total electricity cost under three different VM clus-

ter placement schemes. Section 3 discusses and analyzes the 
results obtained when the model is simulated at three criti-
cal hours of the day. Section 4 concludes the paper and dis-
cusses future works.  

2 MILP MODEL 

Migration, replication and slicing placement schemes are 
considered in this paper as done by Lawey, El-Gorashi, and 
Elmirghani (2014). The migration scheme permits the exist-
ence of just a single copy of a VM cluster across all nodes of 
the distributed cloud. Under the replication scheme, a VM 
cluster can be replicated across all possible distributed cloud 
nodes in the network topology. The workload of a VM clus-
ter replica is equal to the workload of the replicated VM 
cluster. The slicing scheme allows division of a VM cluster 
into small VM clusters with lower workload called slices. 
The total workload of a VM cluster is maintained across all 
nodes of the distributed cloud i.e. the summation of the 
workload of all slices of a given VM cluster is equal to the 
workload of that VM cluster before slicing occurs. Parame-
ters and variable of the model are defined in Table 1. 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1: Parameters and Variables of the Model 
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Non-renewable power consumed by the cloud in node  

( ) comprises of power consumed by servers and the 
local area network of the datacentre at that node. 

a. The total non-renewable power consumed by serv-
ers are calculated as follows: 

    (1) 

b. The total power non-renewable power consumed 
by clouds local area network is calculated as fol-
lows: 

  (2) 

  

  (3) 

The objective of the model comprises of the following: 
1. Network non-renewable power consumption at 

node s ( ) comprises of non-renewable power 
consumption of all component of the IP over WDM 
network in that node. It is calculated as follows: 

  

  

   (4) 

     (5) 

2. Total cloud non-renewable power consumption 
( ) 

     (6) 
3. Total electricity cost of non-renewable power con-

sumed by both the network and the cloud. It is cal-
culated as follow: 

   (7) 
The model is defined as follows:  

Objective:  
Minimize   (8) 
Subject to: 

 
 
 
 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Equation 8 is the objective of the model i.e. to minimize the 
total non-renewable power consumed by the IP over WDM 
core network and distributed clouds and electricity bill of 
the both network and cloud infrastructure providers. Equa-
tion 9 is the flow conservation constraint in the IP layer. It 
ensures that the total outgoing traffic is equal to the total 
incoming traffic at all nodes except for the source and desti-
nation nodes. Equation 10 ensures that the capacity of the 
virtual link in the IP layer is not exceeded as a result of traf-
fic demand flows traversing the virtual link, it is the capacity 
constraint of virtual links in the network. Equation 11 is the 
flow conservation constraint in the optical layer. It ensures 
that total number of outgoing wavelengths in a virtual link 
is equal to the total number of incoming wavelengths except 
for the source and destination nodes of the virtual link. 
 
Equations 12 and 13 represent the capacity constraints of 
physical links. Equation 12 ensures that the physical link’s 
fibre capacity is not exceeded by the total number of wave-
length channels in virtual links traversing it. Equation 13 
ensure that total number of wavelengths channels in virtual 
links traversing a physical link is the same as the total num-
ber of wavelengths in that physical link. Equation 14 esti-
mates the total number of aggregation router ports used for 
data traffic aggregation at each node. Equation 15 estimates 
the traffic  from VM cluster  in cloud  to all users re-
questing for the VM cluster in destination node .  is 
used in Equations 9 and 14.  
 
Equation 16 ensures that users requests in all nodes are sat-
isfied by the VM clusters placed in the network. Equation 17 
estimates the upload capacity of each cloud based on the 
traffic sent from the cloud to all destination nodes . Equa-
tions 18 and 19 replicate VM cluster  to cloud  if cloud  is 
selected to serve requests for  where  is a large enough 
number, with units of Gb/s, to ensure that  when 

 is greater than zero. Equations 20 and 21 builds a 
cloud in location s if the location is selected to host one or 
more VM clusters where  is a large enough unit less num-
ber to ensure that  when is greater 
than zero. Equation 22 estimates the total normalised work-
load of each cloud by summing normalized workloads of all 
VM clusters in a cloud. Equation 23 ensures only one copy 
of each VM cluster exist in the distributed cloud, which is 
used to model the migration scheme. 
 
Equation 24 – 27 are used to model VM slicing placement 
scheme. Equation 24 ensures that the summation of the 
normalized workloads of all slices of a VM cluster is equal to 
the normalized workload of that VM cluster before slicing. 
Equations 25 and 26 ensure that the locations of the slices of 
a VM cluster are consistent with those selected in equations 
18 and 19 and they also ensure that the slices normalised 
workload does not drop below the minimum allowed nor-
malised workload per slice where  is large enough num-
ber, with units of % to ensure that  = 1 when  is 
greater than zero. Equation 27 estimates the workload of 
each cloud by summing the workload of the slices of the 
different VM clusters hosted in the cloud.  
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3 SIMULATION AND RESULTS 
The 14 nodes, 21 links NSFNET network in Fig.1 is used to 
evaluate non-renewable power consumption and electricity 
bill of the distributed cloud architecture connected by an IP 
over WDM core network. User requests for VMs in a cluster 
are generated uniformly via uniform distribution of users 
between the assumed 10 VM clusters. Each VM cluster has 
50 VMs in it. Users are also uniformly distributed to nodes 
in the NSFNET network in order to generate service de-
mands from a node to a VM Cluster. Total user population 
varies throughout the day as shown in Fig. 2, with a mini-
mum of 200,000 users at 06:00 and a maximum of 1,200,000 
users at 22:00. Average download rate per user of 5 Mbps is 
adopted from the paper by Lawey, El-Gorashi, and 
Elmirghani (2014). Each VM cluster is randomly assigned a 
workload in a range between 10% and 100%. 

The price of electricity varies throughout the day, hours 
within a day are categorised into 3 tiers in a similar manner 
as in the paper by Dong, El-Gorashi, and Elmirghani (2013). 
Ranges of hours that fall within a tier and the corresponding 
prices of electricity at these hours at each node of the 
NSFNET are shown in Table 2. Electricity price distribution 
is adopted from the paper by Dong, El-Gorashi, and 
Elmirghani, (2013) with slight modification in each tier’s 
hourly range. Minimum pricing of electricity occurs within 
the hours of Tier 1, maximum electricity pricing occurs in 
hours within Tier 2 while electricity pricing at hours within 
Tier 3 is between two extremes pricing at Tier 1 and Tier 2. 
For comprehensive analysis of the effect of ToU pricing on 
the placement of VM clusters in the distributed cloud given 
the objective in Equation 8, the model above is simulated at 
06:00, 18:00 and 22:00 hours of the day corresponding to Tier 
1, Tier 2 and Tier 3 respectively. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 

 
 

The MILP model is solved using AMPL/CPLEX software 
on 64-bit computer with an Intel Core i3, 2.10 GHz processor 
and 8 GB memory. An optimization scenario where the min-
imization of only operational cost (represented by electricity 
bill in the core network and datacenter) achieved by setting 
( ) is compared to the work by Lawey, 
El-Gorashi, and Elmirghani (2014) which is subsequently 
referred to as ( ) setting. For consist-
ence, the average total normalised workload of each VM 
cluster is fixed for all simulations. Fig. 3 illustrates the as-
signment of total normalised workload assigned to all VM 
clusters. The input parameter for the model are given in Ta-
ble 3. 

A. Results Under (α=0, β=0 and γ=1) Setting 

Under the (α=0, β=0 and γ=1) setting, the minimization of 
network and cloud non-renewable power consumption in 
the model’s objective is removed, leaving the minimization 
of total electricity cost as the sole objective. However, the 
estimation of total electricity cost is expected to also implicit-
ly minimize both network and cloud non-renewable power 
consumption. The model is simulated at 06:00 (Tier 1), 18:00 
(Tier 2) and 22:00 (Tier 3) to study the effect of ToU pricing 
policy on the placement of VM clusters in distributed clouds 
over an IP over WDM network. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 

 
Fig. 1: NSFNET network with time zones 

 

 
Fig. 2: User population at different times of the day 

 

 
Fig. 3: Total normalized workload distribution based on VM clusters ID 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2: Electricity price (in Cent/KWh) distribution at different nodes of the 
NSFNET at hours of the day 
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Under the migration and replication schemes at 06:00 when 
user demand is at its minimum, the location of the single 
cloud created is changed to node 4 as compared to node 6 
obtained under (α=1, β=1 and γ=0) setting, see Fig.4a. This is 
because electricity cost is lowest at node 4 and also because 
cloud power consumption is the dominant factor which 
therefore determines the optimal result. From Table 4, it can 
be seen that the total cloud power consumption under the 
migration and replication schemes remains unchanged. 
However, there is 11.1% increase in total network non-
renewable power consumption under both schemesin order 

to achieve 23.1% decrease in total electricity cost compared 
to results obtained under (α=1, β=1 and γ=0) setting. Under 
the slicing scheme at 06:00, slices of VM clusters are also 
hosted in nodes with low electricity cost to reduce opera-
tional expenditure (OPEX) in datacenters at the expense of 
102.3% increase in network non-renewable power consump-
tion compare to results at the same time under (α=1, β=1 
and γ=0) setting. 

 
 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 
 

Table 3: Input parameter for LP model 

 

 

 

 

 
(a) 
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Fig. 4: (a) VM clusters placement under setting 

( ) at 06:00; (b) VM clusters placement under 

setting ( ) at 18:00; (c) VM clusters placement 

under setting ( ) at 22:00; 
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Furthermore, Fig. 4a shows that the number of slices of VM 
clusters created and the location where these slices are host-
ed is determined by the prices of electricity at nodes in the 
network topology. The slice scheme under (α=0, β=0 and 
γ=1) setting achieves 20.7% decrease in electricity cost com-
pared to the slicing scheme under (α=1, β=1 and γ=0) setting 
at the same time. Despite the increase in network non-
renewable power consumption under the slicing scheme 
when electricity cost minimization is the objective, the slic-
ing scheme remains cheaper and is more energy efficient 
than the migration and replication schemes as shown in 
Figures 5a and 5b. This is because there is much less net-
work non-renewable power consumption under the slice 
scheme compared to migration and replication schemes. 
 
The trends under (α=0, β=0 and γ=1) setting at 18:00 when 
user demand is high are similar to those reported in at 06:00. 
Under the migration scheme at 18:00, VM clusters are hosted 
at nodes (nodes 4 and 8) with cheap electricity cost as shown 
in Fig. 4b. While nine (9) VM clusters are hosted in node 4 
(with the cheapest electricity cost), only one VM cluster with 
light average total workload is hosted at node 8. Distribu-
tion of VM clusters between the datacenters at these two 
nodes leads to11% increase in total network non-renewable 
power consumption and 19% savings in total electricity cost 
compared to results under (α=1, β=1 and γ=0) setting while 
total cloud non-renewable power consumption remains at 
the same level as given in Table 4. The replication scheme 
ensures that in addition to the single cloud in node 4, only 
replicas of VM clusters with light workloads are made in 
order to limit the increase oftotal cloud non-renewable pow-
er consumption. The model further ensures electricity cost is 
minimized by placing replicas only in nodes (nodes 2, 7 and 
9) with cheap electricity cost as shown in Fig. 4b. Reduction 
in the number of replicas and their conservative distribution 
compared to results obtained under (α=1, β=1 and γ=0) set-
ting at the same led to 8.1% increase in network non-
renewable power consumption and 20.8% decrease in total 
electricity cost. The flexibility of the slicing scheme reported 
by Lawey, El-Gorashi, and Elmirghani (2014) under (α=1, 
β=1 and γ=0) setting at 18:00 is curtailed by the need to cut 
OPEX. Therefore, rather than making maximum slices of 
each VM cluster that the slicing constraints permits and 
placing them at datacenters located at all nodes in the net-
work topology, the model avoids nodes 1, 3, 11, and 12 in 
order to minimize OPEX as shown in Fig. 4b. About 15% 
decrease in OPEX is achieved at the expense of 36.6% in-
crease in network non-renewable power consumption as 
shown in Table 4. 
 
At 22:00 when user demand is at its peak, the migration 
scheme under (α=0, β=0 and γ=1) setting returns to single 
cloud in node 4 as shown in Fig.4c. In a similar trend to 
those reported at 6:00 and 18:00 under migration scheme, 
18.3% savings is made in total electricity cost (OPEX) com-
pared to cost under (α=1, β=1 and γ=0) setting. This savings 
is at the expense of 11% increase in total network non-
renewable power consumption. The replication and slicing 
schemes at 22:00 under (α=0, β=0 and γ=1) setting follows 
the trends reported at 18:00, where replicas and slices of VM 
clusters are hosted at nodes with cheap electricity in order to 
minimize total electricity cost (OPEX). However, 4.2% de-

crease in network non-renewable power consumption is 
obtained under replication scheme at 22:00 when results 
under (α=0, β=0 and γ=1) setting and (α=1, β=1 and γ=0) 
setting are compared. This is because cheap electricity at 
some nodes encouraged the creation and placement of more 
replicas in these nodes. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Results in Table 4 shows that 20.2% decrease and 16.0% de-
crease in total electricity cost are recorded under replication 
and slicing placement schemes under (α=0, β=0 and γ=1) 
setting at 22:00 when compared with the results under (α=1, 
β=1 and γ=0) setting. Results obtained under (α=0, β=0 and 
γ=1) setting shows that increase in network non-renewable 
power consumption which also leads to an increase in the 
OPEX of network infrastructure provider is inevitable if the 
objective of minimizing total electricity cost and non-
renewable power consumption is to be achieved. The dis-

 
(a) 

 
(b) 

 
(c) 

Fig. 5: (a) Network non-renewable power consumption under setting 

( ); (b) Cloud non-renewable power con-

sumption under setting (  1); (c) Total electric-

ity cost under setting ( ). 
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parity between the cloud infrastructure power consumption 
and that of the network infrastructure is responsible for this 
trend. Thus leaving little room for optimization asides en-
suring that the cloud infrastructure be sited in locations with 
cheap electricity cost. Results under (α=0, β=0 and γ=1) set-
ting also shows that changes in prices between different tiers 
illustrated in Table 2 has little or no effect on the placement 
of VM clusters in the distributed cloud architecture, network 
and cloud non-renewable power consumption. The linear 
relationship between ToU prices of the three tiers across the 
nodes of the network topology explains this phenomenon. 
Non-linear variation of electricity cost between tiers of the 
ToU pricing policy is expected to yield more interesting re-
sults. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

4 CONCLUSION AND FUTURE WORK 
This paper studies the impact of smart grid concept of ToU 
on the placement of VM clusters in distributed clouds under 
three different placement schemes.  AMILP model was de-
veloped with an objective to minimize non-renewable pow-
er consumption of IP over WDM core network and distrib-
uted clouds and total electricity cost of network and data-
center infrastructure provider. Two different scenarios were 
considered, one where minimization of total electricity cost 
is the objective of the model and another where only the 
minimization of non-renewable power consumption is the 
objective. The results showed that OPEX minimization forc-
es the placement of VM clusters at nodes with cheap electric-
ity cost at the expense of increased network non-renewable 
power. This trend under various VM cluster placement 
schemes and different user demand value is attributed to 
dominance of VM clusters power consumption over that of 
the core network. Compared to the migration and replica-
tion schemes, the slicing scheme is the most energy efficient 
and cost efficiency scheme. However, compared to the sce-
nario where the objective is to minimize total non-renewable 
power, the least savings in total electricity cost was obtained 
under the slicing scheme. To mitigate challenges of in-
creased non-renewable power consumption and OPEX in 
the core network as result total OPEX minimization the in-
troduction of solar power sources for the core network is 
proposed in future works. Non-linear variations of electrici-
ty cost between tiers of the ToU can also be explored in fu-
ture works.  
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