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We have developed a simple embedded-cluster model approach to investigate adsorbate-surface systems. In
our approach, the physically relevant subsystem is described as an open-quantum system by considering a
model cluster subject to an outgoing-wave boundary condition at the edge. This open-boundary cluster model
(OCM) is free from artificial waves reflected at the cluster edge, and thus the adsorbate properties computed
with the OCM are almost independent of the model cluster size. The exact continuous density of states (DOS)
of a one-dimensional periodic potential model is shown to be precisely reproduced with the OCM. The
accurate DOS leads to an appropriate description of adsorbate-surface chemical bonding. Moreover, the open-
boundary treatment of the OCM allows us to evaluate the electron-transfer rate from the adsorbate to the
surface, whereas the conventional cluster model does not give any information about such a dynamical process.

DOLI: 10.1103/PhysRevB.76.235401

I. INTRODUCTION

Adsorbate-surface systems have been receiving consider-
able attention over the years because of their importance in
heterogeneous catalysis and corrosion.! It has nevertheless
been difficult to experimentally investigate adsorbate mo-
lecular processes on surfaces through specifying adsorption
sites and internal states. In the early days, the adsorption
studies were carried out on adsorbent surfaces of largely un-
known compositions and structure. Although characteriza-
tion technique of surfaces had greatly been improved with
the advances of field-ion microscopy, field-electron micros-
copy, and low-energy electron diffraction,? no direct micro-
scopic information on the adsorption had been obtained until
the invention of the scanning tunneling microscopy (STM) in
1982.3 The local probe by means of the STM enables us to
observe site-dependent vibrational spectra and to reveal dy-
namics of adsorbates on surfaces.* ¢ In addition to the STM,
the femtosecond time-resolved spectroscopy also came into
being in the 1980s. The real-time observation of photoin-
duced adsorbate dynamics such as coherent motion of nuclei
and its decoherence’™ has been realized. This experimental
progress is now advancing chemical physics of adsorbate-
surface systems toward the exact science, and this movement
requires a theoretical model to quantitatively describe the
nature of their electronic states at a currently available com-
putational cost. Our aim in the present paper is to propose a
simple method giving not only shapes of potential energy
surfaces but also rates of electron decay from adsorbates to
metallic surfaces. It should be noted that the electronic life-
time is a crucial parameter in surface physics and chemistry,
since photophysical and photochemical properties at surfaces
depend on the electron decay processes as well as the reac-
tivity of electronically excited states.

The previous theoretical methods for investigating elec-
tronic states of adsorbate-surface systems can be classified
into three categories.'” In the solid state physics, the slab-
supercell approach!'=?" has conventionally been employed
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because of easy implementation with available energy-band
computational codes. In this approach, the surface is replaced
by a two-dimensional (2D) periodic slab having a finite
thickness, and the slabs are repeated by adding a vacuum
region between them to recover the three-dimensional peri-
odicity needed for the band calculation. Whereas the infinite-
ness in the direction parallel to the surface is appropriately
taken into account, the semi-infiniteness in the direction nor-
mal to the surface is lost by the artificial geometry intro-
duced in the supercell calculation. Moreover, when we study
a single molecule interacting with a metal surface or a low
coverage surface, the size of the unit cell must be taken as
large as the lateral interactions between adsorbates in the 2D
periodic slab are negligible. For such cases, the computa-
tional cost becomes highly expensive.

On the other hand, quantum chemists have been employ-
ing the cluster model approach.?'=?’ In this approach, an
adsorbate-surface system is mimicked by a model cluster
consisting of an adsorbate and a subsystem carved out from
a bulk surface. This approach is conceptually simple and is
expected to lower computational costs if a surface is reason-
ably modeled by clusters with fewer atoms. Moreover, all the
electronic structure theories developed for molecules are
straightforwardly applicable to the adsorbate-surface model
cluster, and thus even electronic excited states can easily be
obtained with many-body formalisms such as a configuration
interaction method. This conventional cluster model (CCM)
approach has been successful in studying chemisorption of
atoms and molecules on covalent Si surfaces.>2” However,
ignorance of the interaction between the subsystem and en-
vironments is known to cause serious problems: (1) com-
puted physical properties depend on the size of the model
cluster, (2) continuous band structures in density of states are
not reproduced, and (3) lifetimes of electron decay from ad-
sorbates to metallic surfaces cannot be obtained.

While the naive CCM approach has these disadvantages,
the concept of the cluster model which describes the physi-
cally relevant subsystem of the adsorbate-surface systems is
not only intuitive but also effective from the viewpoint of the
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computational cost. For this reason, generalizations of the
CCM have so far been explored extensively to describe the
cluster model interacting with environments.”®=*° Such gen-
eralized methods are collectively called the embedded-
cluster approach. The most simple one is a model cluster
embedded in a background of classical point charges.?®=0 It
may provide a reasonable description for ionic surfaces in
which the electronic states are localized. More sophisticated
methods for constructing effective embedding potentials
have been developed on the basis of a localization transfor-
mation in orbital space®’~3 or of an electron density partition
in the density-functional theory.’*° The periodic density-
functional embedding theory by Carter and co-workers?’
has been developed to handle an adsorption on metallic sur-
faces and has been shown to predict correct geometries and
vertical excitation energies of the adsorption of CO on
Pd(111).3° However, the effects originating from the continu-
ous energy spectra of the semi-infinite surfaces cannot be
taken into account with these types of the embedding be-
cause they do not appropriately handle the boundary condi-
tion of the wave function in the model cluster. As will be
described later, according to the Lowdin-Feshbach
theory,***! the physically relevant subsystem (i.e., the model
cluster) should generally be extracted as not an isolated but
an open-quantum system. In the above embedded-cluster
methods, the model cluster is basically treated as an isolated
quantum system. Although a few of them partially include
the effects of an open system on the basis of formalism of
fractional occupation number,*'3 they are still insufficient.

More promising might be the method based on a general
partitioning procedure such as the Lowdin-Feshbach theory.
This kind of the embedding scheme has been implemented
with the Dyson equation for the Green functions**~** and
Green function matching at the interface between a model
cluster and environments,**® and their validity has been
proved.'” Nevertheless, the approach has not been employed
intensively because its practical implementation is somewhat
complicated and the computational cost is much more expen-
sive than that required in the CCM or the simpler embedded-
cluster models.

In the present paper, we propose an alternative simple
method of the embedded-cluster model to treat electronic
states of an adsorbate-surface system by using the complex-
scaling technique.*’” While its effectiveness for adsorbate
nuclear motions on surfaces has been proved by Moiseyev
et al.,*® only few attempts have so far been made at the
application to electronic degrees of freedom. Nordlander and
Tully have applied the complex-scaling technique**~° to an
atomic adsorption on a jellium surface and have successfully
obtained the excited resonance one-body levels of the ada-
tom. Their atom-jellium modeling of the adsorbate-surface
system, however, was not able to describe any chemisorptive
bonds. We will show in the present paper that the complex-
scaled cluster model can describe both of resonant levels and
chemisorptive bonds. Our approach is equivalent to a proce-
dure in which the outgoing-wave boundary condition (OBC)
is imposed on the edge of the model cluster, and thus, we
refer to this approach as the open-boundary cluster model
(OCM).

The paper is organized as follows. Section II explains the
OCM approach and shows that the OCM approach reason-
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ably reproduces the exact continuous density of states (DOS)
for a one-dimensional periodic crystal model. In Sec. 111, the
OCM approach is applied to an adsorbate-surface model sys-
tem, and we clarify the OBC effect on chemical bond by
utilizing the real-space one-body reduced density matrix (1-
RDM). In Sec. 1V, we furthermore demonstrate electronic-
excitation effects on the adsorption energy and the rate of the
electron transfer from the adsorbate to the surface. We dis-
cuss the applicability of the OCM to the ab initio Hamilto-
nians in Sec. V. Concluding remarks are presented in Sec.
VL

I1I. OPEN-BOUNDARY CLUSTER MODEL
A. Extraction of subsystem in quantum mechanics

The common heart of all the cluster model approaches is
an extraction of a physically relevant subsystem from the
whole adsorbate-surface system. In the quantum mechanics,
the extraction of a subsystem is formally carried out with the
complementary projection operators P and Q= 1-P. Under
the conditions that the initial wave function has only P space
components and the energy of the initial state is well defined,
the Lowdin-Feshbach theory**#!°1:52 shows that the time-
dependent Schrodinger equation for P is given by

Pi(t) = HY(E)Pip, (1)

where H.(E) is an energy-dependent effective Hamiltonian,

HY(E) = PHP + PHQ QHP (2a)

E—-QHOQ +ie

+imdE - QHQ) |QHP

1
< PHP+PHQ| P———
- E-QHQ

(2b)

_PHP + A(E) - éF(E). (2¢)

The symbol P in Eq. (2b) denotes the Cauchy principal
value. The second and third terms in the right-hand side of
Eq. (2¢) represent the interaction between the subsystem and
the environment and cause the energy shift and the dissipa-
tion, respectively, for the PHP eigenstates. This equation
clearly shows that the subsystem should be extracted as an
open-quantum system. In the CCM, only the term of PHP is
taken into account in the model Hamiltonian. Many embed-
ding methods have so far been developed to phenomenologi-
cally include the effects of the remaining terms of A(E) and
I'(E). The simple embedding methods using point
charges?®=3? or effective embedding potentials*’>—3° generally
avoid directly calculating the surface Green function,

1

T = -
GoolE) = E-QHOQ + i€’

3)
and are built up to include only the energy-shift effect due to
the electrostatic interaction with the background environ-
ment. This kind of the embedding method is not applicable
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to the processes accompanied by decay of electronic states.
More sophisticated methods are directly based on the
Lowdin-Feshbach partitioning of the total Green function
and have been considered to be the most accurate
cluster-based methods having a sound theoretical
foundation, 042434346 Nevertheless, they have not been em-
ployed intensively because their practical implementation is
somewhat complicated and cumbersome.'” The computation
of the surface Green function GZQ(E) is demanding, and the
resultant energy-dependent effective Hamiltonian Hfff(E)
causes other difficulties as follows. The eigenvalue problem
for H(E) has to be formulated with an auxiliary fixed-point
equation,

HOWE)W(E) = E(E)W(E), (4)

Re[E(E)] =E. (5)

In addition, the numerical integration over the energy is
needed to calculate physical properties. For instance, the
one-electron density p(r) is obtained from

o=t [T e o
plr = m B r E—H;’:ff(E) .

It should also be noted that the completeness and the ortho-
normality of the eigenfunctions are satisfied only among the
eigenfunctions for the same E.

In nuclear theory, the formalisms based on the energy-
dependent effective Hamiltonian have extensively been
investigated,”> and the resonance approximations to them
have been discussed for a long time.>*° In the resonance
approximation, the energy dependence of Hgff(E) is ne-
glected, and the effective Hamiltonian H%(E) is recast into

the form of an effective resonant Hamiltonian A’

r
H£S=PHP+A—iE. (7)
At this level of description, the dynamics in the P space is
expressed by a superposition of the eigenstates of the non-
Hermitian resonant Hamiltonian H’,. These eigenstates are
resonance states with complex eigenvalues,

E,=€,—17,/2, (8)

where €, is the resonance position and 1y, is the inverse life-
time of each state. As Weisskopf and Wigner have shown,>’
the resonant Hamiltonian approximation is justified when the
QHQ continuous spectrum is dense and the energy depen-
dence of PHQ and QHP can be neglected. It has been shown
in the Humblet-Rosenfeld theory of nuclear reaction®* that
the resonance modeling of the effective Hamiltonian is ap-
propriately carried out by using the Siegert states.’® In the
present study, we employ the Siegert-state representation of
the effective resonance Hamiltonian as a simple embedding
method for adsorbate-surface systems. In this approach, we
can obtain the resonance states of H.  as the Siegert states
without the knowledge of A and I'. The Siegert states are
alternatively obtained by the introduction of the OBC at the
edge of the model cluster Hamiltonian, PHP. They are
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known to have complex eigenvalues and to satisfy the OBC
in the asymptotic region. Unlike the boundary condition for
the bound states, the OBC is suitable for describing dissipa-
tion in the asymptotic region. The extraction of the relevant
subsystem using the resonant effective Hamiltonian neglects
the detailed structure of the QHQ spectrum, and the validity
of this procedure will be confirmed numerically.

As shown later, owing to the introduction of the OBC, a
continuous density of states of a bulk crystal is successfully
reproduced. This feature of the OCM is expected to redeem
the drawbacks of the CCM. On the other hand, the introduc-
tion of the OBC gives rise to a numerical problem that we
must deal with the Siegert wave functions diverging expo-
nentially in the asymptotic region. However, the problem can
be safely circumvented by complex scaling of the model
Hamiltonian.*’->*% In the following section, we describe the
complex-scaling technique necessary for calculating the
Siegert states.

B. Complex-scaling technique

The asymptotic form of the resonance wave function
e (x) is given by

Wi (x) ~ expli(k, — ik))x] = explik,xJexp[+ k)x], (9)

where k) and k| are defined as Re[\2E,] and —-Im[\2E, ],
respectively. These variables have positive real values be-
cause the resonance poles arise in the second sheet of the
complex-energy Riemann surface. The resonance wave func-
tion diverges exponentially at x— % due to the last term of

Eq. (9), e**. The asymptotic form of the complex-scaled
resonant wave function . (xe'’) is written in the form of

1 (x) ~ expli(k, — ik
=expli(k, cos O+ k, sin 6)x]

Xexp[ (k) cos 8-k, sin 6)x]. (10)

If K/ k! <tan 6, the resonance wave function becomes an L?
function. The rotation angle 6 controls the size of the wave
function. On the other hand, any rotation angle satisfying
k'/k| <tan 6 gives the same eigenvalues for usual resonance
states in isolated atomic and molecular systems, and thus, the
choice of 6 is not so important in the limit of the complete
basis set.*’ However, this is not necessarily true when the
complex-scaling method is applied to the extraction of a sub-
system from delocalized systems such as crystals and
adsorbate-surface systems. One can control the size of model
clusters by changing the rotation angle 6. The continuous
change of 6 is possible, but its local appropriate value should
be specified by the complex variational principle.*’ This pro-
cedure will be explicitly explained through the numerical
results in the next section.

C. Density of states for one-dimensional bulk crystal

To demonstrate that the OCM reasonably reproduces a
continuous energy spectrum of a surface, we first introduce a
numerical model of a one-dimensional bulk crystal defined
by the following one-body Hamiltonian H,(x),
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142 & 2
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oW =502 " 2 ol la)

(11)

where 2L+ 1 is the number of the atomic site, x indicates the
electron coordinate, and the lattice constant a is set to be 3.0.
We employ this simple model because the aim of the present
work is to show how the OCM approach works as a first step
toward the development of the alternative embedded-cluster
model rather than to solve a specific problem in an
adsorbate-surface system. The one-body energy spectrum of
the CCM {ES“M} is obtained by diagonalizing the Hamil-
tonian matrix H(x) represented with a certain basis set. In
the present study, we used the equally spaced grid represen-
tation by Colbert and Miller.®' The one-body DOS p(E) is
generally defined as

1 1
Ey=——"Tr|Im ———— |, 12
plE) == Tr mE—H0+iJ (12)
and then, the one-body DOS for the CCM, pcem(E), is
peem(E) = 2 S(E - E;™). (13)

In the limit of L— e, the eigenfunctions of the system are
expanded in terms of the Bloch waves. By using the basis set
defined as

Bl = e (hn = nz—”), (14)
N2 a
the matrix elements of Hamiltonian H’C‘ryslal are given by
Herystat, = (Bl Hl bren) = %@nn + V(= h),
(15)

where V is the Fourier transformation of the potential
energy-function. An energy-band structure is obtained by di-
agonalizing H'C‘rystal repeatedly for given values of k. The cor-
responding one-body DOS, peysa(E), is calculated by
dE(k) )-‘

dk (16)

pcrystal(E) = (
The OCM one-body energy spectrum is obtained by diago-
nalizing the complex-scaled Hamiltonian matrix H(xe').
The rotation angle 6 is determined on the basis of the com-
plex variational principle. The OCM eigenstates have the
complex eigenvalues {EX“=¢,~iv,/2}. By using Eq. (12),
the one-body DOS for the OCM is written as

1 V2
E)=— .
pocu(E) é (E - €, + (7,/2)

(17)

Figure 1 shows a part of the energy spectrum and the repre-
sentative wave functions for the OCM at (a) 6=2.00 and (b)
6=2.95. As mentioned above, the wave functions are found
to be more localized at a larger rotation angle. In both the
cases of 6=2.00 and 2.95, the complex variational principle
is satisfied, and the general shapes of the energy spectra on
the complex E plane resemble each other except that the
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(a) 6 =2.00 Re(E)
-1.5 . —1‘.3 . —1’.1
/ -0.05 - ,E_L
m
(b) 6 =2.95 Re(E)
SsA da T
: i \ —-0.05 4 i
E

FIG. 1. (Color) Energy spectra and representative wave func-
tions for the OCM Hamiltonian with L=7: (a) 6=2.00 and (b) 0
=2.95. The real and imaginary parts of the wave functions are in-
dicated by red and blue colors, respectively.

number of constituents is different. This implies that the
OCM qualitatively gives the same properties, irrespective of
the cluster size.

Figure 2 shows the calculated DOSs for the CCM (gray),
the perfect one-dimensional crystal (red), and the OCM
(L=7) at #=2.00 (blue) and 2.95 (green). Unlike the CCM-
DOS, the OCM-DOSs are continuous functions of energy
and well reproduce the crystal DOS. As expected, the DOSs
calculated at #=2.00 and 2.95 closely resemble each other,
and the OCM qualitatively gives physical properties inde-
pendent of the cluster size. Of course, the DOS obtained at
the smaller 6 gives the better agreement with the exact DOS
because the larger spatial region is included in the model, as
shown in Fig. 1(a). The preliminary calculation for L=6
showed that the scaling angle 6#=2.95 was the smallest value
that satisfies the complex variational principle. We have con-

15.0

10.0 ~

5.0 1

DOS (1/E, )

Ay

-14 -13 -12 -141

Energy (E,)

FIG. 2. (Color) Comparison of the one-electron density of states
(DOS) obtained with the CCM [the gray-colored array of & func-
tions: Eq. (13)], the OCM [6=2.00 (blue), 2.95 (green): Eq. (17)],
and the exact band calculation [(red): Eq. (16)].
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firmed that the DOS calculated for L=6 and 6=2.95 com-
pletely agrees with that for L=7 and 6=2.95. This means
that the effective cluster size of the OCM depends not only
on the number of the atomic site L but also on the scaling
angle 6. The above observations lead to the conclusion that
the smallest @ satisfying the complex variational principle
should be used for a given Hamiltonian.

In the CCM approach, the discrete energy levels are often
convoluted by the Gaussian function having an assumed
width for comparison with the bulk DOS.%>%* However, such
a convolution cannot reproduce the spectral features that the
crystal DOS diverges at the edge of the band and is smooth
around the middle of the band. In contrast, as shown in Fig.
2, the OCM calculation automatically gives the reasonable
linewidths depending on each energy level. Figure 1 shows
that the imaginary part of the eigenvalue v, is very small at
the edge of the energy spectra, Re(E,)~—1.4. This is as-
cribed to the fact that the corresponding wave function has
only a small value at the end of the cluster. On the other
hand, the eigenfunction with the energy around the middle of
the energy spectra, i.e., Re(E,) ~~1.3, has a large value at
the end of the cluster, and thus v, becomes large. This be-
havior of the energy widths leads to the well reproduction of
the above-mentioned feature in Fig. 2.

D. Advantage of open-boundary cluster model and
relationship to the work of Nordlander and Tully

As shown in the last section, the OCM approach gives an
appropriate estimate of the DOS for the bulk crystal only by
diagonalizing the complex-scaled CCM Hamiltonian. The
extra cost needed for the OCM computation is not expensive,
and thus, the approach is promising for a first-principles
modeling of adsorbate-surface systems. Other embedded-
cluster approaches which give a correct DOS are computa-
tionally much more demanding because of the use of the
energy-dependent effective Hamiltonian, as described in Sec.
IT A. Such methods require different self-consistent compu-
tations at all the energies in the energy range in which one
wants to know the DOS, whereas the OCM approach needs
only a single diagonalization to obtain the DOS over the
whole energy range. The DOS is constructed by using the
computed eigenvalues and Eq. (17).

The advantage of the OCM over the slab-supercell ap-
proach is more noteworthy. The slab-supercell calculation
does not necessarily provide a reasonable description for
adsorbate-surface systems owing to the inaccurate boundary
condition in the direction normal to the surface and is nev-
ertheless computationally demanding because it is based on
energy-band calculation in which the k-point sampling is
needed.

Nordlander and Tully have applied the complex-scaling
technique to describe the resonance formation in adsorbate-
surface model systems.*>>* They have employed a jellium
model®* to represent a surface. The complex-scaling tech-
nique has been used to obtain the resonance levels derived
from the interaction between the adsorbate discrete levels
and the continuum states in the semi-infinite jellium surface.
In the present work, we propose that the application of the
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Energy (E,)

FIG. 3. Comparison of the potential terms in the employed
Hamiltonians of Eq. (11) (gray-bold curve) and Eq. (18) (black-
dotted curve).

complex-scaling technique to a model cluster naturally gives
an open-system treatment of the cluster along the spirit of the
Lowdin-Feshbach partitioning theory. The point to be
stressed is that no explicit attention to the modeling of the
semi-infinite surface is needed to be paid in the OCM ap-
proach, unlike the jellium surface which has to be specified
by a value of the average electron density. On the other hand,
it is also true that the OCM has a close relationship to the
modeling of Nordlander and Tully in some sense. To mani-
fest it, we now consider the system described by the one-
body Hamiltonian,

1 a2 2 2 2

T2 = cosh?(x - la) T 14 2756

Ho(x) =

2

275(x-17)

_1+e (18)

Figure 3 shows the potential part of this Hamiltonian (the
black-dotted curve) in comparison with the potential of the
OCM (the gray-bold curve). The black-dotted curve shows
that the model system consists of the cluster including 11
atoms and of the jelliumlike potentials which are smoothly
connected to both edges of the cluster. Namely, the above
Hamiltonian of Eq. (18) represents the cluster embedded in
the jellium surface. The resonance states in this system are
obtained by the complex-scaling technique as Nordlander
and Tully have done. When the scaling parameter 6 is set to
be 2.95, the complex variational principle is satisfied. The
DOS of the jellium surface model is in complete agreement
with the DOS obtained with the OCM Hamiltonian at 6
=2.95 in the energy range of E=—1.5 to —1.1. This equiva-
lence between these two modelings is due to the fact that the
OCM wave functions for 6=2.95, shown in Fig. 1(b), are
localized in the center 11-atom region. Therefore, the model
cluster in the OCM approach could be regarded as a jellium-
embedded cluster. The model cluster implicitly embedded in
the jellium includes not only the adsorbate but also the sur-
face atoms, and thus, it is a generalization of the treatment of
Nordlander and Tully, in which the adsorbate is directly em-
bedded in the jellium surface. It should be noted that the
effects derived from the smoothly connected jellium are in-
cluded without explicitly including the jellium potential in
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the OCM Hamiltonian. This OCM preferable nature is a con-
sequence from the known fact that determination of reso-
nance wave functions does not require any information about
the asymptotic continuum wave functions. The simplicity of
the OCM is based on the general local nature of the reso-
nance wave functions.

III. ADSORPTION PROBLEM WITH OPEN-BOUNDARY
CLUSTER MODEL

A. Definition of Hamiltonian and local quantities

In this section, we discuss an atomic adsorption on a sur-
face with the OCM. The employed one-body, one-
dimensional model Hamiltonian is

1 d § 2 455

T 2ax i cosh?(x + la) ~ cosh?(x—R)’

(19)

Hy(x,R) =

where R is the distance between the adsorbate atom and the
surface, and the lattice constant a is set equal to 3.0. It is
convenient for the adsorbate-surface system to introduce lo-
cal quantities such as local density of states and local energy.
The key concept for defining the local quantities is a partial
trace of a projection operator on a subspace. For a Hermitian
Hamiltonian, the projection operator on the i, one-body
state is written as |,)(i,| by using the usual inner product,
and the partial trace of it on the subspace A becomes

Teylln) o] = f 0 Pdx=1 - J @y =1,
xCA

xCA
(20)

This equation shows that Tr,[|i,){,|] has a physical mean-
ing as the weight of the ¢, state in the subspace A. In the
OCM, the c-product formalism should alternatively be used
because a Hamiltonian matrix becomes complex symmetric
by the complex-scaling transformation. In this formalism, the
complex conjugation is not applied to the bra state in the
inner product. This definition is called ¢ product and indi-
cated with the round bracket. The projection operator is then

given by [¢,) (],
the form of

TrA[|‘//n)(l//n|] = f %(x)dx (21)
xCA

becomes a complex value. According to Berggren, the real
and imaginary parts of the trace can be interpreted as the
average and the uncertainty of the weight, respectively.®> We
thus follow the Berggren’s interpretation and define the local
quantity of the weight by carrying out the substitution,

Trall ) (¢[1 = Re(Trl[,) (,|]) = . (22)

Then, the one-body local density of states (LDOS) is given
by

PHYSICAL REVIEW B 76, 235401 (2007)

1
A
E)=——Tr,|In ——————
Pocu(E) == A[ E—H0+ie}

=_11 Tr [E WLEZ?CH (23)

E— EOCM

——I E
1

1 Wi (7,/2)
- W% (E_ En)z + (Yn/z)z

(24)

To discuss adsorption energy and local adsorption energy,
we consider the many-body Hamiltonian,

H=2, Hyx;,R), (25)
J

where H is the one-body Hamiltonian [Eq. (19)] and x; is
the jth electron coordinate. This many-body Hamiltonian has
only one-body terms in the end, and thus, the expectation
value of the Hamiltonian is easily obtained by

(H) =Tr{Hop], (26)

where p is the equilibrium 1-RDM. By using the one-body
eigenstate representation, H, and p are expressed by

Hoy= 2 ) ESM (|, (27)

and

IEDAATAMICAR (28)

respectively, where f,(u) is the occupation number of the
state ¢, for a system having a chemical potential u,

Yal2
(E-€)*+ (7,/2)*

falp) = 2 f dE (29)

This expression allows us to use fractional occupation num-
bers, which are attributed to the open-system character of the
present model. The total energy of the system is given by

(E) = Tr(Hop] = Tr[E |¢n>fn(mESCM<wnl]

=2 fu WEOM. (30)

By using the partial trace of Eq. (30), the local energy can be
defined as

(E)y = Tr,[Hop] = TrA[E |w,1)fn<mESCM<¢,,l]

= fu(WAES™. (31)
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Since f,(x) and wﬁ are real numbers, the real and imaginary
parts of (E), should be interpreted as the energy and the
energy width of the subsystem A, respectively. Therefore, the
electron-transfer (ET) rate from the subsystem A to the re-
maining part of the model cluster, KgT(,u), can be evaluated
by

k() == 2 Im(E) g = 2 £,(1)w?y,. (32)

It should be noted that there is no net electron transfer in an
equilibrium condition, and thus, the rate of the reverse pro-
cess, i.e., the electron transfer from the surface to the adsor-
bate, is required to be equal to afiy(u). If an electronic exci-
tation locally occurs on the adsorbate region described by the
model cluster, the chemical potential of the adsorbate region
is changed from the equilibrium value u, to a different one
,u whereas that of the bulk environment remains to be fiqq.
The imbalance of the chemical potentials causes net electron
transfer between the adsorbate and the surface. The rate is
given by

k(" o) = Kip(i) = (o) = E Af Wiy, (33)

where Af,= f,,(,u )=fulteg) is difference in the occupation
numbers for /.L and feq-

B. Adsorption-distance dependence of total and local density
of states

Figure 4 shows the adsorption-distance (R) dependence of
the total OCM-DOS (blue) and the OCM-LDOS of the ad-
sorbate (red) calculated from Egs. (17) and (24), respec-
tively, where ESCM= €,—1i7v,/2 is obtained by diagonalizing
the complex-scaled Hamiltonian matrix of Eq. (19). The
gray-colored array of ¢ functions in this figure represents the
total CCM-DOS similarly calculated from Eq. (13), where
ECCM is obtained by diagonalizing the Hamiltonian matrix of
Eq (19). Figure 4(a) shows these DOSs at R=5. The LDOS
is well separated from the surface DOS and energetically
localized because the interaction between the adsorbate and
the surface is weak. The CCM also gives the correct spec-
trum position of the adsorbate as indicated by the arrow. This
regime (R=5) can be regarded as the perturbative one. The
adsorbate-surface interaction becomes stronger and the
LDOS comes to be energetically delocalized with decreasing
the adsorption distance [R=4, Fig. 4(b)]. The peak positions
of the CCM and the OCM are different from each other. In
this regime, the CCM is no longer able to describe the accu-
rate DOS. The LDOS consists of two energetically localized
peaks with further decreasing the adsorption distance [R=3,
Fig. 4(c)]. The two peaks correspond to the adsorbate-surface
bonding and antibonding energy levels. Since their wave
functions are spatially localized in the vicinity of the adsor-
bate, the CCM also gives the reasonable peak positions for
these two energy levels as denoted by the two arrows. The
above behavior of the R dependence of the LDOS with the
OCM is consistent with the standard model of chemisorption
by Newns.?® In contrast, the CCM gives an accurate descrip-
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tion of the local properties only for limited R. For these
reasons, it is concluded that the introduction of the OCM is
indispensable for the unified description of adsorbate-surface
systems.

C. Comparison of chemical bonding in conventional cluster
model and open-boundary cluster model

We shall discuss differences in the nature of chemical
bonding described with the CCM and the OCM. To evaluate
the total and adsorption energies, we have to specify the
electronic configuration of the system. The electronic con-
figurations are determined by giving the total number of
electrons for the CCM and the Fermi energy for the OCM.
We adopt an adsorbate-surface model system consisting of
11 surface electrons (i.e., one electron per surface atom) and
two adsorbate electrons in the CCM. For R=c, the two
lowest-lying adsorbate one-body energy levels are at E=
—3.27 and —1.21, and the lowest surface energy band is lying
in the region of E=-1.43 to —1.14. We thus set the Fermi
energy to be —1.3 in the OCM so that the electronic configu-
ration of the OCM coincides with that of the CCM at R=0%.
Figure 5 shows the R dependence of the local energy for
different choices of the subspace A, computed by using Eq.
(31) for the OCM and the corresponding definition for the
CCM,

<E>SCM — TI'A[Hp] — E fSCMW:?’CCMESCM, (34)

where fCCM and ECCM are the integer occupation number and
the one-body energy of the CCM, respectively, and WA CCM §
given by

wiy €M = f M) dx. (35)
xCA

The symbol (E), indicates the local energy for the subspace
consisting of the adsorbate atom and the n local atoms ex-
tracted from the 11-atom surface model cluster. The R depen-
dence of the total energy denoted by (E);, is also shown. The
origin of the energy is defined as the asymptotic (R— )
value of (E),. The most striking difference between the
CCM and OCM results is how the local-energy curve de-
pends on the choice of the subspace. The OCM local-energy
curves are almost independent of the subspace, whereas the
CCM ones strongly depend on it.

To understand the reason for the local-energy difference
depending on the subspace, we introduce the 1-RDM in the
real space,

p(x',x) = (x'|plx) = 2 fa(x") b, (x). (36)

This quantity is very useful because the off-diagonal part of
the 1-RDM is known to be related to the property of chemi-
cal bonding. The Mulliken’s overlap population is an index
for chemical bonding and nothing but the off-diagonal part
of the 1-RDM in an atomic orbital representation.’’” More-
over, p(x’,x) is related to the first-order correlation function
of an electron quantum field GV (x,x"),
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FIG. 4. (Color) Adsorption-distance dependence of the one-
electron total DOS (blue) and local DOS (red) calculated with the
OCM. The gray-colored array of & functions represents the one-
electron total DOS obtained with the CCM. The arrows indicate the
CCM peak positions representing the states localized on the
adsorbate.

GV (x,x") = (JF () (x)) = p(x’ %), (37)

where gAbT(x) and a:b(x’) are creation and annihilation opera-
tors of the electron quantum field at the positions of x” and x,
respectively. As in the context of quantum optics,® the cor-
relation function GV(x,x") gives an extent of interference
(i.e., coherence) between particles at x and x'.%° We can
therefore investigate chemical bonding from the viewpoint of
the electron coherence by analyzing the real-space 1-RDM.
Mukamel et al. employed such an analysis at the level of a
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FIG. 5. (Color) Adsorption-distance dependence of the local and

total energies obtained with the CCM (blue) and the OCM (red).
The chemical potential is set to be —1.3.

FIG. 6. (Color) One-body reduced density matrix in the real-
space representation obtained with (a) CCM and (b) OCM. The
adsorbate density and the adsorbate-surface coherence are illus-
trated in the square and rectangle regions, respectively. The adsorp-
tion distance and the chemical potential are set to be 2.5 and —1.3,
respectively.
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coarse-grained atomic orbital representation to investigate
nonlinear optical responses of molecules.””

Figure 6 shows the real-space representation of the
1-RDMs for the CCM and the OCM. Our interest is in the
adsorbate-surface chemical bond, and thus, we concentrate
on the region indicated by the rectangles in the figure. It is
clearly shown in Fig. 6 that each attenuation length of the
adsorbate coherence, referred to as the coherence length, is
different in the CCM and the OCM. The coherence remains
even at the edge of the model cluster (i.e., large x and small
x" and vice versa) in the CCM, whereas it does not in the
OCM. In other words, the coherence length in the OCM is
shorter than that in the CCM. This is the reason that the
local-energy curves for the OCM in Fig. 5 do not depend on
the choice of the subspace. The coherence length in the CCM
is always equal to the size of the model cluster because there
exist reflection waves from the edge of the cluster. This leads
to an artificial edge effect causing a numerically slow size
convergence. It is difficult to remove such an edge effect in
the CCM with a systematic prescription. On the other hand,
the artificial coherence occurred in the CCM is circumvented
by employing the OBC in the OCM, and indeed, the OCM
gives the proper description of the adsorbate-surface system.
The physical properties of the adsorbate are essentially inde-
pendent of the cluster size in the OCM if the cluster size is
larger than the size associated with the adsorbate coherence
length. The CCM apparently overestimates the coherence
length in the adsorbate-surface system. The OCM results
demonstrate that the chemisorption is a local phenomenon.
This conclusion is well consistent with chemists’ intuition.

IV. APPLICATION TO ADSORBATE DYNAMICS
INDUCED BY CHANGING CHEMICAL POTENTIAL

A. Global and local changes of chemical potential

We have discussed above the equilibrium properties of
DOS and chemical bonding in the adsorbate-surface system
modeled by the OCM approach. On the other hand, adsor-
bate dynamics is generally triggered by changing a chemical
potential u. The definition of the occupation number of Eq.
(29) allows us to investigate u dependent properties of the
system. It should be noted that there are two ways of chang-
ing the chemical potential: a global change and a local
change. When the chemical potential is globally changed in
the whole system, the equilibrium is maintained between the
adsorbate region, which is explicitly described with the
model cluster, and the environment. In this case, no net ET
occurs, as mentioned in Sec. IIT A. Thus, the global change
of w only affects the adsorbate-surface interaction through a
change of Re[(E)]. The global change of w is relevant in, for
example, electrode reactions induced by applying bias volt-
age. If the chemical potential is locally changed in the adsor-
bate region, a net electron transfer associated with Im[(E)]
occurs in addition to change of the adsorbate-surface inter-
action. The net ET is induced by imbalanced chemical po-
tentials between the adsorbate region (,u*) and the environ-
ment (i), and thus, its rate is given by Eq. (33). The local
change of the chemical potential plays an important role in,
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FIG. 7. Chemical potential dependence of the adsorption energy
curves.

for example, indirect desorption induced by electronic tran-
sition (DIET), which is typically observed in adsorbate-
metallic surface systems. As reviewed by Saalfrank,”! photo-
excitation of those systems generally causes indirect
photodesorptions. The photon energy is injected not to the
adsorbate but to the surface at first, and subsequent energy
transfer occurs from the surface to the adsorbate. As a result,
the local chemical potential in the adsorbate region becomes
higher than it was in equilibrium, and then the adsorbate
desorbs. The rate of co-occurring electronic relaxation is
known to be a key factor in determining the desorption
probability.”>73

In summary, the adsorbate-surface interaction is altered
by both types of changes of u, whereas the net ET from the
adsorbate to the surface is induced only by local change of
M. We shall investigate the former in Sec. IV B and the latter
in Sec. IV C, separately.

B. Chemical potential dependence of adsorption energy

Figure 7 shows the R dependence of the interaction en-
ergy (E)?ICM for different values of u. We see that the poten-
tial energy which is felt by nuclei strongly depends on the
chemical potential of the adsorbate region. The curve for
=-3.2 illustrates that the adsorbate atom has almost no inter-
action with the surface. This is because the occupied orbital
is only the lowest one-body energy level that is always lo-
calized on the adsorbate atom. When the chemical potential
is set equal to the energies in the surface electronic band
(E=-1.43 to —1.14), the adsorbate interacts with the surface.
Indeed, the interaction is attractive for u=—1.4 and —1.3.
When pu=-1.2, the adsorbate energy level and the surface
electronic band are almost fully occupied at the asymptotic
R. Then, the interaction between the adsorbate and the sur-
face becomes repulsive for large R (=3.2), as shown in
Fig. 7.

C. Electron transfer induced by local electronic excitation

As explained in Sec. IV A, adsorbate dynamics induced
by a local electronic excitation such as indirect DIET in-
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FIG. 8. Comparison of the adsorption-distance dependence of
the ET rate from the adsorbate to the surface. The bold curve shows
the net ET rate obtained by Eq. (33) for the locally excited state of
u ==1.2. The equilibrium chemical potential is taken to Meq
=-1.3. The net ET rate is equal to the difference of the rates ob-
tained by Eq. (32) for w=-1.3 (thin curve) and —1.2 (dotted-thin
curve).

volves not only change of the potential energy curve but also
co-occurring electronic relaxation, originating from the elec-
tron transfer from the adsorbate to the surface. We shall here
evaluate the rate of the electron transfer. To simulate an in-
direct DIET process, we use a set of parameters to specify
the model as follows. The chemical potential of the model
cluster is set to be —I. 3 in equilibrium (=x,) and then
changed to be —=1.2 (=u ) by the local electronic excitation.
The Hamiltonian of Eq. (19) has a continuous electronic
band in the energy range of E=—-1.43 to —1.14, and thus, the
model cluster describes properties of the adsorbate interact-
ing with a metallic surface by taking pu.,=-1.3. Figure 8
shows the net electron-transfer rate (bold curve) induced by
the local electronic excitation from equilibrium to the excited
adsorbate state. The rate was calculated through Eq. (33)
usmg the R-dependent rate for u.,=—1.3 (thin curve) and
" f=—12 (dotted-thin curve). For a large adsorption distance
R, both the rates for u.q and ,u are small because the inter-
action between the adsorbate and the surface is weak. As the
adsorption distance R decreases, the rates gradually increase
owing to the strong interaction. The rates have each maxi-
mum value and then monotonically decrease again for R
<3.4. This behavior is clarified by analyzing the R depen-
dence of the LDOS, as shown in Fig. 4. As described in Sec.
IIT B, the LDOS consists of the energetically localized two
peaks and their corresponding wave functions are spatially
localized in the vicinity of the adsorbate at R=3.5. The de-
crease in these ET rates is ascribed to the localization of the
wave functions. As a result, the net ET rate has a maximum
at R=4.0. The system feels the potential of the electronically
excited state only during the time scale of the inverse ET
rate. Therefore, the rate and its R dependence are of a crucial
importance for discussing photoinduced dynamics on
adsorbate-metallic surface systems. As understood from the
expression of Eq. (33), the ET rate is always zero when the
eigenvalues of Hamiltonian are real, and thus, the CCM
gives no information on dynamics related to the electronic
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relaxation. We conclude that the OCM approach is promising
for describing dynamics of adsorbate-metallic surface sys-
tems.

V. APPLICABILITY OF OPEN-BOUNDARY CLUSTER
MODEL TO REAL SYSTEM

In the present work, we concentrated on developing the
theoretical framework of the OCM approach and illustrated
its advantages over other formalisms by using simple model
systems. We discuss here the applicability of the OCM ap-
proach to real systems. Although the complex-scaling tech-
nique, which is used to apply the OBC to the system, re-
quires dilatation analyticity of Hamiltonian, its property is
generally not satisfied by the Hamiltonian of a model cluster
of an adsorbate-surface system. However, the alternative ap-
proach called the complex basis function method has been
proposed’#~7¢ in the form applicable to ab initio molecular
Hamiltonians and successfully applied®>’”® to electronic
resonance states in real systems. Thus, there are, in principle,
no difficulties in applying the OCM approach to adsorbate-
surface Hamiltonians. We remark that complex-valued or-
bital exponents used in the complex basis function method
must be carefully selected because the complex variational
principle is only a stationary principle.”’ The basis-set depen-
dence of the OCM results for real systems should be exten-
sively investigated. If this problem is solved, the OCM ap-
proach becomes really promising. It should be further noted
that this method can be straightforwardly extended to many-
body formalisms as have been done in molecular electronic
resonance problems,’®’”-”8 and thus, it is possible to directly
calculate electronically excited states of adsorbate-surface
systems with the OCM approach.

VI. CONCLUDING REMARKS

We have proposed a cluster model, OCM, to describe
adsorbate-surface systems. This model is based on the phi-
losophy of the Lowdin-Feshbach partition approach. The
philosophy is that the subsystem should be extracted as an
open-quantum system. To practically realize such an extrac-
tion of the subsystem, we introduced the model cluster with
the proper OBC. The divergence of the wave functions in-
duced by the introduction of the OBC is circumvented by
using the complex-scaling technique. The OBC removes the
edge effect caused by the waves reflected at the edge of the
model cluster. As a result, the OCM gives appropriate con-
tinuous DOS. It is explicitly shown by analyzing off-
diagonal elements of 1-RDM in the real-space representation
that the CCM suffers from an artificial coherence due to the
edge effect. On the other hand, the OCM is free from the
edge effect and thus reasonably describes a coherence in the
adsorbate-surface system. Indeed, the correct adsorption en-
ergy can be calculated with a small-size cluster in the OCM.
In contrast to the CCM, the OCM allows us to estimate the
electron-transfer rate from the adsorbate to the surface by
using the imaginary parts of the adsorbate one-body ener-
gies. This aspect is important in discussing photoinduced dy-
namics of adsorbate-metallic surface systems. It should also
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be stressed that we can intuitively analyze the properties of
the semi-infinite system in terms of the local picture inherent
in the OCM approach. The OCM approach is expected to be
straightforwardly applied to real systems by employing the
complex basis function method and will be a computation-
ally less demanding tool to investigate properties and dy-
namics of adsorbate-surface systems.
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