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Preface

This text is appropriate for a transition to abstract mathematics course that covers
basic set theory, an introduction to the real numbers, and some cardinality. It grew
from my notes for such a course at the University of North Dakota, which is usually
taken by math majors during their sophomore year. Except for a few motivational
examples in the early chapters, the text is as self-contained as possible and does not
assume much prerequisite material, though it is helpful to have some mathematical
maturity before attempting to read the text. In Chapters 6 and 7, I assume the reader
is familiar with the material in Chapters 1 — 5, but Chapters 6 and 7 are independent
of each other. The style throughout is informal.

In using this text for my course, I always cover the material in Chapters 1 —
5 in depth. At various times | have finished the semester with either Chapter 6,
Chapter 7, or both if time permits. I have included a proof of the Cantor-Bernstein
Theorem in the appendix for completeness, but the proof is beyond the reach of
many students who are just beginning to read and write proofs on their own.
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Chapter

Elementary Logic

I am convinced that the act of thinking logically cannot possibly be
natural to the human mind. If it were, then mathematics would be
everybody’s easiest course at school and our species would not have
taken several millennia to figure out the scientific method

Neil deGrasse Tyson

Anyone who cannot cope with mathematics is not fully human. At
best he is a tolerable subhuman who has learned to wear shoes, bathe,
and not make messes in the house.

Robert Heinlein

Introduction

In some sense, this text is about mathematical proofs. Why do mathematicians
require proofs? How are you supposed to read and understand a proof? If you
have to prove something yourself, how do you know where to start? How do you
know when you’re finished? Perhaps most importantly, what is a proof?

Mathematicians use proofs for many reasons, but a very simple answer to the
last question above is that a proof is a logical argument to show that a statement
is true. Unlike the experimental sciences, mathematicians do not accept a state-
ment as true based on data or on statistical reasoning. We might collect data, but
only to determine whether or not we believe that something is true. Consider the
following:

Theorem. If p is an even integer, then pz is even.
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This statement is true, but how do we know that? We may start by squaring
some even integers: 2% = 4 is even, 8> = 64 is even, (—12)% = 144 is even.
Try a few more on your own. While this kind of experimentation certainly leads
us to believe the statement is true, how can we be sure the pattern we think we
see is always true? A statement like this one claims that something is true for a//
even integers. There are infinitely many even integers, so we can’t possibly try
all of them! However unlikely it may seem, it is possible that the first 3,000,012
examples we try will work, but the next one won’t, or even that the statement is
true for all but a single even integer.! In order to be certain that such a statement
is true, we must carefully define what it means for an integer to be even, then use
that property to prove that the square of every even integer is even. We will return
to this example in the next chapter.

1.1 Propositions

Definition. A proposition is a statement that is either true or false, but not both.
The truth value of a proposition is true (T) if the sentence is true and false (F) if
the sentence is false.

Let’s consider several sentences.

* Two plus two equals four. This sentence is true, hence a proposition.
 Seven minus three equals twelve. This sentence is false, hence a proposition.

o [t will snow in Grand Forks on March 17, 2525. This sentence is either
true or false, even if nobody currently alive will ever know which. It is a
proposition, we just don’t happen to know the truth value.

* Go clean your room. This sentence is a command, not a proposition.
* [s it raining outside? Again, this is not a proposition. It is a question.

* This sentence is false. This sentence is not a proposition because it cannot
be cither true or false. If it is true, then it’s claim is false. If it’s false, then
it’s claim must be true. We will not allow sentences that refer to themselves
except as examples of what might go wrong if we are not careful.

 x +3 = 12. This sentence cannot be said to be true or false without more
information about the variable x. If x = 0, then itis false. If x = 9, then itis

1If this seems impossible, consider the following statement: Every prime number is odd.
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true. Statements like this are not propositions, but are extremely important.
We will discuss them in detail in Section [1.3].

We will use uppercase letters, frequently P or Q, to stand for variable proposi-
tions in much the same way that you might use x or y to represent variable numbers
in algebra.

1.2 Connectives and Truth Tables

Many of the propositions we are interested in are made up of more elementary
propositions. For example, the proposition S: today is Tuesday and it’s raining is
made up of the two propositions P: foday is Tuesday and Q: it s raining. The word
and in S is called a connective since it gives us a way to connect two propositions
and form another. In this section we will look at several kinds of connectives,
beginning with conjunction.

1.2.1 Conjunction

Definition. The conjunction of the propositions P and Q is the proposition P and
Q, denoted P A Q. The conjunction P A Q is true when both P and Q are true and
false if either P or Q (or both) are false.

We will sometimes keep track of the truth values of propositions in a truth
table , where we list the truth values of a propositions in terms of the truth values
of elementary propositions.

PIQ[PAQ]
T[T| T
T|F| F
F|T| F
F|F| F

The table above indicates that when P and Q are both true, P A Q is true; when
P is true and Q is false, P A Q is false; etc. Note that in this case there are four
rows in the table. For a proposition made up of n elementary propositions, there
will be 2" rows in the truth table because there are two possible truth values for
each of the elementary propositions. This makes it cumbersome to construct truth
tables for very complicated propositions. Nevertheless, we will find them to be a
convenient tool.
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1.2.2 Disjunction

We next consider propositions of the form P or Q. We have to be a bit more careful
defining what we mean in this case, because the word or can be ambiguous in
english. Let’s consider a couple of english sentences to see why:

* FEither its Tuesday or it’s raining.
* Do you prefer coffee or tea?

In the first of these sentences we mean that at least one of the two conditions
must be met, it’s Tuesday or it’s raining. If it’s raining on a Tuesday, this proposi-
tion is still true. In this case or is inclusive in the sense that it includes the possiblity
that both conditions are met. In the second sentence, we presume that only one
of the two options is possible. This use of the word or is exclusive since it ex-
cludes the possibility of both conditions being true at the same time. In normal
discourse this kind of ambiguity doesn’t usually cause any difficulty because we
can determine the meaning from the context. We do not want to allow this kind of
ambiguity in logical propositions, so we always use the word or in the inclusive
sense. In other words, P V Q is true if at least one of P or Q is true.

Definition. The disjunction of P and Q is the proposition P or Q, denoted P V Q,
which is true whenever at least one of P or Q is true.

Here is a truth table for the proposition P V Q.

| PVQ|
T

Q
T
F
T
F

| |

1.2.3 Implication

Most mathematical propositions have the form If P, then Q. Of course, either of
P or Q might be propositions made of several other propositions.
Let’s consider an example:

If the student is on the basketball team, then she won 't be in class on Friday.
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Consider two students in my Friday class, Jill and Pat. We will assume that Jill is
on the basketball team and that Pat is not. Most of us would agree that Jill will not
be in class Friday if the statement is true, so if Jill is in class then the statement
must be false. What does the statement tell us about Pat? If she shows up for class
Friday there’s certainly nothing false about the statement, but what if she doesn’t
show up for class? Does that make the statement false? No! The statement makes
no claim about Pat, so her attendence or absence doesn’t impact the truth of the
statement.

Definition. The proposition If' P, then Q is called an implication and is denoted
P = Q. The proposition P is the Aypothesis of the implication and Q is the
conclusion. The implication is false only when P is true and Q is false.

Here is a truth table for P = Q.

PlQ[P=Q]
T|T| T
T F| F
FIT| T
FIF| T

As a student of mathematics, it is absolutely essential that you understand what
an implication means and what it doesn’t mean. To say that P = Q is true does
not mean that P is true or that Q is true, it does mean that there is a relationship
between the truth values of these two propositions. The implication P = Q is
false when P is true and Q is false; it is true when either P is false or Q is true.

There are several related implications related to the implication P = Q that
we will occassionally find these useful. Be aware that these are not all equivalent.
You will determine which are equivalent to the original implication in Exercise
1.3.

Definition. For the implication P = Q:

* The converse is Q = P.
* The contrapositive is =Q = —P.

* The inverse of is =P = —Q.
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1.2.4 Logical Equivalence

Definition. Two propositions P and Q are said to be logically equivalent if they
always have the same truth value. We use the connective iff, read “if and only if,”
and use the symbol <. The proposition P < Q is true when P and Q have the
same truth value.

PlQ[P=Q]
T[T| T
T|F| F
F|T| F
FIF| T

1.2.5 Negation

Definition. The negation of P, denoted —P and sometimes read “not P,” is the
proposition whose truth value is always opposite that of P.

Note that negation is not actually a connective since it applies to a single propo-
sition rather than connecting two propositions.

F
T

=

1.2.6 Tautology and Contradiction

Definition. A tautology is a proposition that is always true, regardless of the truth
values of the elementary propositions that make it up.

Definition. A contradiction is a proposition that is always false.

Example 1.1. The proposition P \/ =P is an example of a tautology. One way
to see this is to look at a truth table. Notice that all truth values in the column
for PN —P are true. We can also use this truth table to see that P \ —P is a
contradiction because every truth value in that column is false.
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’P‘—!P‘P\/—!P‘P/\—!P‘
T| F T F
F| T T F

Example 1.2. Use truth tables to show that the following are tautologies.
(i) P= (PVQ)
(i) (P = Q) < (-Q= —P)

Solutions

(i) We must construct a truth table with a column for P = (P V Q) and show
that the truth values in that column are all T.

(| P]|Q|PVQ[P=(PVQ) ]
T|T] T T
TIF| T T
FIT| T T
F|F| F T

(i) Note that we can either construct a truth table with a column for the desired
equivalence and show that the truth values are all T, or we can construct a
truth table with the columns for P = Q and -Q = —P and show that the
truth values are always equal to each other. We will do the latter since it is
less work.

PIQ[-P[Q[P=5Q[~Q= P
T[T|F| F| T T
T|F|F | T | F F
F|T| T | F| T T
FIF| T | T | T T

1.3 Predicates, Instantiation, and Quantification

We return our attention now to statements that involve variables, like x + 3 = 12.
Such a statement is called a predicate and we will usually indicate it with P(x)
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rather than P. Before a predicate takes on a truth value, we need to know something
about the variable. We noted before that if x = 0, then the statement is false; but
if x = 9, then the statement is true. What if x represents my desk? In that case
the statement is complete nonsense, but you probably feel like there’s something
a little bit unfair about that choice for x. We see an equation and usually think
that the variable must represent a number, right? The first thing you should know
about any variable in a predicate is what it can represent. This is called the universe
or the domain of discourse. In mathematics, we will be very explicit about what
universe we are talking about.

1.3.1 Instantiation

Let’s understand that in our predicate P(x) from the previous paragraph, we de-
clare that the universe is the set of real numbers. That still doesn’t turn P(x) into
a proposition because, as noted above, P(x) doesn’t take on a truth value until we
know which real number x indicates. One way to do this is called instantiation,
which means choosing a particular value for the variable(s). Consider for example
the sentence: Let x = 2, then x + 3 = 12. In this case the sentence is a proposition
with truth value F.

The other option is quantification of the variable(s). We will discuss two kinds
of quantifiers, universal and existential. You might occasionally encounter other
quantifiers, but they are not necessary.

1.3.2 Universal Quantification

Definition. A universal quantifier indicates that the predicate is true for all in-
stances of the variable in the given universe. It is typically indicated by using the
phrase “for every” or “for all,” and can be denoted symbolically by V in symbolic
statements.

The following sentences are universally quantified propositions. Only the sec-
ond is true.

» For every real number x, x + 3 = 12.
* The square of x is nonnegative for all real x.

» The square of x is nonnegative for all complex x.
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1.3.3 Existential Quantification

Definition. An existential quantifier indicates that the predicate is true for at least
one instance of the variable in the given universe. It is typically indicate by the
phrase “for some” or “there exists,” and can be denoted by 3 in symbolic state-
ments.

The following sentences are existentially quantified. All three of these are true.

o There is a real number x so that x + 3 = 12.
* The square of x is nonnegative for some real x.

* The square of x is nonnegative for some complex x.

1.3.4 Syllogisms and Venn Diagrams

A syllogism is a form of logical argument that deduces a conclusion based on two
premises. For example:

All men are mortal. Socrates is a man. Hence Socrates is mortal.

This is a valid syllogism. If we assume that the premises are true, then the
conclusion must follow. One tool we can use to help think about syllogisms is a
Venn diagram, which in it’s simplest form is a collection of circles that represent
the various categories in the premises. In this case we will have one circle repre-
senting mortals and another representing men. Since one of our premises is that
all men are mortal, the circle representing men is completely contained inside the
circle representing mortals:

mortal
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Since Socrates is a man, hence inside the circle representing men, he must
of necessity also be inside the circle representing mortals, hence the syllogism is
valid.

Example 1.3. Determine whether each of the following syllogisms is valid.

(i) Some students are freshmen. Pat is a student. Hence Pat is a freshman.
(ii) No cats are dogs. Jade is a cat. Hence Jade is not a dog.
(iii) Some cats are psychopaths. Jawa is a cat. Hence Jawa is a psychopath.
(iv) Some Billywiggles are Bleepzigs. Some Bleepzigs are Jabberwoks. Hence
some Billywiggles are Joabberwoks.

Solutions

(i) The circle for students should overlap the circle for freshmen, but need not
be contained within it since our assumption is that only some students are
freshmen.. Here is a Venn diagram:

Note that Pat may be in the student circle without being inside the freshmen
circle, so the syllogism is not valid.

(ii) In this case, the circle for cats should be completely outside the circle for
dogs since no cats are dogs. Here is a Venn diagram:
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dogs

Since Jade must be within the cats circle, Jade cannot be within the dogs
circle, so the syllogism is valid.

(iii) Here is a Venn diagram:

psychopaths

Since Jawa must be in the cats circle, but may or may not be within the
psychopaths circle, this syllogism is not valid.

(iv) This requires a slightly more complicated Venn diagram, and we must be
very careful about what is absolutely necessary. It is possible for the Venn
diagram to look like this:
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On the other hand, it is also possible for the Venn diagram to look like the
following:

Bleepzigs

Jabberwokl

1.3.5 Quantification of Several Variables

Billywiggles

This syllogism is not valid.

A predicate can have two or more variables. In order to use the predicate in a
proposition, a universe must be declared for each variable and each variable must
be instantiated or quantified. We will discuss the various ways a two variable
predicate might be quantified by considering an example.

We consider the predicate P(x,y) given by x +y = 0. Throughout, we will
will assume that the universe for both x and v is the set of real numbers.? Without

%In general, distinct variables might sometimes come from different universes.
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redefining the universe every time, both variables could be universally quantified,
both could be existentially quantified, or one could be universally quantified and
the other existentially quantified. We are particularly interested in determining
when each proposition will be true and whether the order of the quantifiers matters.

* Vx Yy P(x,y): This proposition can be read as for all (real) x and for all
(real) y, x +y = 0, which says the sum of any two real numbers is 0.
Clearly this is false.

« Vy Vx P(x,y): Restating this as we did above, it is not difficult to see that
this proposition is equivalent to the first one.

« Jx 3y P(x,y): We can read this as there is an x so that there is a y so
that x +y = 0, which says that there are real numbers x and y such that
x +y = 0. This 1s true. Once again, reversing the order of the quantifiers
doesn’t matter.

* Vx 3y P(x,y): This proposition says that for every x there is a y such that
x +y = 0, in other words every real number has an additive inverse, which
is certainly true.

« Jy Vx P(x,y): The variables here are quantified the same, but the order is
changed. Does that matter? The proposition this time says there is a y so
that for all x, x +y = 0. In other words, there is some real number y so
that adding any real number to y yields a sum of 0, which is certainly false!

The moral of the last example is that you must be careful to quantify variables
in the correct order when some variables are universally quantified and some are
existentially quantified.

1.4 Negations

As mentioned previously in [1.2.5], the negation of a proposition is the proposi-
tion with the opposite set of truth values. In this section we are going to discuss
the negations of compound propositions, which can be an important step in some
kinds of proofs. We begin with two theorems that tell how to find the negations of
propositions involving connectives.

Theorem 1.1. Given any propositions P and Q, —=(P = Q) < (P A —Q).
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To see that this theorem is true, we first make sure that we understand what it is
saying. The variables in this case are actually propositions P and Q, both of which
are universally quantified. The theorem asserts that the compound proposition
—(P = Q) & (P A—Q) is always true, so we must demonstrate that no matter
what the truth values of P and Q are, the statement in the theorem is a tautology.
We proceed by constructing a truth table.

PIQ[-Q[P=Q[-(P=Q) [ PA-Q
T| T F T F F
T|F T F T T
F| T F T F F
F | F T T F F

The truth of the next theorem can be established in a similar fashion, which we
leave tothe exercises (see 1.9).

Theorem 1.2. (DeMorgan’s Laws) Given any propostions P and Q:
(i) ~(PAQ) < (=PV Q)
(i) =(PV Q) & (=PA=Q)

We can use these results to understand the negations of more complicated
propositions. Suppose we want to know how to negate the proposition P =
(Q A R). We apply what we know one step at a time, beginning with the im-
plication:

=(P= (QAR)) < PA(-(QAR)) (Theorem 1.1)
< PA(-QV —R) (Theorem 1.2(i))

Example 1.4. Find the negation of each of the following propositions.
(i) PN (Q= R)
(i) (PVQ)A(PVR)

Solutions

(i) We apply Theorems 1.1 and 1.2 where indicated.

-(PA(Q=R)) & (-PV—(Q=R)) (Theorem 1.2(i))
& (=PV (QA-R)) (Theorem 1.1
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(ii) We apply Theorem 1.2 where indicated.

=((PVQ)A(PVR)) < (~(PVQ)V—(PVR))  (Theorem 1.2(i))
& ((-PA=Q)V (=PA—=R))  (Theorem 1.2(i,ii)
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Chapter 1 Exercises

1.1. Show that =(—P) < P is a tautology.

1.2. Determine whether each of the following is a tautology, a contradiction, or
neither one.

i (P=Q)=Q

(i) (PA(P=Q))=Q

(iii) (P= Q)< (Q=7D)

(iv) (P=Q)A(Q=R))= (P=R)
V) (P=Q)A(P= Q)

(vi) PA (P = Q) A (P = —Q)

(vii) (FQA(P=Q)) = —P

(viii) (PVQ)A—-Q) =P

(ix) (PVQ)=R)= (P=R)

1.3. Determine whether or not each of the following is equivalent to the implica-
tion P = Q.

(1) The converse: Q = P
(i) The contrapositive: =Q = —P
(ii1) The inverse: =P = —Q
1.4. Use truth tables to prove the following:
(i) Disjunction is commutative, i.e. PV Q is equivalent to Q V P.
(i1) Conjunction is commutative.
(iii) Disjunction is associative, i.e. PV (Q V R) is equivalent to (P V Q) V R.
(iv) Conjunction is associative.
1.5. Show that P A (Q V R) is not equivalent to (P A Q) V R.

1.6. Use truth tables for each of the following:
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(i) Show that conjunction distributes over disjunction, i.e. that P A (Q V R) is
equivalentto (P A Q) V (P AR).

(i1) Show that disjunction distributes over conjunction.

1.7. Determine whether or not each of the following syllogisms is valid.

(1) Some dogs are beagles. Snoopy is a dog. Hence Snoopy is a beagle.

(i) All cats are independent. Some pets are cats. Hence some pets are indepen-
dent.

(111) No pigs fly. Porky is a pig. Hence Porky does not fly.

(iv) No orcs are ogres. All ogres are green. Hence no orcs are green.
1.8. Negate each of the following:

(1) Every cloud has a silver lining.
(i) Ifit’s Tuesday, this must be Belgium.
(ii1)) There is a light at the end of every tunnel.

1.9. Use truth tables to show that:
() ~(PAQ) & (-PV Q)
(i) ~(PV Q) < (P A—Q))
1.10. Use a truth table to show that =(P = Q) < (P A —Q)

1.11. One way of defining what it means for a function f to be continuous at a
point xg is as follows:

Let f be a function and let xo € R be a point in the domain of f. We say that f is
continuous at X if the following is true:

Foreverye > 0 thereisad > 0so that for everyt € R, if |xg — t| <
d then |f(xg) — f(t)| < e.

What does it mean to say that f is not continuous at x?
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Chapter

Logical Arguments

The fact that mathematics is symbolic logic is one of the greatest dis-
coveries of our age.
Bertrand Russell

Reductio ad absurdum, which Euclid loved so much, is one of a math-
ematician’s finest weapons. Itis a far finer gambit than any chess play:
a chess player may offer the sacrifice of a pawn or even a piece, but a
mathematician offers the game.

Godfrey Hardy

Introduction

Loosely speaking, a mathematical proof'is a logical argument. It is probably more
correct to say that a mathematical proof is a way of indicating how a logical ar-
gument could be carried out, but for now let’s not worry about that distinction. In
this chapter we will learn what we mean by a logical argument and look at some
common types of mathematical proofs.

The first proofs most students encounter are two-column proofs, frequently in
high school geometry. In this kind of proof the first column consists of a series of
statements and the second a series of justifications for those statements. Allow-
able justifications might be assumptions, definitions, theorems, or consequences
of previous steps. We concern ourselves first with the rules that allow us to deduce
propositions from previous propositions.

19
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2.1 Rules of Inference

We accept the following two basic rules of thought:

The Law of Excluded Middle says that given any proposition P, we may
deduce P V —P. In words, either P is true or —P is true.

The Law of non-Contradiction says that given any proposition P, we may
deduce —(P A —P). In words, P and —P cannot both be true.

A rule of inference is a logical rule consisting of a hypothesis and a conclu-
sion. Whenever the hypothesis is true, the conclusion must also be true. For our
purposes this means that once we have deduced all of the hypotheses, we may also
deduce the conclusion. Rules of inference are closely related to tautologies. In
fact, they are essentially the same thing. While every tautology gives rise to a rule
of inference, in practice the seven listed in the table below will usually suftfice.

Table 2.1: Rules of Inference

Name Hypotheses Conclusion
Modus ponens Pand P = Q Q

Modus tolens —Qand P = Q -P
Hypothetical syllogism P = Qand(Q =R P =R
Addition P PV Q
Simplification PAQ P
Conjunction Pand Q PAQ
Disjunctive syllogism PV Q and =P Q

The Rule of Addition, for example, comes from the tautology P = (P V Q).
Since the implication is always true, knowing that the hypothesis is true will tell us
that the conclusion must also be true. We can verify each of the Rules of Infernece
in Table 2.1 by constructing a truth table for the associated tautology.

2.1.1 Propositional Arguments

In this section we consider theorems from logic rather than from mathematics. We
will look at arguments in which the form of each proposition is important rather
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than the content of the propositions. Each of our Rules of Inference is actually a
propositional argument, where accepting the hypotheses forces us to accept the
conclusion. We use the following notation for propositional arguments, where the
propositions above the line are hypotheses and the proposition(s) below the line
are the conclusion(s). We precede the conclusions(s) with the symbol . . which is
read “therefore.” Please note that not all authors use this symbol.

Example 2.1. Here is the rule modus tolens in our notation:
—Q

_P=Q
. —p

Example 2.2. Express the following rules of inference as propositional arguments.

(i) Modus ponens
(i) Hypothetical syllogism

Solutions.
P
H _P=Q
- Q
P=20Q
(i) Q=R
.. P=R

Definition. A propositional argument is said to be valid if accepting the hypothe-
ses forces us to accept the conclusion(s).

How do we determine whether or not a propositional argument is valid? One
option is to constuct a truth table, but that can be very tedious. Our preferred
option is to construct a logical argument which begins by assuming each of the
hypotheses is true and deduces consequences using our rules of inference. Each
deduced proposition is a step in our proof that can be justified as either a hypoth-
esis, a consequence of previous steps and a rule of inference, or a proposition that
is logically equivalent to a previous step. The proof is complete when we have
deduced the desired conclusion.

Example 2.3. Prove that the following argument is valid:
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P
P=2Q
(QVR) =S
S

Proof. (1) P hypothesis

2) P=20 hypothesis

3) Q modus ponens, (1) and (2)

(4) QVR addition, (3)

(5) (QVR)=S hypothesis

(6) S modus ponens, (4) and (5)

Example 2.4. Prove that the following argument is valid:

P= (QA-Q)
- _|P

Proof. () P = (QA —Q) hypothesis
2) —(QA—-Q)  Excluded Middle
(3) —P modus tolens, (1) and (2)

The argument in Example 2.4 says that if a proposition P implies a contradic-
tion, then =P must be true. We will use this result in the sequel as the basis for
proofs by contradiction.

2.1.2 Arguments with Quantifiers

Arguments involving quantified propositions require us to have rules of inference
for instantiation and quantification. The rules for instantiation when we can de-
duce statements about particular elements of the domain given quantified state-
ments. The rules for generalization tell us when we can deduce quantified state-
ments given deductions about particular elements of the domain. We give these
rules in Table 2.2.
Table 2.2: Rules of
Quantification Example 2.5. Prove that the following argument is valid:
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Table 2.2: Rules of Quantification

Name Rule

Universal Instantiation Vx P(x) ... P(c) whenever c is in the domain of x

Existential Instantiation ~ Jx P(x) ... P(c) for some ¢ in the domain of x

Universal Generalization  P(c) for arbitrary ¢ in the doamin of x .. Vx P(x)
Existential Generalization P(c) for some c in the domain of x .*. 3x P(x)

Vx (P(x) AQ(x))
dx (P(x) = R(x))
Jx (Q(x) AR(x))
Proof. (1) 3Jx (P(x) = R(x)) hypothesis
(2) P(c) = R(c) for some ¢ existential quantification, (1)
(3) Vx (P(x) AQ(x)) hypothesis
(4) P(c) NQ(c) universal quantification, (3)
(5) Qlc) simplification, (4)
(6) P(c) simplification, (4)
(7) R(c) modus ponens, (2) and (6)
(8) Q(c) AR(c) conjunction, (5) and (7)
(9) Fx (Q(x) AR(x)) existential generalization, (8)

2.2 Proving Mathematical Theorems

Most mathematical statements are implications of the form P = Q, where P or
Q might be compound propositions. In this section we will look at some meth-
ods for proving implications. Note that we are using some definitions and results
from other areas of mathematics that we have not explicitly stated. We will not
allow ourselves to make those kinds of assumptions once we begin our study of
set theory.
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2.2.1 Direct Proofs

A direct proof of the implication P = (Q assumes that the hypothesis P is true,
then uses definitions, previously proved theorems, and the rules of inference to
deduce that the conclusion Q must also be true.

2 js even.

Theorem 2.1. If n is an even integer, then n

The first step in trying to prove any theorem is to make sure you know what it
means. In this case, we need to know the definition of an even integer and of the
square of an integer. An integer 7 is even if it can be written as n = 2k for some
integer k. The square of # is the product n> = n x n.

Proof. (1) nisan even integer hypothesis
(2) n = 2k for some integer k definition, (1)
(3) n?=(2k)? definition, (2)
(4) n?=4k> algebra, (3)
(5) n?=2(2k?) algebra, (4)
(4) n?iseven definition, (5)

Although the two-column proof above is valid, it is not written in a format that
mathematicians usually find acceptable. We prefer proofs that are written using
complete sentences, paragraphs, and correct grammar and punctuation. Here is a
better presentation for the previous proof.

Proof of Theorem 2.1. Let n be an even integer, then by definition n = 2k for
some integer k. Squaring both sides yields n> = 4k?> = 2(2k?). Since 2k? is an
integer, 2(2k?) is even as desired. O

We will present some proofs in each format for the remainder of this chapter.
You should become used to translating two-column proofs into paragraph format.
The proof of the following theorem is left as an exercise for the reader.

Theorem 2.2. The square of an odd integer is odd.
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2.2.2 Proving the Contrapositive

In Exercise 1.3 you showed that the contrapositive of an implication is logically
equivalent to the implication. Sometimes it is easier to prove the contrapositive of
the implication we are interested in. Consider the following example.

Theorem 2.3. If n is an integer and n? is even, then n is even.

We might try to begin this proof as we did the proof of Theorem 2.1. First
assume that 12 is even. By definition we know that n?> = 2k for some integer k.
Now what? In the previous example we were able to square 2k and see that the
result was even, but taking the square root doesn’t tell us anything useful. Instead
we prove the contrapositive of the theorem: If 1 is an integer that is not even, then

n? is not even. We use the fact that every integer is either even or odd, but never
both.
Proof. (1) nisan odd integer hypothesis
(2) if n is odd, n? odd Theorem 2.2
(3) n?isodd modus ponens, (1) and (2)
(4) ifnis even, n? is even Theorem 2.1
(5) nisodd modus tolens, (3) and (4)

The next theorem can be proved in a similar fashion and is left as an exercise.

Theorem 2.4. If 11 is an integer and n? is odd, then n is odd.

2.2.3 Proof by Contradiction

A proof by contradiction, or reductio ad absurdum begins by assuming that
the result we are trying to prove is false, then deriving a contradiction from that
assumption. It is easy to confuse this with a direct proof of the contrapositive,
which makes different beginning assumptions. To prove the implication P = Q
by proving the contrapositive, you assume —(Q and use that to prove —P. A proof
by contradiction assumes P A —(Q and derives a contradiction R A —~R. Here is a
classic example of a proof by contradiction.

Theorem 2.5. There is no rational number x such that x* = 2.
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Proof. Suppose to the contrary that there is a rational number x with x> = 2. Since
x is rational, we may express x as a fraction p/q in lowest terms, in other words
p and g are integers and no integer evenly divides both of them. Since x = p/g
and x? = 2, we have p?/g% = 2, or:

p? = 24> (2.1)

Since ¢ is an integer, p> = 2g° is even. So p is an integer and p? is even, so
Theorem 2.3 implies that p is even. This allows us to write p = 2k for some
integer k. We plug this into equation 2.1 to see that 4k? = 242, so g> = 2k?. Now
g is an integer and g2 is even, so another application of Theorem 2.3 implies that
g is even. We now know that both p and g are even, so 2 divides both of them.
This contradicts our choice of p and g, so our assumption that x is rational must
be incorrect. [

2.2.4 Proof by Cases

To prove the implication P = Q by cases, we make use of the following argu-
ment.:

P= (RVYS)
R=0Q
5=0
S P=Q
You will be asked to show that this argument is valid in Exercise 2.2.

Here is a very simple example of a proof by cases. We make use of some of
the order properties of the real numbers. In particular, we know that multiplying
both sides of an inequality by a positive number preserves the inequality, and mul-
tiplying both sides of an inequality by a negative number reverses the inequality.

Theorem 2.6. If x is a real number, then x> > 0.
Proof. If x is a real number, then either x > 0 or x < 0.

Case 1. If x > 0, then we may multiply both sides of this inequality by O to
see that x2 > x-0 = 0.

Case 2. If x < 0, then muliplying both sides of the inequality by x reverses the
inequality, yielding x> > x -0 = 0. Since x> > 0 we have x> > 0.
(Why?)

In either case we have x2 > 0, so the result is true. O]
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2.3 Proving Quantified Statements

2.3.1 Universally Quantified Statements

On the simplest level, a universally quantified statement has the form Vx P(x).
To prove such a proposition, we assume that x is in the required domain and show
that P(x) must be true. It is frequently helpful to think of such a statement as
an implication where the hypothesis is that x is in the required domain, and the
conclusion is P(x). In fact, we have alreadu seen such an example when we proved
Theorem 2.6. We could restate this theorem as follows:

Alternate Theorem 2.6. For every real number x, x2 > 0.

Since universally quantified statements can be thought of as implications, we can
use the same proof techniques.

2.3.2 Existentially Quantified Statements

Existentially quantified statements are significantly different than implications and
universally quantified statements. To prove the statement 3x, P(x) we must show
that there is at least one x in the domain that satisfies P(x). One way to do this is
simply to find a single particular example. The following theorem can be proved
in this way.

Theorem 2.7. There is a positive integer N such that N, N +1, N +2, N + 3,
and N + 4 are all composite (not prime).

Proof- Let N = 6! + 2, then N is divisible by 2, N +1 = 6! 4 3 is divisible
by 3, N +2 = 6! + 4 is divisible by 4, N + 3 = 6! 4 5 is divisible by 5, and
N +4 = 6! + 6 is divisible by 6. ]

We note one thing about the last proof. We could just as easily have used the
much smaller number N = 24 since 24, 25, 26, 27, and 28 are all composite. Can
you see any advantage to using the number we used?

There are some instances where it is easier to show that some x satifies P(x)
without actually finding a particular x that works. Here is an elementary example
that works by demonstrating that one of two possible choices must work, without
determining which it is. We assume familiarity with the rules for exponents, as
well as the existence of an irrational number x such that x? = 2.

Theorem 2.8. There exist irrational numbers a and b so that a® is rational.
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Proof. First note that \/§ 1s irrational, but
V2
(fz*@> _ R 52,

is rational. Now it is certainly true that \/if is either rational or irrational. If
2. .
\/E\f is rational, then we set a = \/E and b = \/§ to find the example we need.

2. .. 2
If \/Ef 1s irrational, then we set a = \/Ef and b = \/i to find the example we
need. Either way, there are irrational numbers a and b such that a? is rational. [

2.3.3 Counterexamples.

Consider the following proposition:
Conjecture. Every integer is even.

It probably seems clear to you that this statement is false, but how could you
prove that? To prove that a proposition is false we must show that it’s negation is
true, so we first find the negation of the original statement:

Some integer is not even.

We have transformed our original problem (proving that a statement is false)
into something more familar (proving that a statement is true): How do we prove
the second statement is true? As noted above, one way to prove an existentially
quantified statement is simply to find the object it says exists. In this case, we
must find an integer that is not even. Of course, we know many such integers.
Any odd integer will do. So our proof that the original statement is false consists
of finding an example that makes it false: the integer x = 1 is not even. Note that
you shouldn’t just say that there are such examples, you should give a particular
one that your reader can check. An example showing that a universally quantified
statement is false is called a counterexample to that statement.

2.4 Mathematical Induction

There is another type of proof that is frequently used to prove statements about the
natural numbers, i.e. the numbers 1,2,3, .. ..
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The Principle of Mathematical Induction. Let P(7) be a statement about the
natural number 7.

(i) If P(1) is true, and
(ii) if P(k) = P(k + 1) for every natural number k,

then P(n) is true for every natural number 7.

All proofs by induction use the following basic outline. To prove P(#n) for all
natural numbers 7,

(i) Base Case: Show that P(1) is true.

(ii) Inductive Step: Prove the implication P(k) = P(k+1) forall k € IN.
Note: in proving that P(k) = P(k+ 1), the assumption that P(k) is true
is often referred to as the inductive hypothesis.

(iii) It is considered good form to clearly state that the statement P(n) is now
true for all natural numbers 7 by induction.

You might think of a proof by induction as similar to knocking over a row of
dominoes. If you know that knocking over any domino will cause the next one
to fall, then knocking over the first domino will cause all of the dominoes to fall.
Keep in mind that you must complete all of the steps above in an inductive proof.
Here are a couple of examples.

n
Theorem 2.9. For each natural number n, Y_ i = n(n2+1).

i=1

Proof. If n =1, then

so the formula holds for n = 1.

Now suppose that the formula holds for some k € IN. In other words, we are

assuming that X i = k(k; U We want to show that the formula must hold for




30 CHAPTER 2. LOGICAL ARGUMENTS

n = k + 1. Using our assumption, we compute:

k+1 k
Y i= (21‘) + (k+1)
i=1 i=1

k(k+1)

+ (k+1)

k(k+1)  2(k+1)
2 + 2
(k+1)(k+2)
2

Hence the formula holds for n = k 4 1. By induction, the formula must hold for
alln € IN. O
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Chapter 2 Exercises

2.1. Show that the following argument is valid:
P
-Q
P= (QVR)
.. R
2.2. Show that the following argument is valid:

P= (RVS)
R=Q

S=0
. P=Q

2.3. Show that the following argument is valid:
Vx (P(x) = Q(x))

Jx (Q(x) = R(x))
oo Jdx (P(x) = R(x))

2.4. Which of the following is the best interpretation of the statement: Every blue
meanie is fuzzy?

(1) There are blue meanies and at least one of them is fuzzy.
(i1) There are blue meanies and at least two of them are fuzzy.
(ii1) There are blue meanies and all of them are fuzzy.

(iv) There may not be any blue meanies, but if there are at least one of them is
fuzzy.

(v) There may not be any blue meanies, but if there are at least two of them are
fuzzy.

(vi) There may not be any blue meanies, but if there are all of them are fuzzy.

2.5. Which of the following is the best interpretation of the statement: Some blue
meanies are fuzzy?
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(1) There are blue meanies and at least one of them is fuzzy.
(i1) There are blue meanies and at least two of them are fuzzy.
(ii1) There are blue meanies and all of them are fuzzy.

(iv) There may not be any blue meanies, but if there are at least one of them 1s
fuzzy.

(v) There may not be any blue meanies, but if there are at least two of them are
fuzzy.

(vi) There may not be any blue meanies, but if there are all of them are fuzzy.
2.6. Using the proof of Theorem 2.1 as an example, prove Theorem 2.2.
2.7. Rewrite the proof of Theorem 2.3 in paragraph format.
2.8. Using the proof of Theorem 2.3 as an example, prove Theorem 2.4.
2.9. Prove the following:
(1) Some prime number is even.
(i1) There is an integer whose square is not positive.
(ii1) There is a city A in North Dakota that is further south than Paris, France.
(iv) There are positive integers a and b such that ab < a + b.
(v) There are irrational numbers a and b such that the sum a + b is rational.
2.10. Show that the following are false:
(1) Every student in this class has green hair.
(ii) For every real number x, x> — 1 > 0.
(ii1)) Every prime number is less than 1000.
(iv) For all irrational numbers a and b, the product ab is irrational.

(v) For all prime numbers 7 and m1, the sum n + m is composite.
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2.11. To show that the statement Vx P(x) is false, it suffices to show that there is
an ¢ in the domain of x such that —=P(c); the value c is called a counterexample.
Assume that we believe the statement Jx P(x) is false. Can we prove this by
finding a c in the domain of x such that =P (c)? Justify your answer.

no

2.12. Use induction to prove that } 2/ = (2"+1 — 1) for every natural number
i=0

n.

4 1)(2n+1
2.13. Prove that 3 2 = "1 D@1

A for every natural number 7.
i=1

2.14. Use induction to prove that 2n < 2" for every natural number 7.

2.15. It is sometimes true that statements about the natural numbers are not true
for small numbers, but are true for all natural numbers that are large enough. We
can modify the Principle of Mathematical Induction so that it is applicable in these
situations as follows:

Let P(n) be a statement about the natural number 7.

(i) If P(a) is true, and
(ii) if P(k) = P(k+1) forallk > a,

then P(n) is true for all natural numbers n > a.

Use this version of induction to prove that 3" < n! for every integer n > 7.
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Chapter

Set Theory

Later mathematicians will regard set theory as a disease from which
we have recovered.
Henri Poincaré

...No one shall be able to drive us from the paradise that Cantor cre-

ated for us.
David Hilbert

Introduction

After the work of Newton and Leibniz in the early 18th century, there was rapid
progress in analysis and the theory of functions. In the 19th century, mathemati-
cians began to find examples that challenged their intuitive understanding of func-
tions, continuity, and infinite series. The work of Cantor, Dedekind, Weierstrass,
and others in the last half of the 19th century eventually allowed all of mathematics
to be based on a common foundation. Based on the ideas and insights of Georg
Cantor, the new theory of sets was not immediately accepted by all mathemati-
cians of the day. The most serious problem was that Cantor treated infinite sets as
objects and defined operations on those objects. Gauss, Poincaré, and Kronecker
were among the mathematical greats who attacked set theory, sometimes in a par-
ticularly vicious and personal way. Other mathematicians, notably Weierstrass and
Dedekind, were early supporters of Cantor’s work. Cantor was unable to obtain a
position at any of Germany’s prestigious research universities and spent his entire
44 year academic career in a relatively minor position. Distraught over continuing

35
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resistance to his work, Cantor had a breakdown and spent the last years of his life
in a mental institution.

3.1 Whatis a Set?

3.1.1 Naive set theory

Early work with sets assumed only that any collection that could be clearly speci-
fied (there is a rule for determining whether or not something is in the collection)
could be considered a set, and that two sets were the same if they contained the
same elements. These properties are sufficient to allow most mathematicians to
study the groups or fields or topological spaces they are interested in. The finer
points of what actually is, or is not, a set just don’t come up most of the time.
A mathematician should be aware, however, that there are in fact some restric-
tions. Perhaps the most important is that sets are not allowed to be elements of
themselves.

3.1.2 Russell’s Paradox

In 1902, philosopher and mathematician Bertrand Russell published his famous
paradox. Closely related to the Liar’s Paradox, Russell’s Paradox exploits a form
of self-reference. More specifically, the paradox works only if we allow the pos-
sibility that a set might be an element of itself. To avoid this kind of problem, we
will not allow any set to be an element of itself. We will talk more about Rus-
sell’s version of this paradox later, but for now let’s deal with a popularization that
doesn’t depend so much on the language of sets.

Example 3.1. The Barber’s Paradox. 4 certain small town has only one barber.

He shaves only those men in town who do not shave themselves. Who shaves the
barber?

3.2 Elements and Subsets

3.2.1 Elements

We will think of a set as a collection of objects, called it’s elements. These objects
might be points, numbers, people, kitchen appliances, other sets, or any other ob-
jects we are interested in talking about. For a set to be well-defined, we must have
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a way to determine whether or not a given object is in the set. We consider two
sets to be equal if they contain exactly the same elements. Note that an object is
either an element of a set or not, the elements of a set do not occur in a particular
order and the same object cannot be an element of the set more than once.

One way to indicate a set is to simply list all of the elements between set braces
{ and }. The set of positive integers less than 3 is {1,2}. We will find it useful to
have a special notation for the set which has no elements. To this end, let @ = {}.

Example 3.2. Let A = {1,2,4,8}, B = {8,2,1,4}, C = {1,2,1,4,8}, and
D = {1,2,3,4,8}. Of these sets, A = B = C because they each contain the
same elements. It doesn't matter that we listed the elements in a different order
when we defined A than when we defined B, or that we listed 1 as an element of C
more than once. The set D is different from the others since it contains the element
3 and the other sets do not.

Example 3.3. Ler X = {1,2,{2}}. Note that this set contains some elements
that are numbers and some elements that are sets of numbers. We consider those
different objects. For example 1 is an element of X, but {1} is not an element of
X. On the other hand, both 2 and {2} are elements of X.

We indicate that the object x is an element of the set A by writing x € A. We
write x ¢ A if x is not an element of A. Listing all of the elements of a set works
well when the set contains only a few elements, but what about sets with many
elements? In this case, we use set builder notation to denote the set. An important
part of this notation is the use of the vertical bar | (some texts use a colon in place
of the vertical bar), read “such that.” So the set A = {x | x> —2 = 0} is read
“the set of all elements x such that x> —2 = 0.” An object will be an element of
this set if and only if it satisfies the equation x> — 2 = 0.

There are also a few sets that are useful enough to deserve their ownspecial
notation. In particular, IN denotes the set of natural numbers, Z the set of integers,
Q the set of rational numbers, IR the set of real numbers, and C the set of complex
numbers.

3.2.2 Subsets

Definition. Given two sets A and B we say that A is a subset of B, or that A is
contained in B, if every element of A is also an element of B. In this case we write
A C B (sometimes A C B).



38 CHAPTER 3. SET THEORY

Since every natural number is also an integer and every integer is a real number,
NCZandZ C R.

Example 3.4. Define the sets A = {1,2,3}, B = {1,2,{3},4}, and C =
{1, 2,3,{4} } Then A is a subet of C because each element of A is also an ele-
ment of C. Note that A is not a subset of B because 3 is an element of A, but not
an element of B - remember that 3 and {3} are different objects.

Given any set A, it is certainly true that every element of A is an element of
A. In other words, every set is a subset of itself. Note also that the empty set is a

subset of every set A since there are no elements of the empty set which are not in
A.

Definition. A subset B of A is said to be a proper subset of A if B # @ and
B # A.

Theorem 3.1. [f A C Band B C C, then A C C.

Proof. Suppose that a € A. Since A C B it follows that a € B. Now B C C, so
we may say that a € C as desired. ]

The preceding proof is a simple example of a direct proof. Let’s pause for a
moment and analyze this proof. The statement we want to prove is a universally
quantified statement about elements of A: every element of A is also an element
of C. We begin by considering an arbitrary element of A, which we have named a.
The goal is to use our hypotheses (A C B and B C C) to arrive at the conclusion
that 2 € C. First we note that every element of A is also an element of B since
A C B. This allows us to state that 2 € B. Once we have a € B we may use the
second hypothesis to see that 2 € C since B C C. So starting with any element at
all of the set A we have shown that it must also be an element of C, which is the
definition of A C C. We conclude that A C C as desired.

Note that the preceding proof is a syllogism: All elements of A are elements
of B. All elements of B are elements of C. Hence all elements of A are elements
of C. This is certainly not true of all direct proofs, but is true on occasion.

3.2.3 Universal sets

In many instances, all of the sets we may be interested in are subsets of some
particular set U. In this case we say that U is a universal set, or that U is the
universe. For example, all of the functions we study in single variable calculus
have domains and ranges that are subsets of the universal set R.
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3.2.4 [Equality of sets

We say that two sets are equal if they contain exactly the same elements. In other
words, A = B means that every element of A is an element of B and every element
of B is an element of A. In other words, we have the following:

Theorem 3.2. Given any two sets A and B, A = B if and only if A C B and
B C A

This theorem will become one of our most valuable tools for showing that two sets
are equal.

3.3 Operations on Sets

3.3.1 Union and intersection

Definition. The union of two sets A and B is the set:
AUB={x|(x€ A)V (x € B)}

Definition. The intersection of A and B is the set:
ANB={x|(x€ A)A(x € B)}

Before proceding we note that PV Q is equivalent to Q V P, so it follows immedi-
ately from our definition that AU B = BU A. Similarly we have ANB = BN A
since P A Q is equivalent to Q A P.

Example 3.5. Define A = {1,2,3,4,5} and B = {2,4,6,8,10}. Then
AUB = {1,2,3,4,5,6,8,10} and AN B = {2,4}.

The following theorem summarizes several useful algebraic properties of unions
and intersections.

Theorem 3.3. Let A, B, and C be any sets in the universal set U. Then:
(i) (Commutative Laws)

(@ AUB=BUA
) ANB=BNA
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(ii) (Associative Laws)

(@ AU(BUC)=(AUB)UC
() AN(BNC)=(ANB)NC

(iii) (Distributive Laws)

(@) AUBNC)=(AUB)N(AUC)
(b)) AN(BUC)=(ANB)U(ANC)

(iv) (Idempotence)

(@ AUA = A
b) ANA=A

(v) (ldentities)

(@ AUQ = A
b)) AnNU = A

Proofs. We prove some of these properties here and leave the remainder for the
exercises.

Commutative Laws. The Commutative Laws follow immediately from our defin-
tions as noted in the text.

Associative Laws. We prove the Associative Law for unions here. Rather than
applying Theorem 3.2, we show that (x € AU (BUC) is equivalent to x €
(A U B) U C using the associativity of disjunction at ()

x€ AU(BUC) < ( )V (xe BUC)

< ( )V ((x€B)V(xeC))

S ((xeA)V(xeB))V(xel) (%)
< (x€e AUB)V (x€Q)

< xe(AUB)UC

xe A
xe A)V
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Distributive Laws. We show that union distributes over intersection using the
fact that disjunction distributes over conjunction at (sx).

x€ AU(BNC)< (x€ A)V(xe BNCQC)

S (xeA)V((xeB)A(xeQ))

& ((xeA)V(xeB))A((xe A)V(xeC)) (%%)
< (xe AUB)A(x € AUC)

o xe(AUB)N(AUC)

Idempotence. We prove that AN A = A. This time we make use of Theorem
3.2. Assume first that x € A N A, then by definition x € A and x € A. From
this we may deduce that x € A. Since this is true for every x € A N A, we have
shown that AN A C A. Now assume that y € A, then we have y € A and
y € A. It follows thaty € AN A foreveryy € A,so A C ANA. We now
apply Theorem 3.2 to see that AN A = A.

Identities. We prove here that A U@ = A. Assume first that x € A U@, then
x € Aorx € @. By definition we know that x ¢ @, so it follows that x € A.!
We have shown that A U@ C A. Now suppose that y € A, then we may deduce
thaty € A ory € @. By definition it follows that y € A U@ and we have shown
that A C AU®. We may now apply Theorem 3.2 to see that AUQD = A as
desired. [

3.3.2 Complements

Definition. The relative complement of B in A (also called the set difference) is
the set:
A\B={a|a€ Aanda ¢ B}

In a given universe U, we may also define the complement of a set A to be the set:
=U\A
Theorem 3.4 (DeMorgan). Let A, B, and C be sets. Then:
(i) A\(BUC)=(A\B)N(A\C), and

I'Which rule of inference allows us to deduce that x € A?
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(i) A\ (BNC)=(A\B)U(A\C).

Proof of Theorem 3.4(i). Rather than using Theorem 3.2 we use Theorem 1.2 to

show that an element is in A \ (BUC) if and only if it is in (A \ B) U (A \ C).
xe A\ (BUC)< (xe A)A(x ¢ BUC)

(xEA)/\ﬂ(xEB\/xGC)

& (xe A)A(—(x € B)A—(x € C))

(xce A)N(x ¢ B)A(x & C)

(xeA)N(x¢B)A((xe A)A(x ¢ Q)

< (xe A\B)A(xe A\C)

& x e (A\B)N(A\C)

T3

1}@

3.3.3 Cartesian products

Definition. The (Cartesian) product of two sets A and B is the set:
AxB={(a,b)|ac Aandb € B},
where (a,b) denotes an ordered pair, not an interval.

Note that A X B is simply the set of all ordered pairs with first coordinates in
A and second coordinates in B. For example, the Cartesian plane used in Calculus
is the set R x IR.

Theorem 3.5. For any sets A, B, and C:
(i) (AUB)xC=(AxC)U(BxC)
(i) (ANB)xC=(AxC)Nn(BxC)
(i) (A\B)xC=(AxC)\(BxC)

Proof of Theorem 3.5(i). First suppose that (x,y) € (AU B) x C. By definition
we have x € AUBandy € C. Since x € AU B, eitherx € Aorx € B.
If x € A, then we havex € Aandy € C,s0 (x,y) € AxC. Ifx € B,
then we have x € Bandy € C, so (x,y) € B x C. We can now say that
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(x,y) € AxCor(x,y) € BxC,so0 (x,y) € (AxC)U(Bx C). Hence
(AUB)xCC (AxC)U(BxC).

To see that the converse is true, suppose that (x,y) € (A x C) U (B x C).
Either (x,y) € Ax Cor (x,y) € BxC. If (x,y) € AxC,thenx € A C
(AUB)andy € C,s0 (x,y) € (AUB) xC. If (x,y) € Bx C,thenx € B C
(AUB)andy € C,s0 (x,y) € (AUB) x C. Hence (Ax C)U(BxC) C
(AUB) x C. Therefore, (AUB) x C = (A x C) U (B x C) as desired. O

Since A X B is a set of ordered pairs, A X B # B x A. You should make sure
that you look at an example to understand why this is true. This requires us to state
another theorem that seems very similar to the last one. The proof of the following
theorem involves making obvious changes to the previous proof and checking that
all of the details still work.

Theorem 3.6. For any sets A, B, and C:
(i) Ax (BUC)=(AxB)U(AXxC)
(i) Ax(BNC)=(AxB)N(AxC)
(iii) Ax (B\C)=(AxB)\(AxC)

It may be tempting to assume that we could combine these two theorems some-
how and obtain statements like (A x B) \ (C x D) = (A\ C) x (B\ D). This
statement is generally false, however, as shown by the following.

Example 3.6. Let A = {1,2,3}, B={5,6}, C = {1,2}, and D = {6}. Then:
(A xB)\ (CxD)={(1,5),(25),(35),(3,6)}

but

(ANC) x (B\D) ={(3,5)}

3.4 Collections of Sets

Some of the structures used in pure mathematics require the use of sets whose
elements are other sets. It is customary, though not necessary, to refer to these
kinds of sets as collections of sets. When working with sets and collections of
sets, it can be particularly confusing to keep track of which set is an element of
which other set, as opposed to being a subset.
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3.4.1 The power set of a set
Definition. Let A be any set. The power set of Aistheset P(A) = {B | B C A}.

In words, the power set of A is the set whose elements are the subsets of A.
Note that for any set A we have @ € P(A)and A € P(A), so P(A) is nonempty
for every set A. The power set of A is frequently denoted 24.

Theorem 3.7. For any sets A and B, A C B if and only if P(A) C P(B).

Proof. First assume that A C B and let X € P(A). By definition X C A,
so Theorem 3.1 implies that X C B. Hence X € P(B) and P(A) C P(B).
Conversely, if we assume that P(A) C P(B), then A € P(A) C P(B) and
A C B by definition. O

Theorem 3.8. For any sets A and B, P(ANB) = P(A) NP(B).

Proof. First note that AN B C A by Exercise 3.9, so Theorem 3.7 implies that
P(ANB) C P(A). The same reasoning shows that P(A N B) C P(B), so we
have P(ANB) C P(A) N'P(B) by Exercise 3.10.

Now suppose that X € P(A) NP(B), then X € P(A) and X € P(B). By
definition X C A and X C B, so X C AN B by Exercise 3.10. It follows that
P(ANB) D P(A)NP(B),so P(ANB) = P(A) NP(B) as desired. O
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Chapter 3 Exercises

3.1. Explain why there is no consistent answer to the question in Example 3.1.

3.2. Here are some common infinite sets:
P = {n | nis prime} is the set of all prime numbers.
E = {n | n = 2k for some k € Z} is the set of all even integers.
How would you write the set of all odd integers in set builder notation? What
about the set of all integer powers of 2?

33. Let A = {1,2, {1,2},11, 3},4}. Determine whether each of the following
is en element of A, a subset of A, both an element of A and a subset of A, or
neither an element of A nor a subset of A.

(i) 1

(i) 3
(iii) {1}
(iv) {1,2}
(v) {1,3}
(vi) {1,4}

3.4. Let A and B be sets and suppose you know that A is not a subset of B. Which
of the following is necessarily true? Choose all correct responses.

(i) Ifx € A, then x ¢ B.

(i) Ifx € B, thenx € A.
(iii) There is an element x € A so that x ¢ B.
(iv) There is an element x € B so that x ¢ A.

3.5. Let A and B be sets and suppose that x ¢ A U B. Which of the following is
necessarily true? Choose all correct responses.

i) x¢ Aorx ¢ B
(i) x¢ Aand x ¢ B
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(ii) x e Aorx € B
(iv) x € Aandx € B

3.6. Let A and B be sets and suppose that x ¢ A N B. Which of the following is
necessarily true? Choose all correct responses.

i) x¢Aorx ¢ B
(i) x ¢ Aand x ¢ B
(iii) x € Aorx € B
(iv) xc Aandx € B

3.7. Define the following sets: A = {1,3,9,27}, B = {1,2,4,8}, P = {n |
n is a prime integer}, and E = {n | n = 2k for some k € IN}. Find each of the
following:

(i) AUB
(i) ANB
(iii)) PNE
3.8. Prove the following parts of Theorem 3.3.
(1) Theorem 3.3 ii (b)
(i1) Theorem 3.3 iii (b)
(ii1)) Theorem 3.3 iv (a)
(iv) Theorem 3.3 v (b)
3.9. For any sets A and B, prove that:
(i) ACAUB
(i) ANBCA
(i) AN =0

3.10. Let A, B, and C be sets. Prove that A C BN C if and only if A C B and
A CC.
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3.11. Let A, B, and C be sets. Prove thatif A C BUC and AN B = &, then
A CC.

3.12. Prove part (ii) of Theorem 3.4.
3.13. Let A and B be sets in a universal set U. Prove the following:
(i) AA\B=AnNH
(i) A\B= Aifandonlyif ANB = Q.
(iii) A\ B=Qifandonlyif A C B.
3.14. Prove the following:
(1) Theorem 3.5(i1)
(i1) Theorem 3.5(iii)

3.15. Determine whether or not each of the following is true. If so, provide a
proof. If not, provide a counterexample.

(i) (AUB) x (CUD) = (Ax C)U (B x D)
(i) (ANB)x(CND)=(AxC)N(BxD)
3.16. Let A and B be sets.
(i) Show that P(A) UP(B) C P(AUB).
(i) Show that (A U B) is not generally a subset of P(A) U P(B).
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Chapter

Relations

The power of mathematics is often to change one thing into another,
to change geometry into language.
Marcus du Sautoy

Mathematics is the art of giving the same name to different things.
Henri Poincar e

Introduction

The first mathematical relation most students become aware of is the standard or-
der on the natural numbers, which is later extended to the integers and finally the
reals. A relation is a much more general concept, and by now you have proba-
bly worked with several others, perhaps without thinking about them as relations.
In this chapter we define what we mean by a relation between sets, then define
an equivalence relation on a set and use that idea to develop the set of rational
numbers.

4.1 Relations

Definition. Given two sets A and B, a relation from A to B is a subset of A X
B. The relations we will be most interested in are usually from a set A to itself,
in which case we say that the relation is a relation on A. If S is a relation, we
frequently use the notation xSy to indicate that the ordered pair (x,y) is in S.

49
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Let’s look at some examples of relations.

Example 4.1. The usual ordering < on R is a relation on R. We don t usually
think of this relation as a set of ordered pairs, but we could. Define a subset L of
R xR by L ={(a,b) | b — ais positive}. In other words, an ordered pair (a,b)
is in the relation if a < b.

Example 4.2. The set of points on a circle is another example of a relation on R.
For example, we could let C = {(x,y) | x* +y*> = 1}.

Example 4.3. A relation need not be something you 've encountered before or that
you necessarily have a use for. Let A denote the set of people in this room, and
B the set of possible hair colors. One might define a relation H from A to B by:
H = {(x,y) | y is x5 hair color}.

Definition. Let A be a nonempty set and let ~ be a relation on A. We say that ~
is:

(1) reflexive if a ~ a for every a € A;

(i) symmetric if a ~ b implies b ~ a for every a,b € A;
(iii) antisymmetric ifa ~ b and b ~ a imply a = b for every a,b € A.
(iv) transitive ifa ~ band b ~ ¢ imply a ~ ¢ for every a,b,c € A.

Note that symmetry and antisymmetry are not logical opposites, though the names
may lead you to believe otherwise. It is possible for a relation to satisfy both of
these properties, or to satisfy neither of them.

Example 4.4. Let < denote the relation “less than” on R. Determine which of
the properties listed above are satisfied by <.

< is not reflexive since 1 £ 1
» < is not symmetric since 1 <7 and7 £ 1

< is antisymmetric because the hypotheses a < b and b < a are never both
satisfied

» < is transitive since a < b and b < c implies that a < c
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4.2 Equivalence Relations

Consider the following question: Are 7t /4 and 257t /4 measurements of the same
angle? It’s certainly true that when we place these angles in standard position
they have the same terminal side, which means that we can treat them as the same
much of the time. On the other hand, if we think of the angle as a rotation, these
two angles are certainly different. If you’re playing pin the tail on the donkey,
being spun through an angle of 257t /4 is going to make you dizzier than being
spun through an angle of 7t/4. Intuitively, the terminal side of the angle in this
setting tells us what direction we end up pointing in. The angle tells us how far
we rotated to end up pointing in that direction. When we are only concerned with
the terminal side of an angle, how do we tell when two numbers are measures for
equivalent angles? You probably learned in a trigonometry or precalculus class
that two measurements represent equivalent angles when they differ by an integer
multiple of 27t. In other words, two angles « and B are said to be equivalent when
there is an integer n such that « — B = 27tn. In the following example we consider
this relation between real numbers.

Example 4.5. For x,y € R we define x ~ y if there is an integer n such that
x — Yy = 27tn. Show that ~ is reflexive, symmetric, and transitive.

« Forany x € Rwe have x —x = 0 = 27(0). Since 0 € Z, x ~ x and ~
is relexive.

* Suppose that x ~ V, then there is ann € Z so that x —y = 27tn. It follows
that y — x = 27t(—n). Since —n € Z we have y ~ x and ~ is symmetric.

» Let x,y,z € R; assume that x ~ y and y ~ z. By definition there are
integers n,m € Z such that x —y = 2nn and y — z = 27tm. It follows
that:

x—z=(x—y)—(y—z)=2nn+2mwm = 271(n+ m)
Now we have x ~ z, which shows that ~ is transitive.

Definition. A relation on a set A that is reflexive, symmetric, and transitive is said
to be an equivalence relation on A.
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4.2.1 Equivalence classes

Definition. Let A be a set and let ~ be an equivalence relation on A. For any
a€ Atheset [a] = {b € A|b~ a} is called the equivalence class of a.

Given a set A and an equivalence relation on A, the set of equivalence classes
form a partition of the set X. In other words, the collection of equivalence classes
is a collection of nonempty subsets of A with the proprties that every element of
A is in some equivalence class and no two distinct equivalence classes intersect
each other. We formalize this in the following theorem:

Theorem 4.1. Let A be a nonempty set and ~ an equivalence relation on A. For
eacha € A, let[a]) ={be€ A|a~ b}.

(i) Foreacha € A, a € [a].
(ii) If [a] # [b], then [a] N [b] = @.

Proof of (i). Since ~ isreflexive,a ~ aforeacha € A. By definition this implies
that a € [a] and (i) is satisfied. O

Proof of (ii). Suppose that [a] N [b] # @ and let ¢ € [a] N [b]. Then ¢ ~ a and
c~b.

Since ¢ ~ a and ~ is symmetric, it follows that 2 ~ ¢. Now we havea ~ ¢
and ¢ ~ b, so a ~ b by transitivity. Let x € [a], then x ~ a by definition. From
transitivity it follows that x ~ b, so x € [b]. Hence [a] C [b].

Since a ~ b, it must also be true that b ~ a by symmetry. Let y € [b], then
y ~ b by definition. From transitivity it follows that y ~ a, so y € [a]. Hence
[b] C [a].

Since [a] C [b] and [b] C [a], [a] = [b] by Theorem 3.2. O

Example 4.6. Consider the equivalence relation =s5 of Exercise 4.2 there are five
equivalence classes associated with this equivalence relation:

0] ={...,~10,-5,0,5,10,...}
1] =1{...,-9,-4,1,6,11,...}
Rl={..,-8-32712,..}
Bl =1{..,-7-23813,...}
4] =1{...,—6,-1,4,9,14,...}

The equivalence classes are sets of integers that have the same remainder when
divided by 5.
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In the previous example, note that we had several ways to refer to each equiv-
alence class. For example [1] = [16], so we may as well have used [16] as a
name for this equivalence class. In this context the numbers 1 and 16 (or any other
member of the class) are called representatives of this equivalence class, and any
representative can be used to name the equivalence class.

4.3 The rational numbers

In this section we are going to show how to use the ideas in this chapter to construct
the set of rational numbers. We assume that the sets IN of natural numbers and Z of
integers are given and have their usual properties.! Note that in this text the number
0 is not an element of the set of natural numbers. We will use the characterization
of the rationals as the set of numbers that can be expressed as a fraction of integers,
so we begin by defining the set [F = Z x IN. Note that FF is the set of all ordered
pairs (a,b) where a € Z and b € IN. We want to think of IF as a set of fractions
of integers, so we denote an ordered pair (a,b) € F by a/b or 5

Note that a fraction is not quite the same thing as a rational number, for example
1/2 and 3/6 are different fractions that represent the same rational number. We
define an equivalence relation = on [ that clarifies when two fractions represent
the same rational as follows:

Definition. Given two fractions a/b and ¢/d in [F, we say that a/b = c/d if
ad = be.

Theorem 4.2. The relation = is an equivalence relation on FF.

Proof. To see that = is reflexive, note that for every a/b € F we have ab = ba,
soa/b=a/b.

Now suppose that a/b = c/d, then by definition ad = bc. Using the fact
that multiplication is commutative we see that cb = da, so ¢/d = a/b and = is
symmetric.

It remains to show that = is transitive, which is a little bit more work. Assume
thata/b = c/dandc/d = e/ f, then by definition we have ad = bcand cf = de.
We multiply equal expressions, then perform some algebra, making sure that we

'For an axiomatic development of the natural numbers and integers, see [D] or [H].
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do not try to divide by 0:
(ad)(cf) = (be)(de)
(af)(cd) = (be)(cd)
af = be
Now we have a/b = e/ f and = is transitive as desired. O

We now define the set of rationals to be the set of equivalence classes of frac-
tions. In this construction the two fractions 1/2 and 3/6 do indeed represent the
same rational number since they are representatives of the same equivalence class.
This construction might be a bit unsatisfying in the sense that it tells us nothing
about how we might add or multiply rational numbers. Even if we know how to
add fractions, how would we add two equivalence classes of fractions? One possi-
bility is that we might add two equivalence classes by adding their representatives,
so for example we might try:

o) -

There is a potential problem with this, though. There are infinitely many choices
of fractions representing each rational number. Are we sure that we arrive at the
same result for all of those possible choices? The next theorem says that we do.

Theorem 4.3. Suppose that a/b = x/y and c/d = w/z, where a/b, c/d, x/v,
and w/z are all in F, then:

ad +bc _, xz+yw
bd —  yz

Proof. By hypothesis we have ay = bx and cz = dw. We want to show that
(ad + be)(yz) = (bd)(xz + yw). Using our hypotheses we have:

(ad + be)(yz) = (ad)(yz) + (bc)(yz)
= (ay)(dz) + (cz)(by)
= (bx)(dz) + (dw)(by)
= (bd)(xz) + (bd) (yw)
= (bd)(xz + yw),

which completes the proof. [
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The proof of the following theorem is left for exercise 4.6.

Theorem 4.4. Suppose that a/b = x/y and c/d = w/z, where a/b, c/d, x/y,

andw/z are all in F, then:
ac ., xXw

bd — yz’
Theorems 4.3 and 4.4 allow us to make the following definitions, where we

may choose any representative from each equivalence class.

Definition. Let [2/b] and [c/d] be rational numbers, then we define addition and
multiplication by:

el =5 = ==
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Chapter 4 Exercises

4.1. Determine whether or not each of the following relations is reflexive, sym-
metric, antisymmetric, and/or transitive. Are any of these equivalence relations?

(1) The relation < on IR.

(i1) Equality on IR, i.e. the set of ordered pairs of real numbers whose first and
second coordinates are equal.

(iii) The relation | on IN, where a | b means that b = an for some n € IN.

(iv) The relation ~ on IN defined by a ~ b if there is an integer n > 1 that
evenly divides both a and b.

4.2. Define the relation =5 on Z by: a =5 b if there is an integer n so thatb —a =
5n. Show that =5 is an equivalence relation on Z. Note: this is a fairly common
equivalence relation. The phrase @ =5 b is usually read “a is equivalent to b
modulo 5.”

4.3. A relation on a set X is said to be a partial order on X if it is reflexive,
antisymmetric, and transitive. Let X = P(IR) and consider the inclusion relation
defined by A C B.

(1) Show that C is a partial order on X.
(i1) Is strict inclusion C a partial order on X?

4.4. Define arelation ~ onIR? = R x Rby (x,y) ~ (w,z) ifx*> + y* = w? + 22,
Show that ~ is an equivalence relation on R?.

4.5. Consider the equivalence relation defined in Exercise 4.4. For each point
(x,y) € R2, the equivalence class [(x,)] is a familiar geometric figure in R?.
What is it?

4.6. Prove Theorem 4.4.



Chapter

Functions

It is indeed a surprising and fortunate fact that nature can be expressed
by relatively low-order mathematical functions.
Rudolf Carnap

As far as the laws of mathematics refer to reality, they are not certain;
and as far as they are certain, they do not refer to reality.
Albert Einstein

5.1 Introduction

As anybody who has taken a calculus class knows, functions are important in math-
ematics. In this chapter we will define a function between two sets as a special type
of relation between those sets. This definition grew from attempts to resolve vari-
ous paradoxes that were discovered in the 19th century that challenged the intuitive
characterizations of functions that were accepted at the time.

5.2 Definition

You probably think of functions in several ways based on what you have seen in
previous courses. Functions can be rules for computing things, some people think
of them as machines (plug in one number and get out another), and of course we
all know that a graph is only the graph of a function if it passes the vertical line
test. Most of these ideas match the way that mathematicians thought of functions

57



58 CHAPTER 5. FUNCTIONS

(and the way they worked with them) at some time or another. It wasn’t until the
late 19th century that the concept of a function was defined in terms of sets. We
present such a definition here:

Definition. Let A and B be sets. A function f from A to B is a relation from A
to B with the additional property that for each a € A there is exactly one ordered
pair (a,b) in f having a as a first coordinate. In this case, the set A is called the
domain of f and the set B is called the codomain of f. If f is a function from A
to B, we denote this by writing f : A — B.

Do not confuse the codomain of a function with its range. The codomain of a
function is the set that second coordinates must come from. The range is the subset
of the codomain containing all of those second coordinates. Sometimes those sets
are the same, but sometimes they are not.

Note that our definition requires that every element of the domain be the first
coordinate of one, and only one, ordered pair in a function. It does not, however,
require that each element of the codomain be a second coordinate, or that it be the
second coordinate of only one ordered pair. Satisfying these requirements would
make our function surjective or injective, respectively. We discuss these kinds of
functions in Section 5.3.

Before going any further, let’s consider a couple of examples.

Example 5.1. Consider the sets A = {1,2,3,4} and B = {1,3,5,7}. Define the
following relations from A to B:

@ f=A{(13),(21),(35),(47)}
i) g ={(1,1),(3,3)}
(@) h={(1,1),(2,3),(3,5), (41)}
) j={(1,1),(23),(3,5),(47),(2,7)}
(v) Pat ={(1,1),(2,3),(3,5),(4,7),(1,1)}

The relation f is certainly a function. Each element of A is a first coordinate
of one and only one ordered pair.

The relation g is not a function because 2 and 4 are elements of A, but are not
first coordinates of ordered pairs.

The relation h is a function. The fact that 1 is a second coordinate of two
ordered pairs, or that 7 is not the second coordinate of any, do not violate our
definition.
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The relation j is not a function because 2 is the first coordinate of two distinct
ordered pairs.

Finally, Pat is also a function. We make two comments here. First, the fact that
the ordered pair (1,1) is listed twice does not violate our definition of a function.
Each ordered pair is either in the relation or not, it cannot be two distinct elements
of the relation. Second, while we will usually use letters like f or g to denote
functions, and adhering to this convention makes life easier for us, there is no real
requirement that we do so. We can name a relation, and thus also a function, in
some other manner if there is a reason to do so.

The functions in the previous example are obviously constructed to fit the def-
inition, but may not strike you as the kinds of things you think of as functions.
What about the kinds of functions we are used to?

Example 5.2. Define the following relations from R to R.
) f=A{(xy) | x € Randy = x*}
(i) g = {(x,y) | x € Rand x = y*}

The relation f is a function (make sure you understand why). In fact, it is a function
that should be familiar to you. The second coordinates are squares of the first
coordinates, so this is the usual squaring function on R.

The relation g is not a function from R to R. Despite appearances, there are
elements of R which are not first coordinates: —1 is one such element, but any
negative number will do. This relation also violates our definition in another way.
Both (4,2) and (4, —2) satisfy the definition of g, so 4 is the first coordinate of
more than one ordered pair in §. In fact, every positive real number is the first
coordinate of two ordered pairs in g.

It probably seems unnatural to you to write the squaring function f : R — R as
we did in Example 5.2. Wouldn’t it be easier to write this function as f(x) = x2,
the same way we did in algebra or calculus classes? Once we know that f is a
function, we can use this notation.

Suppose that f : A — B is a function. If a € A and (a,b) € f, we say that b
is the value of the function f at a and denote this by writing b = f(a).

Now the notation f(x) = x? indicates that for each x € IR, x? is the value of
the function at x. Please be careful to distinguish between the name of the function

f and an arbitrary value of the function f(x).
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Example 5.3. Here are some examples of important types of functions. Assume
each of the sets is nonempty.

(i) Let A be any set. The identity functioni : A — A is defined by i(a) = a
for each a € A.

(ii) Let A and B be sets and let by € B. The function k : A — B defined by
k(a) = bg forall a € A is called a constant function.

(iii) Let A and B be any sets. The coordinate projections 714 : A X B — A and
7tg : A X B — B are defined by 1t4(a,b) = a and rtg(a,b) = b for each
(a,b) € AXB.

(iv) Let A be any subset of R. The characteristic function x4 : R — {0,1} of

A is defined by
)1 ifxeA
xa(x) = {O iFxd A

Note: try and sketch a graph of the characteristic function of Q.

5.2.1 Binary Operations

Standard addition and multiplication on IR are both examples of functions used to
compute a single real number from two given real numbers. This kind of function
is important enough to deserve it’s own name.

Definition. A binary operation on a set X is a function * : X x X — X. If x
is a binary operation on X, we usually use the notation x * y to denote the value

*(x,y).

Example 5.4. The standard addition and multiplication operations on IN, Z., or
R are all examples on binary operations. Note that they are all different binary
operations.

Example 5.5. Subtraction is a binary operation on the sets Z or R. Subtraction
on IN is not a binary operation on N since, for example, 7 — 12 is not defined on
IN.

Definition. We say that a binary operation * on a set X is:

» commutative if x xy =y *x x forall x,y € X.
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* associative if (x xy) xz = x* (yxz) forall x,y,z € X.

Addition and multiplication on Z (or on IN or R for that matter) are commu-
tative and associative, which you have probably known since your first algebra
class. Subtraction on Z is not commutative since, for example, 4 — 2 # 2 — 4.

Subtraction on Z also fails to be associative since, for example, (5 —1) — 3 =
147=5-(1-3).

Example 5.6. Define the operation x on Z by a * b = (ab)?. We claim that x is
commutative. To see this, let a and b be arbitrary integers. Then:

axb = (ab)?
— aZbZ
— b2612
= (ba)?
=bxa

We leave it as an exercise to determine whether or not * is associative.

5.3 Injective, Surjective, and Bijective Functions
Definition. A function f : X — Y is said to be:

* injective or one-to-one if for all x,y € X, if f(x) = f(y), then x = y.

* surjective or onto if for each y € Y, there is an x € X such that f(x) = .

* bijective or a one-to-one correspondence if f is both injective and surjective.

Example 5.7. Lets consider the functions we defined in Example 5.3.

(i) For any nonempty set A, the identity functioni : A — A is bijective. As-
sume first that a,b € Awithi(a) = i(b). Sincei(a) = aandi(b) =, this
implies that a = b and i is injective. To see that i is surjective, let ¢ be any
element of A. Then i(c) = c, so i is surjective.
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(ii)

(iii)

(iv)

5.4
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In general, constant functions are neither injective nor surjective. Assume
for the moment that A and B each have more than one element and let k -
A — B be the constant function k(a) = by. Choose two elements a1 # ay
in A, then k(ay) = by = k(ap) and k is not injective. If b # by and b € B,
then b # k(a) for any a € A and k is not surjective.

Next we consider the coordinate projection w4 : A X B — A. Once
again, we assume that A and B have more than one element each. The
function 1T 4 is surjective. To see this suppose that a € A and choose some
by € B, then 1ty4(a,by) = a. Choose a € A and by # by both in B.
Then (a,by) # (a,by) but T4(a,b1) = a = 1wa(a, by), so 14 is not injec-
tive. The coordinate projection 1tg : A X B — B is also surjective but not
injective. The proofs are similar:

Finally, consider the characteristic function x4 : R — {0,1} of some
subset A of R. Once again we assume that A has more than one element.
For any two elements a # b of A we have x 4(a) =1 = xa(b), so x4 is
not injective. If a € A andc € R\ A, then xa(a) = 1 and x4(c) = 0.
Since 0 and 1 are the only elements of the codomain, x 4 is surjective. Note
however that the proof that x 5 is surjective requires that we be able to find
points in A and points in R\ A. If A = R, then x 4 is not surjective because
R\A=0Q.

Compositions of Functions

Definition. Let f : X — Y and g : Y — Z be functions. The composition

gof :

X — Z is the function from X to Z defined by gof (x) = g(f(x)). In other

words to find gof(x), first find f(x), then plug the result into the function g. In
terms of ordered pairs, the composition is

gof ={(x,z) | (x,y) € fand (y,z) € ¢ forsomey € Y}.

Theorem 5.1. Let f : X — Y and g : Y — Z be functions.

)
(i)

If f and g are injective, then gof : X — Z is injective.

If f and g are surjective, then gof : X — Z is surjective.
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Proofof (i). Assume that f : X — Y and g : Y — Z are injective. Let x4
and x; be distinct elements of X. Since f is injective, f(x1) and f(x7) are distinct
elements of the set Y. Now since g is injective, g(f(x1)) and g(f(x2)) are distinct
elements of Z. Therefore gof is injective as desired. [

Proof of (ii). Assume that f : X — Y and ¢ : Y — Z are surjective. Let z be an
arbitrary element of Z. Since g is surjective, there must be some element y € Y
such that ¢(y) = z. Now since f is surjective there must be an element x € X
with f(x) = v, s0 g(f(x)) = g(y) = zand gof : X — Z is surjective as
desired. [

Combining the two parts of Theorem 5.1, we have the following:

Corollary 5.1.1. If f : X — Y and g : Y — Z are bijective functions, then
gof + X — Z is bijective.

It is natural to ask whether or not the converses of the statements in Theorem
5.1 are true. We consider the converse of 5.1 (i) in the following example and
theorem.

Example 5.8. Define f : N — R by f(n) = n?. Since no two natural numbers
(Which are all positive) have the same square, f is injective. Define g : R — R
by ¢(x) = x2. Since g(—2) = 4 = ¢(2), g is not injective. Now we consider
the composition gof : IN — R of these functions. For each n € IN we have
¢(f(n)) = g(n?) = (n?)? = n*. Let m,n € N with m* = n*, then

0=m*—n* = (m?+n®)(m—n)(m+n),

som = norm = —n. But m and n are both positive, so m % —n and it must be
true that m = n. Hence gof : N — R is injective.

This example shows that it is possible for gof to be injective when g is not.
The next result says that if gof is injective, then it does follow that f is injective.

Theorem5.2. Let f : X — Yandg : Y — Z be functions such that gof : X — Z
is injective. Then f : X — Y must be injective.

Proof. We prove that if f : X — Y is not injective, then gof : X — Z is not
injective, which is the contrapositive of the desired proposition. Suppose that f
is not injective, then there must be elements x; # x, in X with f(x1) = f(x2).
Since g is a function, it must be true that g(f(x1)) = g(f(x2)). Since x1 # x7

but gof (x1) = gof(x2), gof is not injective. O
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We leave the proof of the corresponding result for surjective functions as an
exercise.

Theorem5.3. Let f : X — Yandg : Y — Z be functions such that gof : X — Z
is surjective. Then § : Y — Z must be surjective.

5.4.1 Inverses of functions

Definition. If f : X — Y is a function, the inverse of f is the relation g from Y

to X given by:
§={wx) [ (xy) € f}

By this definition every function will have an inverse relation. Note however
that the inverse of a function is not generally a function, as we see in the following
example.

Example 5.9. Let f : R — R be the function defined by f(x) = x2, then the
inverse of f is the relation ¢ = {(x?,x) | x € R}. Note that g is not a function
since both (4,2) and (4, —2) are in g.

Definition. If f : X — Y is a function and the inverse of f is also a function, we
say that f is invertible and use f ! : Y — X to denote the inverse.

Question 5.1. When is a function f : X — Y invertible?

Thinking back to what you’ve seen in previous courses for a moment, you are
likely to have been taught that a function from R to R will have an inverse if it
passes the “horizontal line test.” Do you remember why? One way to think of this
is that the graph of the inverse is the reflection through the line y = x of the graph
of the function. Since we want the reflection (the graph of the inverse) to pass the
vertical line test, the graph of the original function should pass the horizontal line
test. There should be some relationship between this condition and the answer to
our question.

For the graph of a function to pass the horizontal line test, i.e. no horizontal
line intersects the graph more than once, means that no two points of the graph
have the same height. In other words, no two distinct points on the graph have
the same y-coordinate. Rephrasing, if (x1,y) and (xp,y) are both on the graph,
then x; = xp. But this is just our definition of what it means for a function to be
injective. Perhaps injective functions and invertible functions are the same thing?
We can show that every invertible function is injective.
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Theorem 5.4. If f : X — Y is an invertible function, then f is injective.

Proof. Suppose that f is not injective, then there are two elements x; # x of X
such that f(x1) = f(x2). Lety = f(x1). By definition both (v, x1) and (y, x7)
must be elements of the inverse of f. Since x1 # x», this implies that the inverse
of f is not a function. Therefore, f is not invertible. O

Unfortunately, this is not a complete answer to our question because the con-
verse of Theorem 5.4 is not true. We have found a condition that all invertible
functions must satisfy, but not all functions that satisfy this condition are invert-
ible. The following example illustrates the difficulty.

Example 5.10. Define f : IN — IN by f(n) = n+ 1. This function is injective
(ifm+1 = n+1, then m = n), but not invertible according to our definition.
The inverse relation § contains all ordered pairs of the form (n + 1,n) where
n € IN. For g to be a function from IN to IN, every element of IN must be the first
coordinate of exactly one ordered pair in §. The problem here is that 1 is in IN,
but1 #n—+1 foranyn € N, so 1 is not the first coordinate of any of the ordered
pairs in . Therefore g is not a function from IN to IN.

For a function f : X — Y to be invertible, every element of the codomain Y
must be a first coordinate of some ordered pair in the inverse. That in turn means
that every element of the codomain must be the second coordinate of some ordered
pair in f. This is exactly what it means to say that f is surjective. This leads us to
believe the following:

Theorem 5.5. If f : X — Y is invertible, then f is surjective.

Proof. Assume that f : X — Y is not surjective, then there is some elementy € Y
so that y # f(x) for any x € X. In other words, y is not the second coordinate of
an ordered pair in f. By definition then, y will not be the first coordinate of any
ordered pair in the inverse of f. Hence the inverse of f is not a function from Y
to X and f is not invertible. O

We are now ready to give a complete answer to our question in the form of the
following theorem.

Theorem 5.6. A function f : X — Y is invertible if and only if it is bijective.
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Proof. If f is invertible, then we may use Theorems 5.4 and 5.5 to establish the
fact that f is bijective.

To see that the converse is true, suppose that f : X — Y is a bijective function.
Letg = {(y,x) | (x,y) € f} be the inverse of f. We must show that g is a
function from Y to X, i.e. that every y € Y is the first coordinate of exactly one
ordered pair in g. Let y € Y. Since f is surjective, y = f(x) for some x € X.
By definition (x,y) € f implies that (y, x) € g, so y is the first coordinate of at
least one ordered pair in g. Now suppose that (y, x1) and (y, x3) are both in g.
By definition this means that f(x1) = y and f(x) = y. Since f is injective this
implies that x; = xp. It follows that y cannot be the first coordinate of more than
one ordered pair in g, so g is a function from Y to X and f is invertible. O
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Chapter 5 Exercises

5.1. Let A be a nonempty set. Explain why there are no functions from A to .

5.2. Is standard division a binary operation on IN? on IR? Justify your answer in
each case.

5.3. Is the dot product a binary operation on IR3? Recall that the dot product is
defined by (a,b,¢) - (d,e, f) = ad + be + cf.

5.4. Determine whether or not the operation * defined in Example 5.6 is an asso-
ciative operation on Z.

5.5. Determine whether or not each of the following binary operations on R is (a)
commutative, (b) associative.

(i) axb=|a—D|.
(i) axb = bzaﬁ
(iil) a*x b = max{a,b}.

5.6. Let f : X — Y be a function; let A and B be subsets of X. For Z C X
define f(Z) = {f(z) | z € Z}. Determine which of the following are true. If a
statement is true, prove it. If a statement is false, find a counterexample.

(i) f(AUB) C f(A)Uf(B)
(i) fF(AUB) D f(A)Uf(B)
(i) f(ANB) C f(A)Nf(B)
(iv) f(ANB) > f(A)Nf(B)

( )
(

(v) f(X\A) C Y\ f(A)
(vi) F(X\A) DY\ f(A)

5.7. For each of the false statements in the previous exercise, determine whether or
not they are true under the following conditions. Prove or give a counterexample
in each case.

(i) f: X — Y is an injective function.
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(if) f: X — Y is a surjective function.

5.8. Let A = {1,2,3}. For each of the following, either find a function satisfying
the indicated properties or prove that no such function exists.

(i) A bijective function f : A — A other than the identity function.
(ii) An injective function g : A — A that is not surjective.
(iii) A surjective function 1 : A — A that is not injective.
(iv) A function j: A — A that is neither injective nor surjective.

5.9. Let A = {1,2,3} and B = {4,5}. For each of the following, either find a
function satisfying the indicated properties or prove that no such function exists.

(i) A bijective function f : A — B.
(i1) An injective function ¢ : A — B that is not surjective.
(ii1) A surjective function & : A — B that is not injective.
(iv) A function j : A — B that is neither injective nor surjective.

5.10. For each of the following, either find a function satisfying the indicated
properties or prove that no such function exists.

(i) A bijective function f : IN — IN other than the identity.
(i1) An injective function ¢ : IN — IN that is not surjective.
(iii) A surjective function & : IN — IN that is not injective.
(iv) A function j : IN — IN that is neither injective nor surjective.

5.11. Let A be a nonempty set and ~ an equivalence relation on A; let A be the
set of all equivalence classes. Prove that there is an injective function f : A — A.

5.12. Find examples of sets X, Y, and Z and functions f : X — Yandg:Y — Z
so that gof : X — Z is surjective but f : X — Y is not surjective.

5.13. Prove Theorem 5.3.
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5.14. The standard integer addition operation + is a function from Z?> — Z.
Show that if a =5 b (see Exercise 4.2) and ¢ =5 d, thena + ¢ =5 b + d. This
shows that addition is well-defined with respect to this equivalence relation.

5.15. Let f : X — Y be an invertible function and let f =1 : Y — X denote the
inverse of f. Show that f~! is bijective and that f is the inverse of f~!.

5.16. Let f : X — Y be a function and suppose that the function g : ¥ — X is
the inverse of f. Show that the composition gof : X — X is the identity function,
i.e. that g(f(x)) = x for every x € X.
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Chapter

The Real Numbers

The essence of mathematics is not to make simple things complicated,
but to make complicated things simple.
Stan Gudder

Mathematics consists in proving the most obvious thing in the least
obvious way.
George Polya

Introduction

We now turn our attention to developing a mathematical description of the real
numbers. All of the results of calculus can be derived from these basic properties
of the real number system, which is usually done in a first course in real analysis.
Our basic assumptions about the real numbers are called axioms, and they are
divided into several groups. Many of these axioms will be familiar to you from
previous courses in algebra.

6.1 Field Axioms

Taken as a group, the field axioms tell us that the real numbers together with the
operations of addition and multiplication form what is known as a field. Very
informally, you might think of a field as something that satisfies the usual rules
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you encountered in high school algebra. Fields and related objects are studied in
more depth in a course in abstract algebra.

Field Axioms. The set of real numbers R is a collection of objects together with
the two binary operations addition and multiplication that satisfy the following
properties:

(i) Commutative Laws: For every a,b € R,a+b = b+ a and ab = ba.

(i) Associative Laws: For every a,b,c € R, (a+b)+c =a+ (b+c¢) and
(ab)c = a(bc).

(iii) Distributive Law: For every a,b,c € R, a(b+ c¢) = ab + ac.

(iv) Identities: There are distinct elements O and 1 in IR such thata -1 = a and
a4+ 0 =aforeverya € R.

(v) Additive Inverses: For every a € IR, there is an element —a € IR such that
a+ (—a) =0.

(vi) Multiplicative Inverses: For every a € R with a # 0, there is an element
a1 € Rsuch thataa=! = 1.

Any set of objects satisfying all of these properties is a field. Other examples
of fields include the fields of rational numbers Q, real numbers IR, and complex
numbers C. As we develop further axioms for the real numbers, we will also
narrow the list of fields that satisfy all of the axioms.

A number of the familiar algebraic properties of the real numbers are immedi-
ate consequences of the field axioms. A few of them are collected in the following
theorem, though there are certainly many others.

Theorem 6.1. For any real numbers a, b, c, the following are true:
(i) Ifa+b=a+c thenb = c.
(ii) —(—a) =a.
(iii) If a # 0 and ab = ac, then b = c.
(iv) Ifa #0, then (a~1)™' =a.
v) a-0=0.
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i) —a=(—1)a.
(vii) If ab =0, thena =0 orb = 0.

Proof. We prove parts (ii), (iii), and (vi). The remaining proofs are exercises.
We first show that (ii) is true. To see this, note that —(—a) is the additive
inverse of —a. The reader should justify each of the following steps:

a+(—a)=0
= o+ (~(-a))

soa+ (—a) = —(—a) + (—a). We apply part (i) to see that a = —(—a) as
desired.

To prove (iii), suppose that a # 0 and ab = ac. Since a # 0, a has a mul-
tiplicative inverse a~!. The reader should give a justification for each step of the
following:

I
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I

I
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To prove (vi), let a be any real number. Then:

a+(=la=1-a+(-1)a
=a(1+(-1))
=a-0
=0

Hencea + (—1)a = 0 = a + (—a) and we may apply part (i) to see that (—1)a =
. O
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6.2 Order Axioms

As noted previously, there are a number of common fields. One of the differences
between IR and C is that we think of the real numbers as lying in order along a line.
There is no natural way to organize the complex numbers in this fashion. The next
group of axioms make precise what we mean when we say that the real numbers
form an ordered field.

Order Axioms. There is an order < defined on the real numbers IR satisfying:
(i) Transitivity: Ifa < band b < ¢, thena < c.

(i1) Trichotomy: For every two real numbers a and b, exactly one of the follow-
ing holds:
a<b or a=b or b<a

(iii) Ifa < b,thena +c < b+ c for every c € R.
(iv) Ifa < band ¢ > 0, then ac < bc.
We derive several consequences of the fact that IR is an ordered field.
Theorem 6.2. The following statements are true in R:
(i) a>0iff —a < 0.
(ii) If a < b, then —a > —b.
(iii) Ifa # 0, then a®> > 0.
(iv) 1> 0.

Proof. To prove part (i), assume first that 2 > 0. By Trichotomy we have either
—a < 0,—a =0, or —a > 0. We will show that two of these possibilities lead to
contradictions, forcing the remaining option to be true. If —a = 0 then we have
a=a+0=a+ (—a) = 0, which contradicts the fact thata > 0. If —a > 0
then we have 0 = a + (—a) > a + 0 = a, once again contradicting the fact that
a > 0. We have shown that neither —a = 0 nor —a > 0 can be true, so it must be
the case that —a < 0 as desired. The remaining direction of the proof of part (i)
is left as a homework exercise.
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We next prove part (i7). The reader should determine which axiom or theorem
justifies each step of the following:

a<b
a+ (=b) <b+(-D)
a+(—b) <0
((—a)+a)+(=b) < (—a)+0
—b< —a
The proofs of the remaining parts of the theorem are left to the reader. [

Theorem 6.3. Leta,b € R.

(i) Ifa > 0and b > 0, then ab > 0.
(ii) Ifa < 0andb < 0, then ab > 0.
(iii) Ifa > 0and b < O, then ab < 0.

Theorem 6.4. Let a € R.

(i) Ifa >0, thena=! > 0.

(i) Ifa < 0, thena™! < 0.

Proof. To prove part (i) we assume @ > 0 and apply Trichotomy. Ifa~! < 0, then
1 = aa~! < 0 by Theorem 6.3, but this contradicts Theorem 6.2(iv). If a1 = 0,
then we have 1 = aa—! = a-0 = 0, which again contradicts Theorem 6.2(iv).
The only remaining possibility is that 2=1 > 0 as desired.

The proof of (ii) is similar and is left for the reader. ]

Theorem 6.5. Leta > 0and b > 0. Then a < b iff a> < b?.

Proof. We assume throughout that 2 > 0 and b > 0. By Trichotomy we have
exactly one of a < b, a = b, or a > b; we also have exactly one of a%> < b?,
a? = b2, or a® > V2.

Ifa < b, then a> < b? by an application of exercise 6.8.

If a = b, then a® = b2

Ifa > b, then a> > b? by an application of exercise 6.8.

It now follows that 2 < b if and only if 4% < b?. [
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6.3 Completeness of R

Our axioms so far insure that IR is an ordered field. The field Q of rational numbers
is also an ordered field, so we need something further to distinguish between IR and
Q. Our last axiom is based on the observation that the field Q has Aoles, whereas
IR does not. Let’s first consider an example to clarify what we mean by this.

Example 6.1. Let A and B be the following sets:

A=1{9€Q|qg>0andg* <2}
B={x€R|x>0andx*<2}

As we will show in Theorem 6.9, there is a real number \/E whose square is 2. The
number \/5 isin B and \/5 is larger than every other number in B.
As we showed in Theorem 2.5, there is no rational number whose square is 2.

It can be shown that for every number in A, there are larger numbers that are also
in A.

6.3.1 Upper and lower bounds

Definition. Let A be a nonempty set of real numbers. We say that a number u
is an upper bound for A if x < u for every x € A. We say that a number m is a
lower bound for A if x > m for every x € A. We say that A is bounded above if
A has an upper bound, that A is bounded below if A has a lower bound, and that
A is bounded if A is bounded above and below.

Example 6.2. Let A = {a|a?> <5}, B=10,7),C=N, and D = Z.
The number 5 is an upper bound for A and —3 is a lower bound for A.
The set B has an upper bound at 7 and a lower bound at 0.

The set C has a lower bound at 1, but no upper bound.
The set D has no upper or lower bounds.

The previous example illustrates several things. It is possible for a nonempty
set to have both upper and lower bounds, just one bound, or no bounds at all. Upper
and lower bounds may or may not be elements of the set. Finally, upper and lower
bounds are not unique. Transitivity implies that if M is an upper bound for a set
A, then every number larger than M is also an upper bound for A. Similarly, if m
is a lower bound for A then every number smaller than m is a lower bound for A.
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Consider the set A = {a | a> < 5} from the previous example again. We
claimed that 5 is an upper bound, and that is certainly true, but note that 3 is also
an upper bound. In some sense this smaller upper bound is a “better” bound for
A because it puts a tighter restriction on the size of the elements of A. This is
approximately like saying that Grand Forks is a better way to describe the location
of UND than North Dakota. In this sense the best possible upper bound would be
the smallest one, if there is one. In this particular case, A has a smallest upper
bound in R (v/5) but not in Q. This is the basic difference between Q and R that
we wish to capture in an axiom. First, we need another couple of definitions.

Definition. Let A be a nonempty subset of IR. We say that a number u is a least
upper bound (LUB) for A if both of the following are true:

(i) Foreverya € A,a < u.

(i1) For every upper bound b of A, u < b.

We say that a number m is a greatest lower bound (GLB) for A if both of the
following are true:

(1) Foreverya € A,a > m.

(i1) If b is a lower bound for A, then m > b.

Note that a LUB is sometimes called a supremum and a GLB is sometimes called
an infimum.

It is not hard to prove that, unlike upper bounds, a set can have only one least
upper bound. This fact is made explicit in the following theorem, whose proof is
left as exercise 6.15.

Theorem 6.6. Let A be a nonempty subset of R. If u and v are least upper bounds
for A, then u = v.

The following theorem says that the least upper bound of a set must in some
sense be “close to” the set.

Theorem 6.7. Let A be a nonempty subset of R and let u be the least upper bound
for A. If x < u, then there is an element a € A such that x < a.

Proof. Suppose that u is the least upper bound for A and that x < u. Assume that
there is no a € A such that x < a, then a < x for every a € A by Trichotomy. It
follows by definition that x is an upper bound for A, but this contradicts the fact
that u is the least upper bound for A since x < u. [

We are now ready to state our final axiom, which says that IR is complete.
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The Completeness Axiom. Let A be a nonempty subset of IR. If A has an upper
bound, then A has a least upper bound.

There are a number of consequences of the Completeness Axiom, most of
which are beyond the scope of this text. We will look at only a couple of them.
We begin with the fairly intuitive seeming fact that for any real number x, there is
a natural number larger than x.

Theorem 6.8. (Archimedian Property) If x € R, then there is a number n, € IN
such that x < 1.

Proof. Assume to the contrary that there is a real number x so that n < x for every
natural number n. In this case x is an upper bound for the set IN. Applying the
Completeness Axiom, IN must have a least upper bound m in R. Since m — 1 <
m, Theorem 6.7 implies that there is a natural number 7 such that m — 1 < n.
Now n + 1 is also a natural number and m < n + 1, which contradicts the fact
that m is an upper bound for IN. [

We previously commented, without proof, that the Completeness Axiom would
allow us to distinguish IR from Q. We will now make this explicit by proving that
there is at least one real number that is not rational.! We proved previously (The-
orem 2.5) that there is no rational number whose square is 2. We now show that
the Completeness Axiom implies that there must be a real number x with x> = 2.

Theorem 6.9. There is a number x € R such that x> = 2.

Proof Let A = {a € R | a> < 2}. Note that A is not empty since 1 € A.
We claim that 2 is an upper bound for A. To see this note that if { > 2, then
t2 > 2.2 =4 > 2 (see exercise 6.8), so t ¢ A. Since A is a nonempty subset
of R that is bounded above, A must have a least upper bound x. We will use
Trichotomy to show that x> = 2.

Assume first that 2 < 2. Note that 2£L is a positive real number. By the

2—x2
Archimedian Property there must be a natural number 7 such that n > %f f{% . Since

_ 2 . .
n > 255> 0, it follows that 5 < 3=5. We will show that x + ;- € A, which

will contradict the fact that x is an upper bound for A. To see that x + % € A,we

n fact there are more irrational numbers than there are rational numbers, as we shall see in
the final chapter.
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compute:

=2

Now x + % € A, which leads to the desired contradiction. It follows that ¢ < 2
cannot hold.

Next suppose that x2 > 2. In this case -2~

x2-2
. .y 2_

find m € IN such that m > xzzf 5. This in turn implies that L < X2 We show

that (x — L)2 > 2:

is a positive number and we may

( 1)2 , 2 1
x—=] =x-=+—
m m m
2
S22t
m
2
2 xc—2
—(2
> x° — (2x) P
=2

: : : 1 2 1\2 1
Now Theorem 6.5 implies that if s > x — -, then s > (x — =) > 2,50 x — -

is an upper bound for A. This would contradict the fact that x is the least upper
bound for A, so x2 > 2 cannot hold.
The only possibility left is that x> = 2 as desired. []
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Chapter 6 Exercises

6.1. Prove part (i) of Theorem 6.1.

6.2. Prove part (iv) of Theorem 6.1.

6.3. Prove part (v) of Theorem 6.1.

6.4. Prove part (vii) of Theorem 6.1.

6.5. Use the field axioms to show that —0 = 0and 171 = 1.

6.6. Prove that (—a)b = —(ab) = a(—b) for all real numbers a and b.

6.7. Use the field axioms and Theorem 6.1 to show that foranya € R, (—a)(—a) =

a’.

6.8. Ifa >b>0andc >d > 0, prove that ac > bd.
6.9. If a and b are nonzero real numbers and a < b, prove that b1 < a1,

6.10. Complete the proof of part (i) of Theorem 6.2 by showing thatif a < 0, then
—a > 0.

6.11. Prove part (iii) of Theorem 6.2.
6.12. Prove part (iv) of Theorem 6.2.
6.13. Prove Theorem 6.3.
6.14. Prove part (ii) of Theorem 6.4.
6.15. Prove Theorem 6.6.

6.16. Prove that if u is an upper bound for A and u € A, then u is the least upper
bound for A.

6.17. Show that every nonempty subset of IR with a lower bound has a greatest
lower bound.

6.18. Let A and B be two nonempty subsets of IR such that A U B = IR. If A and
B satisfy the further property thata < b foreverya € A and b € B, then A and B
form a Dedekind cut of R. The Completeness Axiom is sometimes replaced with
Dedekind’s Axiom, which says that given any Dedekind cut of IR, either A has a
largest element or B has a smallest element. Assuming the field and order axioms
for IR, as well as their consequences, prove the following:

(1) The Completeness Axiom implies Dedekind’s Axiom.

(i1) Dedekind’s Axiom implies the Completeness Axiom.



Chapter 7

Introduction to Cardinality

One of the most amazing things about mathematics is the people who
do math aren’t usually interested in application, because mathematics
itself is truly a beautiful art form. It’s structures and patterns, and
that’s what we love, and that’s what we get off on.

Danica McKellar

Why, sometimes I’ve believed as many as six impossible things before
breakfast.
The Red Queen

Introduction

What do we mean when we say that there are four suits in a standard deck of cards?
More generally, what does it mean to count any collection of objects? Since you
may no longer actually think about counting, it may help to watch a child who is
just learning to count. Given four objects to count, the child is likely to point to
each object in turn and count “one, two, three, four.” In other words, the child is
explicitly constructing a bijective function between the objects she is counting and
the elements of the set {1,2,3,4}. Our goal in this chapter is to extend this idea
to infinite sets.

81
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7.1 The Cardinality of a Set

Let A and B be two sets. We define the relation = by A = B if there is a bijective
function f : A — B. In this case we say that A and B are equinumerous or
that they have the same cardinality. We define A < B to mean that there is an
injective function f : A — B. We may also write thisas B = A. We write A < B
to indicate that A < B and A #Z B. Note: it is fairly common to use the notation
|A| = |B| rather than A = B.

Theorem 7.1. The relation = defined above is an equivalence relation.

Proof. Let A, B, and C be arbitrary sets.

Since the identity function on any set is a bijection, A = A and = is reflexive.

If A = B, then there is a bijection f : A — B. Applying Theorem 5.6, the
function f is invertible. By Exercise 5.15 the inverse function f~!: Y — X isa
bijection. Hence B = A and = is symmetric.

To see that = is transitive, suppose that A = B and B = C. By definition
there are bijective functions f : A — Band g : B — C. Now apply Corollary
5.1.1 to see that gof : A — C is a bijective function. Hence A = C and = is
transitive. Therefore, = is an equivalence relation as desired. O

Note that Theorem 7.1 allows us to say that two sets A and B have the same

cardinality if we are able to find a bijection from A to B or a bijection from B to
A.

Theorem 7.2. The relation < is reflexive and transitive.

Proof. Let A, B, and C be any sets. Since the identity function on any set is
injective, A < A and = is reflexive. To see that < is transitive, suppose that
A = Band B < C. By definition there are injections f : A — Band g : B — C.
We apply Theorem 5.1 to see that the composition gof : A — C is also injective,
hence A < C as desired. O

While we would probably not expect < to be symmetric, it wouldn’t be too
surprising if it was antisymmetric. If A < B and B < A, does it follow that
A = B? Georg Cantor (1845-1918) was interested in just this question. One
of his doctoral students, Felix Bernstein (1878-1956) was able to prove that the
answer is yes. The resulting theorem is usually known as the Cantor-Bernstein
Theorem.

Theorem 7.3 (Cantor-Bernstein). [f A < Band B =X A, then A = B.
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We defer the proof of this theorem to the Appendix. The following example
uses the same ideas as the proof in order to construct a bijection between the open
interval (—1,1) and the closed interval [—1,1].

Example 7.1. Define the functions f : (—=1,1) — [—-1,1] and g : [-1,1] —
(—=1,1) by f(x) = x and g(x) = x/2, respectively. It is easy to show that both
of these functions are injective, so (—1,1) = [=1,1] and [-1,1] < (=1,1). The
Canter-Bernstein Theorem implies that there must be a bijection between the open
interval (—1,1) and the closed interval [—1,1], but the theorem itself doesn t tell
us how to find such a bijection. We construct such a bijection here.

We wish to find a bijective function h : (—1,1) — [—1,1]. For most elements
x € (—1,1) wewant h(x) = f(x) = x. Unfortunately, if we let h(x) = f(x) for
all x, then the function is not bijective because —1 # f(x) and 1 # f(x) for all
x € (—1,1). We use the function g to help us fix this problem. Consider first the
element 1 € [—1,1]. While 1 # f(x) for any x, there is an element of the open
interval associated with 1 by g. In particular g(1) = 1/2. We could define h so
that h(1/2) = 1 and h(x) = f(x) for other x € (—1,1), but that creates a new
problem. Now 1 is in the image of the function, but 1/2 is not. To fix this we let
h(1/4) = 1/2, because §(1/2) = 1/4. Of course, now 1/4 is not in the image
of h. We continue fixing one problem at a time using g, each time creating a new
problem. Naturally, we will need to do the same with —1.

These particular functions are simple enough that we can write down a formula
for the function h that we end up with. We end up defining h : (—1,1) — [—1,1]
by

2-(n-1) if x=27"forsomen € N
h(x) ={ —2==0) jr x = 27" for somen € N

X otherwise

We claim that this function is the desired bijection.

We first show that h is surjective. To see this, lett € [—1,1]. Ift = 2-(n-1)
for some n € N, then h(2™") = t. Ift = =21 for some n € N, then
h(—=2"") = t. For any othert € [—1,1] we have h(t) = t. In any case t = h(x)
for some x € (—1,1), so h is surjective.

To see that h is injective, suppose that x # y are both elements of (—1,1). We
consider several cases.

Case 1. x = 27",y = 27K forsome 1, k € IN. Since x # y, it follows that n # k.
Hencen — 1 # k — 1 and we have h(x) = 2= (=1 £ 2=(k=1) — p(y).
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Case 2. x = —27", y = —27k for some n,k € IN. Since x # v, it follows that
n # k. Hencen —1 # k —1 and we have h(x) = —2- (=1 £ _p=(k-1) —
h(y)-

Case 3. x = 27", y = —27K for some n,k € IN. In this case we have h(x) =
2-(n=1) £ _p=(k-1) — h(y).
Case 4. x = —27",y = 27 for some 1,k € IN. In this case we have h(x) =

—2—(n=1) £ p=(k=1) — h(y).
Case 5. x = +27" for some n € N and y # +27F for any k € IN. In this case
we have h(x) = £2-("=1) =L y = h(y).
Case 6. y = £27 " forsome n € IN and x # +2-% for any k € IN. In this case
we have h(x) = x # £2- (=1 = p(y).
Case 7. x # £27"andy # 27" forany n € IN. In this case we have
h(x) =x #y = h(y).

In all cases we have h(x) # h(y), so h is injective.

7.2 Finite Sets

Question. What does it mean to say that a set A is finite?

At first glance, this may seem like something you’ve known for a long time.
Don’t we just mean that we can count the elements of A? If so, is the number of
cells in your body finite? Can you count them? Maybe the answer to our question
isn’t quite so obvious after all.

Let’s try to make our answer a bit more precise. First, for any natural number
n we define the set N, = {k € N | k < n}. So Ny = {1,2,3,4}, for example.

Next, we use the sets N, to formalize the idea of counting introduced in the
introduction to this chapter. We say that a set A has n elements if N,, = A.

Now it seems that we can say the set A is finite if A has n elements for some
n € IN. Almost, but we’re still forgetting something. Is the empty set finite?
Clearly we would like to say that the empty set has zero elements, making it finite.
This doesn’t quite fit our scheme, so we must treat the empty set as a special case.
In keeping our previous idea, here is one way to do so.

Definition. Let A be a set. If A = ), we say that A has 0 elements. If A = N,
for some n € IN, we say that A has n elements. Finally, we say that A is finite
if it has n elements for some n € IN U {0}. We say that A is infinite if it is not
finite.
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Applying Theorem 5.1 and Exercise 7.1, we obtain the following:
Theorem 7.4. If A is finite, then A =< IN.

Now that we have a definition of finite, let’s reconsider the set C of cells in your
body. Is C finite? If so, for which n is C = IN,,? We still can’t really count them,
so perhaps we’ve just obscured the question rather than answering it. Scientists
estimate that there are about 10,000,000,000,000 cells in the average adult human
body. That’s not an actual count of the number of cells in any individual human
body, though. These kinds of estimates are based on the sizes of various kinds of
cells and the approximate proportion of each kind of cell in the body. In fact, we
could determine the maximum number of cells that might be in a person’s body
by figuring out how many of the smallest kinds of cells would be required to build
a body of a particular volume, or weight, etc. It seems reasonable to think that
we could say a set was finite if we were sure it had at most n elements for some
natural number 7. That is the intent of the next result.

Theorem 7.5. If A < IN,, for some natural number n, then A is finite.

Before attempting to prove this result, let’s make sure we understand what we
are trying to prove. We are assuming that there is an injective function f : A —
IN,,. Unfortunately, our definition of finite requires us to produce a bijective func-
tion to some INj and the function f is probably not bijective. Since f is injective,
the potential difficulty is that there are extra elements of N}, (i.e. f is not surjec-
tive). This seems like something we should be able to overcome without much
difficulty since a set with fewer elements than some finite set should certainly be
finite. How do we construct the required bijection though? Let’s first consider a
simpler result which will prove useful.

Lemma 7.2.1. Let f : A — Ny, be an injective function that is not surjective.
Then there is an injective function § : A — IN,,_1.

Proof of Lemma. Since f : A — IN,, is not surjective, the set B =IN,, \ f(A) is
nonempty. Choose b € B. If b = n, then f(a) # n for any element a € A and
we may define g : A — IN,_1 by g(a) = f(a) foreacha € A. Ifb # n, we
define g by:
ola) = {f(a> if f(a) # n
b if f(a)=n

In either case g : A — IN,,_1 is as desired since forall a € A, ¢(a) # n.
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It remains to be shown that ¢ is injective. Suppose that a1, a; € A and that
g(a1) = g(ap) = m. If m = b, then by definition of ¢ we have f(a;) = n =
f(ap). If m # b, then our definition of ¢ implies that f(a;) = m = f(ap). In
either case we have f(a1) = f(az), so a; = ap because the function f is injective.
Therefore g is injective as desired. O

We will now prove the theorem.

Proof of Theorem 7.5. First note that if A = @, then A is finite by definition.
We assume for the remainder of the proof that A # . By hypothesis, there is
an injective function fo : A — IN,, for some natural number n. If fy is also
surjective, then we have the desired bijection. If fj is not surjective, then we may
apply Lemma 7.2.1 to find an injection f; : A — IN,,_1. We now consider the
function f.

If f1 : A — IN,,_1 is surjective, then f; is a bijection. If f; is not surjective,
then we again apply Lemma 7.2.1 to find an injective function f; : A — IN,,_».

We continue this process recursively. If any of the injective functions f; : A —
IN,,_; are surjective, then we have the desired bijection and the proof is complete.
We claim that this must occur for some 0 < i < n — 1. To see this, suppose that
fu—2 : A — INj is not surjective. Applying Lemma 7.2.1 we find an injection
fn-1: A — INj. Since A # @, we may choose a € A. Now f,,_1(a) must be
an element of Ny = {1}, so f,_1(a) = 1. It follows that f,, 1 is surjective as
desired.

We have shown that there is a bijective function f; : A — IN,,_; for some
0<i<n-—1,s0 A=IN,_;and A is finite. O]

We conclude this section with a question, the answer to which may seem ob-
vious to you.

Question 7.1. If m,n € IN and m # n, can you prove that N,,, = IN,,?

7.3 Denumerable Sets

Georg Cantor was able to define a complete system of infinite numbers and of
arithmetic on those numbers. We will not discuss his system here, but we will
look at one particular kind of infinite number that is important in many areas of
mathematics.
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Theorem 7.6. If A is an infinite set and B is a finite subset of A, then the set A \ B
is infinite.

Proof. Suppose to the contrary that A \ B is finite. It is easy to show that for any
subset B C A, A = BU (A \ B). Since both B and A \ B are finite, it follows
from Exercise 7.4 that A is finite. This contradicts our hypothesis that A is infinite,
so it must true that A \ B is infinite. O

Definition. Let A be a set. We say that A is:
* denumerable if A = IN.
* countable if A is either finite or denumerable.
* uncountable if A is infinite and not denumerable.

Example 7.2. The set A = {2k | k € IN} of even natural numbers is denumer-
able. To see this, define the function f : N — A by f(n) = 2n. It is routine to
check that f is a bijection, so N = A as desired.

The preceding example points out a very important difference between finite
and infinite sets. The set A is a proper subset of IN, but has the same cardinality
as IN. Compare this to Exercise 7.5. All infinite sets have proper subsets of the
same cardinality. In fact, this property is sometimes used to define what it means
for a set to be infinite.

We would like to determine which of our results about finite sets are also true
for denumerable sets. If A and B are denumerable, must A U B also be denu-
merable? Are subsets of denumerable sets denumerable? Is there an analog of
Theorem 7.5? Are there other ways to tell that a set is denumerable?

Theorem 7.7. If A is a denumerable set and B = A, then B is denumerable.

Proof. By definition we have A = IN. Since = is an equivalence relation, it
follows that B = IN as desired. [

Theorem 7.8. If A C IN, then A is countable.

Proof. 1f A is finite, then A is countable by definition.

Assume that A is infinite. We define a function f : N — A as follows.
Recall that every nonempty subset of IN has a smallest element. Let f(1) be the
smallest element of Ag = A. Since A is an infinite the set A1 = A\ {f(1)}is
nonempty, so we may define f(2) to be the smallest element of A;. Continuing
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recursively, suppose that we have defined f(1),..., f(n) for some n € IN. Let
An=A\{f(1),...,f(n)}. Since {f(1),..., f(n)} is finite, A, is infinite by
Theorem 7.6. In particular, A, is nonempty and we may define f(n + 1) to be
the smallest element of this set. Before showing that f is bijective we note the
following facts that follow immediately from our construction:

(i) For every natural number n, A\ A, = {f(1),..., f(n)}.
(ii) For every natural number n, f(n) > n.
(iii) For all natural numbers m, n, if f(n) € Ay, then m < n.
(iv) For all natural numbers m < n, f(n) € Ap.
(v) For all natural numbers m < n, f(m) ¢ Aj.
For any two natural numbers m < n we shown that f(n) € A, and f(m) ¢
Am,so f(n) # f(m) and f is injective.
To see that f is surjective, let k € A. We must show that k = f(m) for some
m € N. Ifk = f(k), we are done. Otherwise we have f(k) > k. Now f (k) is the
smallest element of A;_1 and k < f(k), so k ¢ Ax_1. We also know thatk € A,

so it follows that k € A\ Ax_1 = {f(1),...,f(k—1)}. Therefore k = f(n)
for some 1 < n < k and f is surjective as desired. O

Applying Theorem 7.8, Theorem 5.1, and Corollary 5.1.1 we have:
Corollary 7.8.1. A4 subset of a countable set is countable.
Corollary 7.8.2. 4 set A is countable if and only if A < IN.

Note that this Corollary allows us to say that a set A is countable if we can find
an injection from A to IN. This is equivalent to finding a surjection from IN to A,
as you will show in exercise 7.8. This allows us to conclude the following:

Corollary 7.8.3. 4 set A is countable if either of the following is true:
(i) There is an injection f : A — IN.
(ii) There is a surjection f : IN — A.

Theorem 7.9. The union of two denumerable sets is denumerable.
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Proof. Suppose that we are given any two denumerable sets A and B. By defi-
nition there are bijective functions f : A — NN and ¢ : B — IN. We define a
function i : AU B — IN by the following rule:

~f2f(x) if xc A
h(x)_{Zg(x)—i—l if x¢ A

We claim that % is an injection. To see this, let x # y be two elements of A U B.
Ifx € Aandy ¢ A, then h(x) # h(y) since h(x) is even and h(y) is odd.
Similarly if x ¢ A and y € A, then h(x) # h(y). If x and y are both in A, then
h(x) =2f(x)and h(y) = 2f(y),so h(x) # h(y) because f is injective. Finally,
if neither x nor y are in A, then h(x) = 2¢(x) + 1 and h(y) = 2g(y) + 1, so
h(x) # h(y) because g is injective. In any case, we have shown that i(x) # h(y)
soh: AUB — IN is injective.

We have shown that A U B < IN, so A U B must be countable. Note however
that the function /1 constructed above is not necessarily a bijection. (Do you see
why?) To see that A U B is actually denumerable, note that A C A U B. Applying
Exercise 7.1 it follows that A < AU B. Since N < A we may apply Theorem
7.2 to obtain N < A U B. It now follows from the Cantor-Bernstein Theorem that
AUB = N as desired. []

Using Mathematical Induction on the number of sets, we obtain:
Corollary 7.9.1. The union of finitely many denumerable sets is denumerable.
Theorem 7.10. The set N x IN is denumerable.

Proof. Since IN x IN is infinite, we need only show that it is countable. Define
the function f : N x N — IN by f(a,b) = 29~1(2b — 1). We will show that f
is injective, then apply Corollary 7.8.3 to obtain the desired result.

To see that f is injective, suppose that

277 12h —1) =2¢71(2d — 1) (7.1)

for (a,b), (c,d) € N x IN. We show first that a = c. If not, then we may assume
without loss of generality that 2 < c. Dividing both sides of equation 7.1 by 27~
yields (2b — 1) = 2°77(2d — 1). But this is a contradiction since the quantity
on the left side of the equation is odd and the quantity on the right is even. Since
a = ¢, we may reduce equation 7.1 to (2b — 1) = (2d — 1), from which it follows
that b = d. Now (a,b) = (c,d) and f is injective as desired.' O

IWhile it is not necessary for the purposes of this example, it is not to difficult to show that the
function f defined here is actually bijective.
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7.3.1 ThesetQ

At first glance it may seem that there are more rational numbers than there are
natural numbers. After all, there are infinitely many rational numbers between
any two natural numbers. One of Cantor’s accomplishments was to show that the
set of rational numbers is actually denumerable. Our intuition developed from
years of working with finite sets just doesn’t serve us very well when working
with infinite sets.

Lemma 7.3.1. The set Q" of positive rational numbers is countable.

Proof. Let F = {{ | a,b € IN} be the set of fractions whose numerators and
denominators are natural numbers. We claim that F = IN x IN. To see this,
define f : F — IN x N by f () = (a,b). We leave it to you to show that f
is a bijection (see exercise 7.7), so F = IN x IN. We may now apply Theorems
7.10 and 7.7 to see that [F is denumerable. Since the positive rationals are exactly
those numbers that can be expressed as fractions of natural numbers, the function
taking each fraction in [F to the corresponding rational number is a surjection from
IF onto Q. We now apply Corollary 7.8.3 to see that Q" is countable. ]

Since the function taking every positive rational to it’s additive inverse is bi-
jective, the following Corollary follows immediately from our Lemma.

Corollary 7.10.1. The set Q~ of negative rational numbers is countable.

We know that Q™, Q~, and {0} are all countable sets. Applying Exercise 7.10
we may conclude that:

Theorem 7.11. The set of Q of rational numbers is countable.

7.3.2 Theset R

By this point it may seem possible that all sets are countable, making denumerabil-
ity a useless distinction. We will show that this is not true by demonstrating that
the set of real numbers is uncountable. First recall that every real number can be
written as an infinite decimal. There is one danger in using such representations,
it is possible to have different decimal representations that represent the same real
number: e.g. 1.00 = 0.99. There is only one way that this can happen, though. A
real number with a decimal expansion ending in an infinite string of 0’s also has
an expansion ending in an infinite string of 9’s. If we disallow expansions ending
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in a string of 0’s (the decimal expansions we normally think of as terminating), the
infinite decimal representation of each real number is unique. This is important in
the following proof since we will want to know that real numbers with different
infinite decimal expansions are distinct.

Theorem 7.12. The set R of real numbers is uncountable.

Proof. Suppose to the contrary that the set IR is countable, then there is a surjection
f + N — IR. For convenience we use the notation x, to denote the n th digit
to the right of the decimal place in the unique infinite decimal expansion of x.
In particular, the n th digit to the right of the decimal place in the expansion of
f(m) will be denoted f(m),. For example if f(2) = 7 = 3.141592.. ., then
f(2)4 = 5. We will construct a real number y such that y # f(n) forany n € IN,
which contradicts the fact that f is surjective.
For each n € IN, define:

(1 iff(n)y =9
N9 it f(n), £ 9

Next we define

V=L
i=1
soy = 0.y1y2Y3 . . .. In other words, y is the unique real number in (0, 1] such that
the 7 th term to the right of the decimal place in the infinite decimal expansion of
Y i8 Y. By definition, y, # f(n), foreveryn € IN,soy # f(n) foranyn € IN
as desired. [
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Chapter 7 Exercises

7.1. Show thatif A C B, then A < B.

7.2. Prove that the relation < is transitive.

7.3. Prove that a subset of a finite set is finite.

7.4. Let A and B be finite sets. Prove the following:
(i) AN B is finite.
(i1)) A U B is finite.

7.5. Let A be a finite set and let B be a proper subset of A.
(1) Prove that B < A.

(i1) Prove that A and B are not equinumerous. Note: this will also answer Ques-
tion 7.1.

7.6. Prove that a countable set with an infinite subset must be denumerable.

7.7. Show that the function f : F — IN x IN defined in the proof of Lemma 7.3.1
is a bijection.

7.8. Let A and B be nonempty sets. Prove that there is an injection f : A — B if
and only if there is a surjection ¢ : B — A.

7.9. Prove that each of the following sets is denumerable.
(i) The set of nonnegative integers N U {0}.
(i) The set of integers Z.
7.10. Prove the following.
(1) The union of two countable sets is countable.
(i1) The union of finitely many countable sets is countable.
7.11. Let A and B be denumerable sets. Prove that the set A X B is denumerable.

7.12. Let A, B, and C be sets. Define A x Bx C = {(a,b,c) |a € Aandb €
Bandc € C}. Provethat A x Bx C = (A x B) x C.
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7.13. For each natural number 7, let IN” denote the set of ordered n-tuples of
natural numbers, so N® = IN x IN x IN, etc. Prove that IN" is countable.

7.14. Let S denote the set of sequences of 0’s and 1°s, so a typical element of S
looks like (x1, x, X3, .. .) where each x; is either 0 or 1. Prove that S is uncount-

able.
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The Cantor-Bernstein Theorem

In this appendix we present a proof of the Cantor-Bernstein Theorem. The proof
uses the same idea we used to construct the bijection between an open interval and
a closed interval in Example 7.1. First we introduce some convenient notation.

Let f : X — Y be any function. For A C X, the image of A is the set
f(A) = {f(x) | x € A}. For B C Y weuse f~'(B) to denote the set f ~}(B) =
{x € X | f(x) € B}. The set f "1 (B) is called the preimage of B. We also use
the notation f~!(x) to denote f~!({x}). You should not assume from our use of
this notation that the function f is invertible! If f : X — X we use the notation
£2 to denote the function fof : X — X. Recursively, for a natural number 1 > 2,
1 is used to denote the function fof" : X — X. Finally, we define £ to be
the identity function on X.

Conjecture (Cantor-Bernstein). I[f X < YandY <X X, then X =Y.

Proof. By hypothesis there exist injections f : X — Yand g : Y — X. We will
find a bijective function /1 : X — Y with the property that i1(x) = f(x) for most
x € X and h(x) = g~ (x) (since g is injective, g1 (x) is always a single point)
for the remaining x € X. As in Example 7.1, we use g_l (x) only as necessary to
insure that the final function is bijective.

For every pointy € Y\ f(X), we define a sequence of points in X as follows:
x1 = g(y), x2 = g(f(x1) = gof(8()), x3 = g(f(x2)) = (8of)*(g(v)),
and in general x, 11 = ¢(f(x,)) = (gof)"(g(y)) for each n € IN. Note that
since ¢ is injective ¢~ !(x7) contains only the point i and that for k > 2, ¢~ (xy)
contains only the point x;_. Define the set

S={x|x=(gof)"(g(y)) forsomey € Y\ f(X) and for some n € NU{0}}.

In other words, the set S contains every point of each of the sequences we created
above. This set will be the set of points on which / is not the same as f.

Step 1: We prove the following facts about the set S.

95
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(i) Ify € Y\ f(X), then g(y) € S.
(i) Ifx € S, then gof(x) € S.
(iil) Ifg(f(x)) € S, thenx € S.

Fory € Y\ f(X) we have ¢(y) = (go£)%(g(y)), so (i) is true.

If x € S, then x = (gof)"(g(y)) for some n € N U {0} and some y €
Y\ f(X). Now gof (x) = (gof)""1(g(y)), so gof (x) € S and (ii) holds.

To see that (iii) is true, suppose that g(f(x)) = (gof)"(g(y)) for some y €
Y\ f(X) and some n € N U{0}. If n = 0 then we have g(f(x)) = g(y).
Since g is injective this would imply y = f(x), which contradicts our choice of .
Hence n > 1 and the point w = (gof)"~!(g(y)) is an element of S by definition.
Now gof(w) = (gof)"(g(y)) = gof (x). But gof is injective by Theorem 5.1,
so we have w = x and x € S as desired.

Step 2: We now define the function: X — Y.

For x € X we define:

o) = ¢ i(x) ifxes
hx) {f(x) otherwise.

Clearly h(x) is defined for every x € X\ S. If x € S then by definition
x = (gof)"(g(y)) for some n and y, but this implies that x € ¢(Y) and ¢~ !(x)
is nonempty. We must also be sure that we have actually defined a function, 1.e.
that there is only one point in g_1 (x) for each x € S. To this end, suppose that 1/
and  are each in g~ (x) for some x € S. By definition we have g(y1) = g(y2).
Since g is injective this implies that 177 = y» as desired. It remains to be shown
that /1 is bijective.

Step 3: We show that /1 is surjective.

Letz € Y. Either ¢(z) € S or not.
Case 1: If g(z) € S, then h(z) = ¢ 1(g(z)) = z.
CasE 2: Suppose ¢(z) € S. By (i) z ¢ Y\ f(X), so there is an x € X such that
f(x) =z. Since g(f(x)) = g(z) € S, x & S by (ii). Therefore h(x) = f(x) =
z.

In either case we have shown that z € h(X), so & is surjective as desired.

Step 4: We show that & is injective, which will complete the proof of the theorem.

Suppose that 71(x1) = h(xp) for some x1, x, € X. We consider several cases.
Case 1: Suppose that neither of x1 or xp are in S. Then f(x1) = h(xq) = h(xp) =
f(x2) and x1 = xp because f is injective.
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Case 2: Suppose both x1 and xp are in S. Then g7 (x1) = h(x1) = h(xp) =
¢ 1(x2), so there is an element y € S so that ¢(y) = x; and g(y) = x. This
implies that x; = x, because g is a function.

Case 3: Finally, suppose that x; € Sand x, ¢ S. In this case we have g1 (x1) =
h(x1) = h(x2) = f(x2), s0 21 = g(g"(x1) = g(f(x2)) and g(f(x2)) € S.
Applying (iii) it follows that x, € S, which is a contradiction. Therefore this case
is impossible. Clearly it is also impossible to have x; ¢ S and xp € S. [
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