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Abstract 
Semiconductor memories can be divided into two main categories: random-access 

memories (RAMs) and read-only memories (ROMs). Once the power supply is 
switched off, the former loses stored information and the latter keeps stored information 
and for that reason RAMs are categorized to volatile and non-volatile memories, 
respectively. DRAMs have been used as main memories for personal computers. 
SRAMs have been used as the cash memories for a variety of applications. DRAMs 
represent the main portion of the memory market, around 25000M$/year. Market of 
SRAMs is about one tenth for those of DRAMs. Nonvolatile memory are categorized to 
mask read-only memories (MROMs), electrically programmable read-only memories 
but erasable via ultraviolet (UV-EPROMs), electrically erasable and programmable 
read-only memories (EEPROMs) and Flash EEPROMs (flash memories). The market of 
flash memories are around 15000M$/year. The market share of DRAMs and flash 
memories is about 90% among all kinds of memory devices.  
     Both DRAMs and flash memories store electronic charges as the information. 
Therefore, one of the most critical reliability issues is the data retention characteristics 
attributed to the electron leakage. Mechanisms of the electron leakage for both DRAMs 
and flash memories, however, have not been clarified to date. For manufacturing of 
reliable semiconductor memories of high quality, we should measure, analyze, improve 
and control over the data retention characteristics. Under the current circumstances, we 
must repeat to measure, analyze and improve the data retention for every product 
generation by using the conventional ways. For ultimate control over the data retention 
characteristics, we must clear up origins of the data retention characteristics and find out 
the methods of the ultimate control over the data retention characteristics.  

The purpose of present research is to understand mechanisms and origins of the 
data retention characteristics and to propose methodologies of ultimate control over the 
data retention. To understand the origins of the data retention, simple analytical models 
have been proposed based on mechanisms of the data retention characteristics. By 
comparisons between models and experimental results, physical parameters associated 
with the origins of the data retention characteristics are extracted. Extracted physical 
parameters are assessed and the origins of the data leakage are reckoned.  

From Chapter 2 to Chapter 4, the data retention characteristics of flash memories 
are discussed. In Chapter 2, the structure, operation and reliability of flash memories are 
briefly described. As the nonvolatile memory, the data retention characteristics are one 
of the most important reliability issues for flash memories. The data retention 
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characteristics of flash memories are determined by two mechanisms, i.e., detrapping 
and stress induced leakage currents (SILCs). During the program/erase cycles, electrons 
are trapped inside the tunnel oxide, and the multiple-trap-paths between the floating 
gate and the silicon substrate are generated. The threshold voltage shift via the emission 
of the trapped electron is called as the data retention characteristics via the detrapping. 
In Chapter 3, the mechanism of the data retention characteristics via detrapping is 
discussed. The detrapping can be described by an analogous model equation with that of 
the chemisorptions process. The electron flow out via the multiple-trap-path is called as 
the data retention characteristics via SILCs. In Chapter 4, the mechanism of the data 
retention characteristics via SILCs is discussed. The data retention characteristics via 
SILCs can be described by the model equation of B-mode SILCs. In Chpater 3 and 
Chapter 4, the origins of electron traps and multiple-trap-paths are specified. 
     From Chapter 5 to Chapter 6, the data retention characteristics of DRAMs are 
discussed. In Chapter 5, the structure, operation and reliability of DRAMs are briefly 
described. The electrons stored to the capacitors flow out via some leakage mechanisms. 
By refresh operations, the voltages of all storage capacitances connected to the specific 
word line are read out, amplified, and reprogrammed, i.e., refreshed. Therefore, the 
voltages of all storage capacitances are refreshed even if the voltages are modulated by 
the leakage currents. Performances of the refresh operations govern the speed and the 
power consumption of DRAMs. The performance of the refresh operation is determined 
by tail bits which show the anomalous leakage characteristics among all bits in a 
DRAM chips. To attain the specification of the refresh operation, the retention 
characteristics of tail bits should be improved. In Chapter 6, the mechanisms of the 
anomalous leakage currents of tail bits are discussed. To derive model equations, we 
assume that some bits containing one specific trap become tail bits among all bits in a 
DRAM chip. The variation of the leakage current of tail bits is attributed to the 
fluctuation of the trap level. 
     In Chapter 7, origins of the data retention characteristics for both flash memories 
and DRAMs are discussed. For flash memories, oxygen vacancies play important roles 
to the data retention characteristics. The oxygen vacancies of the dimer configurations 
and the four-folded configurations are thought to be origins of the detrapping and SILCs, 
respectively. The metal contaminations are thought to be the origin of the anomalous 
leakage of tail bits. In Chapter 8, prospects for conventional and emerging memories are 
discussed. The data retention characteristics will become the roadblock for the scale 
down of conventional memories. Therefore, new memories of the 
retention-problem-free have been proposed, i.e., Ferroelectric RAMs (FeRAMs), 
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Magnetoresistive RAMs (MRAMs), and Phase change RAMs (PRAMs). Prospects of 
these emerging memories are briefly discussed in this chapter.  

Finally, in Chapter 9, conclusions of this thesis are described. The retention 
mechanisms of flash memories via detrapping and via SILCs are attributed to the oxide 
traps of 0.37 [eV] and 3.6 [eV], respectively. The oxygen vacancies of the dimer 
configurations and the four-folded configurations are thought to be origins of the oxide 
trap of 0.37 [eV] and 3.6 [eV], respectively. Oxygen vacancies basically exist in the 
oxide and are hardly removed. The retention mechanism of DRAMs is attributed to the 
silicon trap of 0.68 [eV]. Origin of this trap is thought to be the metal contamination of 
0.01 [ppb]. This level of contamination is beyond standard purity for semiconductor 
wafer. As a result, we can not remove these fundamental origins of charge loss for both 
flash memories and DRAMs. Therefore, we must continuously rely on the conventional 
methodology to modify the data retention for every successive generation, i.e., the 
reduction of the junction field and the increase of the repairable bits for DRAMs, and 
the constant thickness of oxide thickness, the increases of the repairable bits and even 
relax of the specification of program/erase number for flash memories. Shrink of 
devices make it difficult to satisfy the specifications of memories by only relying on the 
conventional methodologies. Therefore, development of new semiconductor memories 
of the retention-problem-free, i.e., FeRAMs, MRAMs and PRAMs, are crucial in the 
near future. 
 
The detail summaries of each chapter are as follows: 
 

The brief review of the semiconductor memories, the purpose of the present 
research and the outline of the thesis are described in Chapter 1. The purpose of the 
present research is to understand the mechanisms and origins of the data retention 
characteristics and to propose the methodologies of the ultimate control over the data 
retention for flash memories and DRAMs. To understand the origins of the data 
retention characteristics, simple analytical models have been proposed based on the data 
retention mechanisms. By comparisons between models and experimental results, 
physical parameters associated with origins of the data retention characteristics are 
extracted. Extracted physical parameters are assessed by using the previous works and 
origins of the data retention are reckoned.  
 

Chapter 2 briefly summarizes the structures, operations, and reliability issues of 
flash memories. After quick review of the history for flash memories, the cell structures 
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and their operations, i.e., program, erase and read, are explained, including NOR-type, 
NAND-type and AND-type flash memories. For flash memories, the most critical 
reliability issue is the data retention. The data retention characteristics are determined 
by two mechanisms, i.e., detrapping and stress induced leakage currents (SILCs). In this 
thesis, origins of detrapping and SILCs have been studied. To understand the previous 
works and the present work, the direct tunneling, the Fowler-Nordheim (FN) tunneling, 
and the Poole-Frenkel (PF) emission are described. To understand the carrier emission 
from the multiple traps in the insulator, the tunnel front model and thermal 
(Poole-Frenkel) emission front model are also described. 

 
The data retention characteristics of flash memories via detrapping are described 

in Chapter 3. Electron detrapping is one of the main causes of data retention in the 
state-of-the-art flash EEPROM. The log (t) dependence of ΔVth is a unique aspect of 
data retention characteristics via electron detrapping. To explain log (t) dependence, we 
have assumed that after electron detrapping, the positive-ionized trap reduces the 
probability of the electrons in the influence area being emitted from their site. Based on 
this assumption, we have developed a model for detrapping that is consistent with the 
experimental results.  
 

Chapter 4 discusses the data retention characteristics of flash memories via 
stress-induced leakage currents (SILCs). A model of the stress-induced leakage currents 
(SILCs) based on the inelastic trap-assisted tunneling (ITAT) is developed by 
introducing a trap with a deep energy level of 3.6eV from the bottom of the conduction 
band. This model can explain both of two field dependencies, i.e., a field dependence of 
the direct tunneling (DT) for A-mode SILC and that of the Fowler-Nordheim (FN) 
tunneling for B-mode SILC by analytical equations of a common form. For simple 
analytical equations, we introduce the most favorable trap position (MFTP), which 
gives the largest contribution to the leakage current. The trap area density for A-mode 
SILC of around 1×1010 cm-2 and the are density of the leakage paths for B-mode SILC 
of 5×102 cm-2 were obtained by comparisons with the experimental results and the 
present model.  

 
Chapter 5 briefly summarizes structures, operations, and reliability issues of 

DRAMs. After brief review of DRAMs, the high density memory cell structures, i.e., a 
stacked capacitor cell (STC cell) and a trench capacitor cell (trench cell), are described. 
Then, the operations of DRAMs are explained, including read, program and refresh 
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operations. The refresh operation is unique for DRAMs. To reduce the power 
consumption and enhance the operation speeds, the refresh time should be as long as 
possible. The refresh time is determined the data retention characteristics of tail bits. 
The origin of the data leakage is p-n junction leakage currents. To understand the 
previous works and the present work, the generalized Shockley-Read-Hall 
recombination currents and gate induced drain leakage (GIDL) currents are described. 

 
The data retention mechanism of DRAMs is described in Chapter 6. A new model 

for the leakage current of a single tail bit of DRAMs is developed. This model can 
explain the leakage current of each tail bit quantitatively. To derive model equations, 
we assume that some bits containing one specific trap become tail bits among all bits in 
a DRAM chip. The variation of the leakage current of tail bits is attributed to the 
fluctuation of the trap level. By introducing the trap level fluctuation model, we have 
successfully reproduced the distribution of the retention time for tail bits. We also have 
obtained a good agreement between model and experimental results of tail distributions 
as functions of process splits and the temperature by using the present model. As an 
example applied by the present model, we estimated the required number of the 
repairable bits for 1G DRAM.  

 
Chapter 7 discusses the origins of leakage currents for flash memories and 

DRAMs. The charge loss of flash memories via detrapping and SILCs are caused by the 
oxide trap of 0.37 [eV] and 3.6 [eV], respectively. Trap levels of 0.37 [eV] and 3.6 [eV] 
are thought to originate in oxygen vacancies of dimer and fourfold configurations, 
respectively. For tail bits of DRAMs, the origin of anomalous leakage of tail bits is the 
silicon trap of 0.68 [eV]. By comparison with the previous data of silicon traps by metal 
contaminations, the elements which show close values of 0.677 [eV] are “Fe” and “Cu”. 
From the failure rate of DRAM cells, the contamination level of 0.01 [ppb] is obtained, 
which is below the purity level of silicon substrates. 
 

The prospects for conventional and emerging memories are remarked in Chapter 
8. Conventional memories, including NOR and NAND type flash memories, and 
DRAMs, would be believed that the data retention would be more serious problem for 
the future applications. Therefore, the new memories of the retention-problem-free are 
proposed including Ferroelectric RAMs (FeRAMs), Magnetoresistive RAMs (MRAMs) 
and Phase-Change RAMs (PRAMs). FeRAMs, MRAMs and PRAMs store the 
information via the polarization of the ferroelectric film, the magnetization of the 
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magnetic tunnel junction (MTJ), the phases, i.e., crystalline or amorphous, of the 
Chalcogenide glass, respectively. These emerging memories possess nearly ideal 
properties, i.e., superior data retention, fast random access, virtually unlimited usage. 
Excellent functional properties of the new memories offer possibilities to displace the 
existing memories or create the new types of applications. 

 
Finally, in Chapter 9, conclusions of the thesis are described. The data retention of 

flash memories can be attributed to the detrapping from the trap with an energy level of 
0.37 [eV] as well as the stress induced leakage currents (SILCs) via 3.6 [eV] trap in the 
oxide layer. The origins of these traps can be attributed to the oxygen vacancies. 
Oxygen vacancies basically exist in the oxide and are hardly removed. On the other 
hand, the retention of DRAMs originates 0.68 [eV]-trap in the Si p-n junction. This trap 
can be ascribed to the contaminated Fe atoms on the concentration order of 0.01 [ppb]. 
This level of contamination is below the purity of the silicon substrate. As a result, we 
can not remove these fundamental origins of charge loss for both flash memories and 
DRAMs. Therefore, development of new semiconductor memories including FeRAMs, 
MRAMs and PRAMs, are crucial in near future. 
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Introduction 

 

 
Summary 
     In this chapter, the purpose of the present research and the outline of the thesis are 
described, after brief review of the semiconductor memories. The purpose of the present 
research is to understand the mechanisms and origins of the data retentions and to 
propose the methodologies of ultimate control over the data retention.  To understand 
the origins of the data retention, simple analytical models have been proposed based on 
models of data retention mechanisms. By comparisons between models and experiments, 
physical parameters associated with the origins of the charge loss are extracted. I will 
identify the origins of the charge loss by assessing the extracted physical parameters. 
The prospects of DRAM and flash memories from the aspect of the data retention are 
discussed based on the present studies. 
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1.1 Semiconductor Memories 
     Semiconductor devices have a variety of products, including micro-control units 
(MCUs), micro-processing units (MCPs), system LSIs, analog devices, discrete devices, 
memories and so on [1-5]. Semiconductor memories can be divided into two main 
categories: random-access memories (RAMs) and read-only memories (ROMs). Once 
the power supply is switched off, the former loses stored information and the latter 
keeps stored information and for that reason RAMs are categorized to volatile and 
non-volatile memories, respectively. 
     RAMs are sorted into dynamic random-access memories (DRAMs) and static 
random-access memories (SRAMs), as shown in Fig. 1 [1]. DRAMs have been used as 
the main memories for personal computers. SRAMs have been used as the cash 
memories for a variety of applications. DRAMs of 1K bit memories were 
commercialized on 1971 by Intel Corp. and were used as the main memory of the 
computer. DRAMs use the capacitor as the storage node of the data. Because the data 
stored in the capacitor disappears for a short time, the re-write of the data is required 
within a certain period, which is called as the refresh action. The memory is always 
active during the refresh action, so the terminology of “dynamic” RAM is determined. 
DRAMs of Intel Corp. consists of one capacitor and three transistors. Meanwhile 
DRAMs of 4K bit was commercialized by TI. DRAMs of TI Corp. consists of one 
capacitor and one transistor, which becomes the standard structure of DRAMs memory 
cell. From this time, the memory size of DRAMs has been four times lager on every 
DRAMs generation. Here one generation of DRAMs is around three years. DRAMs 
represent the main portion of the memory market, around 25000M$/year, as shown in 
Fig. 1-2. The market of SRAMs is about one tenth for those of DRAMs. 
     Nonvolatile memories are categorized to mask read-only memories (MROMs), 
electrically programmable read-only memories but erasable via ultraviolet 
(UV-EPROMs), electrically erasable and programmable read-only memories 
(EEPROMs) and Flash EEPROMs (flash memories), as shown in Fig. 1 [2].  
UV-EPROMs and EEPROMs are manufactured for specific applications only, since the 
use larger areas and, therefore, are more expensive. At the end of the 1980’s, flash 
memories were supposed to replace EPROM’s rapidly in ever applications. This was not 
the case, mainly due to reliability problems in the early stage. On the other hand, 
realization of a new generation of flash memories that can be erased by blocks of 
different sizes encourages new applications such as data storages, silicon audios and so 
on. The market share of nonvolatile memories has been continuously growing in the 
past few years, and a further growth in the near future is foreseen, especially for flash 
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memories. The market of flash memories is estimated to be around 15000M$/year, as 
shown in Fig. 1-2. The market share of DRAMs and flash memories is about 90% 
among all kinds of memory devices, as shown in Fig. 1-2.  

Recently, new types of non-volatile memories are proposed to overcome the road 
stops of the conventional semiconductor memories, i.e., ferroelectric random access 
memories (FeRAMs), magnetoresistive random access memories (MRAMs) and phase 
change random access memories (PRAMs). These emerging types of non-volatile 
memories are discussed in the last section. 

Table 1-1 lists equivalent circuits, storage nodes, storage elements, and data 
retentions of the conventional semiconductor memories. For writing each bit of DRAMs, 
both the word line (WL) and the bit line (BL) are set to “high”, and the BL information 
is stored to the capacitor via charges. For writing each bit of SRAMs, WL, BL and BL  
are set to “high”, “high” and “low”, respectively, and the information of BLs is stored to 
the flip-flop via currents. For writing each bit of flash memories, WL and BL are set to 
“high” and “low”, respectively. The information of BL is stored to the floating gate via 
charges. DRAMs and flash memories store charges in capacitors and floating gates, 
respectively. Actually, the stored charges must disappear in the course of time via some 
leakage paths or mechanisms. This phenomenon is called as the data retention. The data 
retention is one of the most important reliability issues of both DRAMs and flash 
memories as the memory devices.  

Some important properties for the conventional semiconductor memories are 
summarized in Table 1-2, including endurances, write speeds, read speeds, cell sizes, 
densities, power supply voltages, program voltages, applications and refresh operations. 
Small cell sizes, high densities, low program voltages are advantages of DRAMs, while 
the requirement of refresh operations is disadvantage. SRAMs are superior to high 
read/write speeds and low program voltages. However, big cell sizes and low densities 
are disadvantage of SRAMs. Flash memories have advantages for small cell sizes and 
the high densities and, however, are inferior to low endurances and high program 
voltages. An individual application of the conventional semiconductor memories is 
determined by taking these advantages and disadvantages into account. DRAMs, 
SRAMs, flash memories are mainly used as main memories, cash memories, data 
storages, respectively, for PC, portable cellular, and so on. 

Both DRAMs and flash memories store electronic charges as the data. Therefore, 
one of the most critical reliability issues is the data retention characteristics attributed to 
electron leakage. The data retentions of DRAMs and flash memories are crucial for 
applications of huge-data-storage. Recently, applications of these memories are growing 
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as the embedded memories for the micro control units (MCUs) and the system on chips 
(SoCs). Almost all semiconductor companies have strong concerns about the data 
retention of DRAMs and flash memories.  

Mechanisms of the data retention of DRAMs and flash memories, however, have 
not been clarified to date. For manufacturing of reliable semiconductor memories of 
high quality, we should measure, analyze, improve and control over the data retention 
characteristics. Under the current circumstances, we must repeat to improve the data 
retention characteristics for every product generation by using the conventional ways. 
The conventional methodologies to improve the retention characteristics are empirically 
obtained. By shrinking of memories, the conventional methodologies have been less 
efficient. Therefore, new methodologies of the ultimate control over the data retention 
characteristics are required. For this purpose, the origins of the data retention 
characteristics should be clarified. However, the data retention mechanisms of DRAMs 
and flash memories are still under discussions. In the present thesis, I will disclose the 
origins of the data retention characteristics and discuss the prospective of the 
conventional memories, i.e, DRAMs and flash memories.  
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■Volatile Random Access Memory
- DRAM (Dynamic Random Access Memory)
- SRAM (Static Random Access Memory)

■ Non Volatile Memory (Conventional type)
- MROM (Mask Read Only Memory)
- UV-EPROM (Ultra-Violet Erasable Programmable Read Only Memory )
- EEPROM (Electrically Erasable Programmable Read Only Memory )
- Flash EEPROM (NOR-type, NAND-type, MONOS-type)

■ Non Volatile Memory (Emerging type)
- FeRAM (Ferroelectric Random Access Memory )
- MRAM (Magnetoresistive Random Access Memory)
- PRAM (Phase change Random Access Memory)

■Volatile Random Access Memory
- DRAM (Dynamic Random Access Memory)
- SRAM (Static Random Access Memory)

■ Non Volatile Memory (Conventional type)
- MROM (Mask Read Only Memory)
- UV-EPROM (Ultra-Violet Erasable Programmable Read Only Memory )
- EEPROM (Electrically Erasable Programmable Read Only Memory )
- Flash EEPROM (NOR-type, NAND-type, MONOS-type)

■ Non Volatile Memory (Emerging type)
- FeRAM (Ferroelectric Random Access Memory )
- MRAM (Magnetoresistive Random Access Memory)
- PRAM (Phase change Random Access Memory)

 
 

Fig. 1-1 Semiconductor Memories 
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Table 1-1 Brief summary of conventional semiconductor memories. 
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Table 1-2 Properties of conventional semiconductor memories. 
 
 

DRAM SRAM Flash(NOR) Flash(NAND)

Endurance >1015 >1015 105-106 105-106

Write 15n-50n 1n-100n 10µs/B 10MB/s

Read 15n-50n 1n-100n 20n-100n >10MB/s

Cell Size 10F2 40F2 12F2 6F2

Density 512M/1G 36M/72M 256M/512M 4G/8G

Power supply
voltage 1.8V-2.5V 1.2V-1.8V 1.8V-2.7V 1.8V-2.7V

Program
voltage 1.8V-2.5V 1.2V-1.8V 10V 18V

Aplication PC/Cellular PC/General Embedded
(General)

Memory
card

Refresh Neccesary Non Non Non

Volatile RAM  Non Volatile RAM
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1.2 Purpose of research  
The purpose of the present research is to understand the mechanisms and the 

origins of the data retention characteristics and to propose the methodologies of the 
ultimate control over the data retention of semiconductor memories. The details are 
summarized as follows: 

 
(1) The data retention characteristics of flash memories are determined by two 
mechanisms, i.e., the detrapping and stress induced leakage currents (SILCs). The data 
retention of DRAMs is dominated by the junction leakage of tail bits. At the first step, I 
will specify mechanisms for the detrapping, SILCs, and the junction leakage of tail bits. 
 
(2) To verify the present mechanisms, I will derive simple analytical models for the 
detrapping, SILCs, and the junction leakage of tail bits. The present mechanisms will be 
verified by comparisons between simple analytical models and experimental results. 
 
(3) The origins of the detrapping, SILCs, and the junction leakage of tail bits should be 
specified to ultimate control over the data retention. For this purpose, physical 
parameters associated with origins of the detrapping, SILCs, and the junction leakage of 
tail bits will be extracted by comparisons between simple analytical models and 
experimental results. I will identify the origins of the detrapping, SILCs, and the 
junction leakage of tail bits by assessing the extracted physical parameters by referring 
the previous studies. 
 
(4) Finally, I will discuss prospects of flash memories and DRAMs from the aspects of 
the data retention based on the present studies. Especially I will discuss the possibility 
to ultimate control over the origins of the detrapping, SILCs, and the junction leakage of 
tail bits, which will suggest the importance of studies for emerging memories. 
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1.3 Outline of thesis  
This thesis consists of nine chapters. From Chapter 2 to Chapter 4, the data 

retention of flash memories is discussed. In Chapter 2, the structure, operation and 
reliability of flash memories are briefly described. As the nonvolatile memory, the data 
retention is one of the most important reliability issues for flash memories. The data 
retention characteristics of flash memories are determined of two mechanisms, i.e., 
detrapping and stress induced leakage currents (SILCs). During the program/erase 
cycles, electrons are trapped inside the tunnel oxide, and multiple-trap-paths between 
the floating gate and the silicon substrate are generated. The threshold voltage shift via 
the emission of the trapped electron is called as the data retention characteristics via the 
detrapping. In Chapter 3, the mechanism of the data retention characteristics via 
detrapping is discussed. The electron flow out through the multiple-trap-path is called as 
the data retention via SILCs. In Chapter 4, the mechanism of the data retention 
characteristics via SILCs is discussed. In Chpater 3 and Chapter 4, the origin of the 
electron trap and the multiple-trap-path is specified. 
     From Chapter 5 to Chapter 6, the data retention characteristics of DRAMs are 
discussed. In Chapter 5, the structure, operation and reliability of DRAMs are briefly 
described. Electrons stored to the capacitors flow out via some leakage mechanisms. 
The refresh operation is required to retain the information. Performances of the refresh 
operations govern the speed and the power consumption of DRAMs. The performance 
of the refresh operation is determined by tail bits which show the anomalous leakage 
characteristics among all bits in a DRAM chip. To attain the speculation of the refresh 
operation, the retention characteristics of tail bits should be improved. In Chapter 6, the 
mechanisms of the data retention are discussed. To derive model equations, I assume 
that some bits containing one specific trap become tail bits among all bits in a DRAM 
chip. The variation of the leakage current of tail bits is attributed to the fluctuation of 
the trap level. 
     In Chapter 7, origins of data retentions characteristics for both flash memories 
and DRAMs are discussed. For flash memories, oxygen vacancies play important roles 
to the data retention characteristics. The oxygen vacancies of the dimer configurations 
and the four-folded configurations are the origins of the data retention characteristics via 
detrapping and SILCs, respectively. In Chapter 8, prospects for conventional and 
emerging memories are discussed. The data retention characteristics will become the 
roadblock for scale down of the conventional memories. Therefore, the new memories 
of retention-problem-free have been proposed, i.e., Ferroelectric RAMs (FeRAMs), 
Magnetoresistive RAMs (MRAMs), and Phase change RAMs (PRAMs). These 
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memories are briefly explained in this chapter. Finally, in Chapter 9, conclusions of this 
thesis are described.  
     The detail summaries of each chapter are as follows: 
 

The brief review of the semiconductor memories, the purpose of the present 
research and the outline of the thesis are described in Chapter 1. The purpose of the 
present research is to understand the mechanisms and origins of the data retentions and 
to propose the methodologies of ultimate control over the data retention.  To 
understand the origins of the data retention, simple analytical models have been 
proposed based on models of data retention mechanisms. By comparisons between 
models and experiments, physical parameters associated with the origins of the charge 
loss are extracted. I will identify the origins of the charge loss by assessing the extracted 
physical parameters. The prospects of DRAM and flash memories from the aspect of the 
data retention are discussed based on the present studies.  
 

Chapter 2 briefly summarizes the structures, operations, and reliability issues of 
flash memories. After quick review of the history for flash memories, the cell structures 
and their operations, i.e., program, erase and read, are explained, including NOR-type, 
NAND-type and AND-type flash memories. For flash memories, the most critical 
reliability issue is the data retention. The data retention characteristics are determined 
by two mechanisms, i.e., detrapping and stress induced leakage currents (SILCs). In this 
thesis, origins of detrapping and SILCs have been studied. To understand the previous 
works and the present work, the direct tunneling, the Fowler-Nordheim (FN) tunneling, 
and the Poole-Frenkel (PF) emission are described. To understand the carrier emission 
from the multiple traps in the insulator, the tunnel front model and thermal 
(Poole-Frenkel) emission front model are also described. 

 
The data retention characteristics of flash memories via detrapping are described 

in Chapter 3. Electron detrapping is one of the main causes of data retention in the 
state-of-the-art flash EEPROM. The log (t) dependence of ΔVth is a unique aspect of 
data retention characteristics via electron detrapping. To explain log (t) dependence, I 
have assumed that after electron detrapping, the positive-ionized trap reduces the 
probability of the electrons in the influence area being emitted from their site. Based on 
this assumption, I have developed a model for detrapping that is consistent with the 
experimental results.  
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Chapter 4 discusses the data retention characteristics of flash memories via 
stress-induced leakage currents (SILCs). A model of the stress-induced leakage currents 
(SILCs) based on the inelastic trap-assisted tunneling (ITAT) is developed by 
introducing a trap with a deep energy level of 3.6eV from the bottom of the conduction 
band. This model can explain both of two field dependencies, i.e., a field dependence of 
the direct tunneling (DT) for A-mode SILC and that of the Fowler-Nordheim (FN) 
tunneling for B-mode SILC by analytical equations of a common form. For simple 
analytical equations, I introduce the most favorable trap position (MFTP), which gives 
the largest contribution to the leakage current. The trap area density for A-mode SILC 
of around 1×1010 cm-2 and the are density of the leakage paths for B-mode SILC of 
5×102 cm-2 were obtained by comparisons with the experimental results and the present 
model.  

 
Chapter 5 briefly summarizes structures, operations, and reliability issues of 

DRAMs. After brief review of DRAMs, the high density memory cell structures, i.e., a 
stacked capacitor cell (STC cell) and a trench capacitor cell (trench cell), are described. 
Then, the operations of DRAMs are explained, including read, program and refresh 
operations. The refresh operation is unique for DRAMs. To reduce the power 
consumption and enhance the operation speeds, the refresh time should be as long as 
possible. The refresh time is determined the data retention characteristics of tail bits. 
The origin of the data leakage is p-n junction leakage currents. To understand the 
previous works and the present work, the generalized Shockley-Read-Hall 
recombination currents and gate induced drain leakage (GIDL) currents are described. 

 
The data retention mechanism of DRAMs is described in Chapter 6. A new model 

for the leakage current of a single tail bit of DRAMs is developed. This model can 
explain the leakage current of each tail bit quantitatively. To derive model equations, I 
assume that some bits containing one specific trap become tail bits among all bits in a 
DRAM chip. The variation of the leakage current of tail bits is attributed to the 
fluctuation of the trap level. By introducing the trap level fluctuation model, I have 
successfully reproduced the distribution of the retention time for tail bits. I also have 
obtained a good agreement between model and experimental results of tail distributions 
as functions of process splits and the temperature by using the present model. As an 
example applied by the present model, I estimated the required number of the repairable 
bits for 1G DRAM.  
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Chapter 7 discusses the origins of leakage currents for flash memories and 
DRAM. The charge loss of flash memories via detrapping and SILCs are caused by the 
oxide trap of 0.37 [eV] and 3.6 [eV], respectively. Trap levels of 0.37 [eV] and 3.6 [eV] 
are thought to originate in oxygen vacancies of dimer and fourfold configurations, 
respectively. For tail bits of DRAM, the origin of anomalous leakage of tail bits is the 
silicon trap of 0.68 [eV]. By comparison with the previous data of silicon traps by metal 
contaminations, the elements which show close values of 0.677 [eV] are “Fe” and “Cu”. 
From the failure rate of DRAM cells, the contamination level of 0.01 [ppb] is obtained, 
which is below the purity level of silicon substrates. 
 

The prospects for conventional and emerging memories are remarked in Chapter 
8. Conventional memories, including NOR and NAND type flash memories, and 
DRAMs, would be believed that the data retention would be more serious problem for 
the future applications. Therefore, the new memories of the retention-problem-free are 
proposed including Ferroelectric RAMs (FeRAMs), Magnetoresistive RAMs (MRAMs) 
and Phase-Change RAMs (PRAMs). FeRAMs, MRAMs and PRAMs store the 
information via the polarization of the ferroelectric film, the magnetization of the 
magnetic tunnel junction (MTJ), the phases, i.e., crystalline or amorphous, of the 
Chalcogenide glass, respectively. These emerging memories possess nearly ideal 
properties, i.e., superior data retention, fast random access, virtually unlimited usage. 
Excellent functional properties of the new memories offer possibilities to displace the 
existing memories or create the new types of applications. 

 
Finally, in Chapter 9, conclusions of the thesis are described. The data retention of 

flash memories can be attributed to the detrapping from the trap with an energy level of 
0.37 [eV] as well as the stress induced leakage currents (SILCs) via 3.6 [eV] trap in the 
oxide layer. The origins of these traps can be attributed to the oxygen vacancies. 
Oxygen vacancies basically exist in the oxide and are hardly removed. On the other 
hand, the retention of DRAMs originates 0.68 [eV]-trap in the Si p-n junction. This trap 
can be ascribed to the contaminated Fe atoms on the concentration order of 0.01 [ppb]. 
This level of contamination is below the purity of the silicon substrate. As a result, we 
can not remove these fundamental origins of charge loss for both flash memories and 
DRAMs. Therefore, development of new semiconductor memories including FeRAMs, 
MRAMs and PRAMs, are crucial in near future. 
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Summary  

In this chapter, structures, operations, and reliability issues of flash memories are 
briefly reviewed. After quick review of the history for flash memories, the cell 
structures and their operations, i.e., program, erase and read, are explained, including 
NOR-type, NAND-type and AND-type flash memories. For flash memories, the most 
critical reliability issue is the data retention. The data retention characteristics are 
determined by two mechanisms, i.e., detrapping and stress induced leakage currents 
(SILCs). In this thesis, origins of detrapping and SILCs have been studied. To 
understand the previous works and the present work, the direct tunneling, the 
Fowler-Nordheim (FN) tunneling, and the Poole-Frenkel (PF) emission are described. 
To understand the carrier emission from the multiple traps in the insulator, the tunnel 
front model and thermal (Poole-Frenkel) emission front model are also described.
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2.1 Introduction 
     The first modern flash memories are proposed at 1984 International Electron 
Devices Meeting by Masuoka et al. [1-3]. At present, the name flash memories is used 
for all EEPROM in which all or a large number of cells, called a block or a page, are 
erased at the same time. 
     Flash memories array reported is based on an EPROM array. It has similar high 
density, low cost and high reliability advantages of EPROMs. The challenge in flash 
memories is to learn how to remove electrons from the floating gate by an electrical 
process instead of UV light illuminations used for EPROMs. The advantage of flash 
memories is that the erase time is less than 1 second, while the erase time for 
UV-EPROMs is about 10 minutes. Moreover, UV-EPROMs require expensive packages 
because of UV transparent quartz windows, and it must be taken out of the system for 
erasure. Flash memories, however, can be packaged in small, inexpensive plastic 
packages and reprogrammed in-system. The limitation of flash memories compared to 
traditional EEPROMs is that many bytes are erased simultaneously, instead of a single 
byte at a time. 
     In 1985, Mukherjee et al. proposed a source-erase type of flash memory cell 
called the stacked gate cell [4], as shown in Fig. 2-1. The structure of this cell is the 
same as that of the stacked gate UV-EPROMs, with two modifications: (1) the source 
junction is graded to support the high voltage during erase, and (2) the gate oxide is 
considerably thinner than UV-EPROMs to allow Fowler-Nordheim carrier tunneling 
during erase. Since 1985, the stacked gate cell has become the volume shipment leader 
of flash memories. Several variations of the stacked gate cell have been reported [5-9]. 
     In 1987, Masuoka et al. proposed a NAND structured cell [10] to reduce the cell 
size of conventional NOR structures [1-4]. This structure reduces the cell size without 
scaling the device dimensions. The conventional NOR structures has one-half contact 
per bit. However, for a NAND structured cell, only one-half contact hole is required per 
one NAND structure of 8 bits. As a result, the NAND cell can realize a smaller cell area 
per bit than the current EPROM [11-12]. 

After that, several other cell structure and array architecture have been disclosed, 
i.e., AND [13], DINOR [14], and HICR [15]. In a last few years, cell structures 
converge to NOR and NAND types. NOR and NAND type have been applied to 
program storages of micro control units (MCUs) and high volume data storages, 
respectively. 



2. Structure, operation and reliability of flash memories 

18 

 
 
 
 
 
 

 
 
 

n+

n-

n+

p

p+

Floating Gate Control Gate

Tunnel oxide

n+ n+

p

Floating Gate Control Gate

(a) (b)

n+

n-

n+

p

p+

Floating Gate Control Gate

Tunnel oxide

n+ n+

p

Floating Gate Control Gate

(a) (b)  
Fig. 2-1 Top view and cross-section view along the word-line and bit-line of 

NOR cells. 
 



2. Structure, operation and reliability of flash memories 

19 

2.2 Cell structures of flash memories and their operations 
2.2.1 NOR structure and its operation  
     Figure 2-2 shows a top view and cross-section views along the word-line and 
bit-line directions [16]. The drain region consists of an n+ S/D diffusion, which is 
aligned with the edge of the control gate (poly 2). The source region consists of an n+ 
S/D diffusion, which overlaps the floating gate (poly 1). A cell implant beneath the 
floating gate is used to control the intrinsic cell threshold (Vt) and the punch-through 
voltage. The control gate is separated from the channel by a 40 [nm] oxide. The floating 
gate is separated from the channel and the source diffusion by a thermally grown 15nm 
gate oxide. The floating gate is separated from the control gate by a 40nm oxide on the 
side-wall and a 200 [nm] oxide vertically between the control and the floating gates. A 
silicide or policide can be formed on the control gate to reduce the poly word-line 
resistance.  

Figure 2-3 shows the cell array schematic by the equivalent circuit and the 
condition for the memory cell terminal during erase, program and read operations. A 
common source is used for each page; that is, each pair of bits sharing a common source 
along a row pair (even plus odd row). Programming is either byte by byte individually 
or for all bytes within the same page simultaneously. 
     The cell is erased by the F-N tunneling of electrons from floating gate through 
inter-poly oxide. During erase, the source and drain are grounded and the word-line is 
raised to 14 [V]. The conduction for the erase is given in Fig. 2-4. The low coupling 
ratio between the control gate and the floating gate provides a significant voltage drop 
across the inter-poly oxide. A high field is generated primarily in the area of the 
tunneling injector. Charge transfer is very rapid and is eventually limited by the 
accumulation of the positive charge on the floating gate. This positive charge raises the 
floating gate voltage such that there is the insufficient voltage drop of the poly-to-poly 
dielectric to sustain the FN tunneling. The removal of the charge can leave a net positive 
charge on the floating gate. The positive charge on the floating gate reduces the memory 
cell’s threshold voltage to about the control gate Vt. 
     The cell is programmed using high-efficiency source-side channel hot-electron 
injection. The conditions for programming are given in Fig. 2-4. During the 
programming, a voltage of approximately Vt volts is placed on the control gate via the 
word-line. This is sufficient to turn on the channel under the select portion of the control 
gate. The drain is at approximately Vss if the cell is to be programmed. If the drain is at 
Vcc, programming is inhibited. The drain voltage is transferred across the select channel 
because of the voltage on the control gate. The source is at approximately 12 [V]. The 
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source to drain voltage differential generates channel hot electrons. The source voltage 
is capacitively coupled to the floating gate. The electric field between the floating gate 
and the channel sweeps the channel hot electrons that cross the Si-SiO2 barrier height of 
approximately 3.2 [V] to the floating gate very efficiently. The programming effect is 
eventually self-limiting as negative charge accumulates on the floating gate.  
 



2. Structure, operation and reliability of flash memories 

21 

Source

Drain (BL)

Floating gate
(Poly1)

Control gate
(Poly2)

p
n+ n+

Floating gate

Control gateOxide

Floating gate

Control gate

Source

Drain (BL)

Floating gate
(Poly1)

Control gate
(Poly2)

p
n+ n+

p
n+ n+

Floating gate

Control gateOxide

Floating gate

Control gate
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          Fig. 2-3 Equivalent circuit and operations of NOR flash memory. 
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Fig. 2-4 Program and erase of NOR flash memory. 
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2.2.2 NAND structure and its operation 
     Figure 2-5 shows the layout and the equivalent circuit of NAND structured cell. 
As shown in this figure, NAND structured cell arrange eight or sixteen memory 
transistors in series which are sandwiched between two select gates, the select gate 1 
and the select gate 2. The select gate 1 ensures selectivity, and the select gate 2 prevents 
the cell current from passing during a programming operation. The floating gate and the 
control gate are made of a first-level poly-silicon and a second-level poly-silicon, 
respectively. The dielectric between the floating gate and the control gate is an 
Oxide/Nitride/Oxide (ONO) stack. 
     Figure 2-6 shows the cross sectional view of NAND structured cell. The 
peripheral CMOS circuitry and NAND cell array are located in different p-wells which 
are electrically isolated from each other. The peripheral circuitry is fabricated in p-well 
(1). NAND cell arrays are located in p-well (2). In an erase operation, p-well (2) is 
raised to 20 [V] and p-well (1) is always grounded. Thus, p-well (2) can be biased to 
erase voltage, Vpp, during erase, while keeping p-well (1) and the n-well of the 
peripheral circuitry at “low” voltage, Vss, and “high” voltage, Vcc, respectively. 
     Figure 2-7 shows the equivalent circuit and operating conditions during program, 
erase and read. The reading method is essentially the same as that of NAND-type 
MASK ROM. Erased cells, “0”, have a negative threshold voltage, and programmed 
cells, “1”, have a positive threshold. Zero volts is applied to the control gate of the 
selected memory cell, while 5 [V] are applied to the gates of the other cells. Therefore, 
all of the other memory transistors, except for the selected transistor, serve as transfer 
gates. As a result, in the case where a “0” is being written, the memory transistor is in 
the depletion mode, and current flows. On the other hand, current does not flow in the 
case where a “1” is being written because the memory transistor is in the enhancement 
mode. The state of the cell is detected by a sense amplifier that is connected to the 
bit-line. 
     In the erase operation, all control gates are grounded, 20 [V] are applied to the 
n-substrate and p-well (2), and the source and bit-lines are floating, as shown in Fig. 2-8. 
Erasing can be performed on the whole chip or selected blocks. Electrons are emitted 
from the floating gate to p-well (2) by FN tunneling, and the Vt of the erased cells 
becomes negative. During the erase operation, there is no voltage difference between 
the n+-drain and p-well (2). Therefore, the gated-diode breakdown between the n+-drain 
and p-well (2) does not occur. For 16MB NAND flash memory, the minimum erase 
block is 4KB. The typical erase time is 10ms (2.5μs/byte).  
     In the program operation, p-well (2) is grounded, 20 [V] is applied to the selected 
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control gate, and a 10 [V] is applied to the unselected control gates. Electrons are 
injected from p-well (2) to the floating gate by F-N tunneling, as shown in Fig. 2-8. The 
Vt of the selected cell becomes positive. The Vt of the unselected cell remains negative 
because the voltage across the tunnel oxide is inadequate to start the tunneling current. 
In this case, while a 10 [V] is applied between the n+-drain and p-well (2) for unselected 
bit lines, gated-diode breakdown does not occur because the control gate is biased at 10 
[V]. In both erase and program operations, the gated-diode break down is suppressed 
entirely. As a result, all high voltages are internally generated easily from a 5 [V] power 
supply through charge-pump circuits because there is no breakdown leakage current. 
Furthermore, oxide degradation [17] from hole trappings, due to gated-diode breakdown, 
is avoided. This result is improved program/erase endurance. 
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Fig. 2-5 Top view and equivalent circuit of NAND structured cell. 
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Fig. 2-7 Equivalent circuit and operation voltage of NAND flash memory 
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Fig. 2-8 Program and erase of NAND flash memory. 
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2.2.3 AND structure and its operation 
     Program and erase operations of the AND cell [18] are performed by F-N 
tunneling. The memory cell is programmed through the drain by tunnel injection of 
electrons and is erased by tunnel injection from the whole channel region, as shown in 
Fig. 2-9. The schematic diagram of this contact-less memory array and the program/ 
erase scheme are shown in Fig. 2-10. The memory cells are arranged in parallel between 
each pair of local data- and source-lines, and select transistor 1 and select transistor 2 
are switches for connecting and disconnecting the target block to a global data-line and 
a common source-line, respectively. Both the local data-line and source-line are 
n+-diffusions. Internal operating voltages applied to the selected word-line, -9 [V] for 
programming and +13 [V] for erasing, are generated from the single 3 [V] power supply 
voltage by on-chip voltage converters. The rewrite size is as small as 512 bytes (which 
corresponds to memory cells connected to each word-line), suitable for various silicon 
file applications. Each local source-line is disconnected from the common source-line 
when programming to allow program inhibit for the cells connected to the unselected 
word-lines. Adjacent bit-lines are separated by field oxide isolation. 
     The AND cell and the NAND cell is applied to the silicon data storage. The 
NAND cell is commercialized by Toshiba Corp. and Sumsung Electronics, while the 
AND cell is commercialized by Renesas Technology. In 2005, Renesas Technology 
retreated from the flash business. Therefore, the AND cell has disappeared from the 
market. 
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Fig. 2-9 Program and erase of AND flash memory. 
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Fig. 2-10 Equivalent circuit and operations of AND flash memory. 
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2.5 Data retention 
     By programming or erase, threshold voltages of each memory cells are set to 
designed levels, i.e., “0” or “1” level. Threshold voltage, Vth, after programming or 
erasing should not shift beyond specifications. Specifications of Vth-shift are determined 
under some conditions, i.e., number of program/erase cycles, cycling temperatures, bake 
temperatures, bake times and gate voltages during bakes. Here, the shifts of threshold 
voltages under predetermined conditions are called as the data retention characteristics. 
For example, a modern flash memory cell stores on the order of a thousand electrons in 
its floating gate. The cell will, therefore, lose data within a few years if the floating gate 
loses only one electron a day, i.e., leakage current of about 10-24 [A]. No other kind of 
semiconductor devices has such a stringent leakage requirement. Simply put, the 
dielectric surrounding the floating gate must be nearly perfect. 
     The capability of the data retention is drastically deteriorated after program/erase 
cycles. For the data storage applications, the data retention is assessed after 104 
program/erase cycles. Holding temperatures for assessments of the data retention are the 
room temperature and the high temperature of around 125˚C because the data retention 
mechanisms are different depending on the temperature. The reason why the data 
retention is drastically deteriorated is the degradation of the tunnel oxide by 
program/erase cycles. During program/erase cycles, many defects are generated inside 
the tunnel oxide via some mechanisms.  

Many studies for the data retention of flash memories have been done [20-35] and 
it is general consensus that two mechanisms are dominant for the data retention 
characteristics. One is the detrapping [36, 37], and the other is the B-mode SILCs [38]. 
The detrapping and the B-mode SILCs are also called as the transient SILCs and the 
soft break down, respectively.  

Figure 2-11 shows the two mechanisms of the data retention. After 104 
program/erase cycles, many defects are generated inside the tunnel oxide. Almost all 
defects would trap electrons. Statistically, the multiple trap paths would be generated at 
the weak spot of the tunnel oxide. The threshold voltage, Vt, shifts via emissions of 
trapped electrons, i.e., the detrapping, and/or outflows of electrons inside the floating 
gate through the multiple trap path, i.e., B-mode SILC.  

Figure 2-12 shows the cumulative plot for Vt of all cells as a function of holding 
times. Here, holding temperature is 125 [˚C]. This figure shows the typical Vt shift via 
the detrapping. The cumulative plots show the parallel shifts, which means Vt of almost 
all cells shift by high temperature holding. Therefore, all cells involve electron traps 
inside the tunnel oxides. Figure 2-13 also shows the cumulative plot for Vt of all cells as 
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a function of holding times. Here, holding temperature is the room temperature (R.T.). 
This figure shows the typical Vt shift via the B-mode SILC. The small portion of the 
flash cells shows the large Vt shift. Therefore, the very small portion of flash memory 
cells involves the multiple-trap-path. 
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Fig. 2-11 Two mechanisms of the data retention. 
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Fig. 2-12 Cumulative plot for Vt of all cells as a function of holding times.  
This figure shows the typical Vt shift via detrapping.  
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Fig. 2-13 Cumulative plot for Vt of all cells as a function of holding times.  
This figure shows the typical Vt shift via the B-mode SILCs.  
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2.4 Charge emission mechanisms 
2.4.1 Direct tunneling, FN-tunneling and PF-emission 
     The direct tunneling (DT) tunneling has been studied extensively in MOS 
structures where it has been shown to be the dominant current mechanism, especially 
for thin oxides. The tunneling probability, Pt, can be given by the 
Wentzel-Kramers-Brillouin (WKB) method [39]: 
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⎡−≈ ∫

2
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)(2exp
x

xt dxxkP ,  (2-1) 

 
where |k(x)| is the absolute value of the wave vector of the carrier in the barrier, and x1 
and x2 are the classical turning points. 
     For the direct tunneling as shown in Fig. 2-14 (a), k(x) is described by 
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where E0 is the band offset between conduction band of silicon and SiO2, F the field 
applied to SiO2, and m* the effective mass of electrons. As shown in Fig. 2-14 (a), x1=0 
and x2=Tox. Substituting Eq. (2-2) to (2-1), the probability of the direct tunneling is 
obtained: 
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The direct tunneling current can be obtained by introducing the suitable pre-factor. For 
example,  
 

DTDT PqnJ
τ

=  (2-4) 

 
where τ is the relaxation time and n is the electron area density. 

Fowler-Nordheim (FN) tunneling has been studied extensively in MOS structures 
where it has been shown to be the dominant current mechanism, especially for thick 
oxides. The basic idea is that quantum mechanical tunneling from the adjacent 
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conductor into the insulator limits the current through the structure. Once the carriers 
have tunneled into the insulator they are free to move within the valence or conduction 
band of the insulator. The calculation of the current is based on the WKB approximation. 
For the case of FN tunneling probability, x1=0 and x2=E0/qF, as shown in Fig. 2-14 (b). 
Substituting (2-2) to (2-1), we can obtain 
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The tunneling current is obtained from the product of the carrier charge, velocity and 
density. The velocity with which on average the carriers approach to the barrier equals 
the Richardson velocity, νR, while the carrier density equals the density of available 
electrons at the barrier, n. The tunneling probability multiplied with the Richardson 
velocity and the carrier density yields: 
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The tunneling current, therefore, depends exponentially on the barrier height to the 3/2 
power. 

Finally, the Poole-Frenkel (PF) emission model is explained. The expression for 
Fowler-Nordheim tunneling implies that carriers are free to move through the insulator. 
Whereas this is indeed the case in thermally grown silicon dioxide it is frequently not so 
in deposited insulators, which contain a high density of structural defects. Silicon nitride 
(Si3N4) is an example of such material. The structural defects cause additional energy 
states close to the band edge, called traps. These traps restrict the current flow because 
of a capture and emission process, thereby becoming the dominant current mechanism, 
as shown in Fig. 2-14 (c). The current is a simple drift current described by 
  
 FqnJ PF μ= , (2-7) 
 
where μ is the mobility. The carrier density depends exponentially on the depth of the 
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trap, which is corrected for the electric field 
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The total current then equals: 
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The existence of a large density of shallow traps in CVD silicon nitride makes 
Poole-Frenkel emission a frequently observed and well-characterized mechanism. 
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Fig. 2-14 Illustrations to explain direct tunneling, FN tunneling and PF 

emission. 
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2.4.2 Tunnel front model and thermal emission front model 
     Tunnel front model is described as follows. Suppose that trapped electrons 
spatially align inside oxide, as shown in Fig. 2-15 (a). Electrons emit at a stone’s throw 
from the closest traps to the interface, x0. The model equation for the time evolution of 
the total trapped charge inside oxide, Q(t) are derived as follows.  
The tunneling probability for the direct tunneling can be described as follows:  
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The rate equation for the probability of the trap occupation by electrons, ft, is 
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where τ exp(-α x) is the escape time of trapped electrons at the location of x. Figure 
2-15 (a) illustrates the schematic time evolution of ft. By solving Eq. (2-11), we obtain 
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Here, we define ft =1/2 at xb which means that ft =1 at x< xb and ft =0 at xb<x<x0. By 
using Eq. (2-12), this definition can be expressed, 
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By solving Eq. (2-13), we can obtain  
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Finally, the time evolution of the total trapped charge inside oxide, Q(t), is described by 
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where ρx is the area density of traps which is assumed to be uniformly distributed inside 
the oxide. Note that the time evolution of Q(t) shows the logarithmic dependence on 
time. 

Thermal emission front model is described as follows. Suppose that trapped 
electrons energetically align inside the forbidden band of the oxide, as shown in Fig. 
2-15 (b). Trapped electrons emit at a stone’s throw from the shallowest trap level, U0. 
The model equation for the time evolution of the total trapped charge inside oxide, Q(t) 
are derived as follows. Here, the thermal emission front model (TE front model) is also 
called as the Poole-Frenkel emission front model (PF front model). 
The rate equation for the probability of the trap occupation by electrons, ft, is 
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where τ exp(-U/kT) is the escape time of trapped electrons at the trap level of U. Figure 
2-15 (b) illustrates the schematic time evolution of ft. Here, we define ft =1/2 at Ub 
which means that ft =1 at U< Ub and ft =0 at Ub<U<U0. By using Eq. (2-12) and this 
definition, we can obtain 
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Finally, the time evolution of the total trapped charge inside oxide, Q(t), is described by 
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where ρE is the area density of trap levels which is assumed to be uniformly distributed 
inside the forbidden band of the oxide. Note that the time evolution of Q(t) shows the 
logarithmic dependence on time. 
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Fig. 2-15 Illustration of TF and TEF model. 
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Summary 

In this chapter, the data retention of flash memories via detrapping are described. 
Electron detrapping is the main cause of data lekage in the state-of-the-art flash 
EEPROM. The log (t) dependence of ΔVth is a unique aspect of electron detrapping. To 
explain log (t) dependence, we have assumed that after electron detrapping, the 
positive-ionized trap reduces the probability of the electrons in the influence area being 
emitted from their site. Based on this assumption, we have developed a model for 
detrapping that is consistent with the experimental results.  
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3.1 Introduction 
Data retention after ~10000 program/erase (P/E) cycles is one of the most 

important reliability issues in flash EEPROM. Data retention characteristics are 
determined by two mechanisms: stress induced leakage current (SILC) [1-5] and the 
release of electrons trapped inside the tunnel oxide (detrapping) [6, 7]. By using a 
tunnel oxide >8nm, we can avoid the SILC. Therefore electron detrapping is the 
remaining cause of data retention in the latest flash memory EEPROM. 
Figure 3-1 shows the typical detrapping characteristics of 95˚C annealing after 10000 
program/erase cycles obtained from the flash memory test chip. The important aspect is 
the log (t) dependence of ΔVth. This log (t) dependence means the detrapping current 
has 1/t dependence [6, 7]. 

To explain the log(t) dependence of ΔVth or 1/t dependence of the detrapping 
current, two models have been proposed to date: one is the tunnel front (TF) model [6, 7, 
8], while the other is the Poole-Frenkel emission front (PF) mode [8]. Both these 
models are described by  
 

⎟
⎠
⎞

⎜
⎝
⎛−=Δ
τ

α tVth ln
, (1) 

 
and successfully explain log(t) dependence. However, from a physical point of view, 
both models have problems. The TF model cannot explain the temperature dependence 
of the electron detrapping because the physical parameters, α and τ, should be 
independent of temperature. The experimental results clearly show the temperature 
dependence as illustrated in Fig. 3-2. The PF model assumes unrealistic traps that have a 
continuum trap-level. In this paper, we propose a new physical model that can explain 
log(t) and the temperature dependencies of the electron detrapping. 
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Fig. 3-1. Typical detrapping characteristics of 95˚C annealing after 10000 program/erase 
cycles obtained from the flash memory test chip. 
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Fig. 3-2. Comparison between the model and the experiments to extract the model 
parameters. 
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3.2 Electron detrapping model 
Figure 3-3 shows our model for electron detrapping. Fig. 3-3 (a) illustrates the 

electron trap sites inside the oxide, trapped electrons at the trap sites, the 
positive-ionized trap and the detrap electron. Suppose that an electron trapped at a 
certain site is thermally excited into the conduction band and is emitted from its trap site. 
After the electron detrapping, the trap would be positively charged and couples with the 
nearest trapped electron. The positive-ionized trap and the coupled electron are 
stabilized by the Columbic potential. Therefore, it is assumed that after electron 
detrapping, the positive-ionized trap reduces the probability of the electron in the 
influence area, b, being emitted from its site, as shown in Fig. 3-3 (b). Our model for 
electron detrapping is similar to the models introduced for the specific cases of 
chemisorption, oxidation and so on [9].  
Derivation of the model equation is as follows. Electron detrapping via thermal 
excitation is described by 
 

th

qN
t
Q

τ
=

∂
∂

, (2) 

 
where N is the area density of trap sites occupied by electrons outside the influence area, 
b, Q the area density of ionized traps, τth the emission time constant, t time and q the 
elementary charge. In accordance with the increase in ionized trap sites, the area density 
of trap sites occupied by electrons outside the influence area, N, decreases, as described 
by  
 

( )
t
Q

q
bN

t
N

∂
∂

=
∂
∂

−
. (3) 

 
From Eq. (3), we can infer  
 

))/(exp(1 QqbCN −= .  (4) 

 
Substituting Eq. (4) in Eq. (2), we obtain 
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where 
 

( )kTEt /exp** 0ττ = , (6) 

 

Et is the trap level, T the temperature and τ∗0 the renormalized time constant. Finally 

ΔVth can be described as follows: 
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where  
 

( )( )oxoxCR tbCq /2/* εα = , (8) 

 
CCR is the coupling ratio between the gate and the floating gate, and tox the oxide 
thickness of the tunnel oxide. To introduce Eq. (7), we assume that the traps are 
uniformly distributed inside the tunnel oxide. 
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Fig. 3-3. Proposed mechanism to explain the log(t) dependence of data retention via 
electron detrapping.
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3.3 Extraction of model parameters and discussion 
We can extract the trap level, Et, and the influence area, b, by fitting equation (7) 

to the experimental results of the detrapping temperature dependence. Figure 3-2 shows 
the results of fitting the model to the experimental results. For our calculations, we use 
the following values: CCR=0.5, tox=9 [nm]. Good agreement is achieved between the 
model and the experimental results. From the model fitting, we obtain the values of both 
α* and τ* for each temperature. Figure 3-4 illustrates the temperature dependence of α* 
and τ,, and that the following parameter values are obtained: Et=0.37 [eV], and 
b=1.31×10 −11 [cm2] (r=20.3 [nm]). Here, we discuss the validity of r=20nm. From Fig. 
3-1, we obtain the time evolution of the ionized-trap density, Q(t)/q. As shown in Fig. 
3-5, the data points seem to approach ~ 10 12 [cm-2], so the trap area density would be ~ 
10 12 [cm-2] [10]. This means that the average distance of the traps is ~10nm. This value 
is very close to the r value obtained in Fig. 3-4.  

Finally, we discuss a plausible mechanism for charging the trap. The electron trap 
site is negatively charged by forming the negative-U [11]. Upon detrapping, two 
electrons escape at the same time, and the empty site is positively charged. The positive 
empty site and several negative-U are stabilized by the Columbic potential.  
Based on the model of the trap charging via the negative-U, the probability reduction of 
the electron emission by the Columbic interaction with the positive-charged trap was 
roughly estimated. An electron trapped at a certain site repulses the nearest trapped 
electron, thereby increasing the probability that this trapped electron will be emitted. 
Once the electron has been emitted from its site, the positive-ionized trap attracts the 
nearest trapped electron, thus reducing the probability that this trapped electron will be 
emitted. Using Columb’s law, we can roughly estimate the difference in potential of the 
trapped electron before and after the nearest electron is emitted. The difference in 
potential for the average distance of the trapped electron, 10nm, is estimated to be 
~0.076 [eV]. A trap level, Et, of 0.37 [eV] is obtained under the condition of repulsive 
interaction. Therefore, the trap level under the condition of attractive interaction with 
the positive ionized trap would effectively be ~0.45 [eV]. As a result, the probability of 
the electron being emitting from its site is reduced to a value one order smaller at 125 
[˚C]. In addition to the Columbic interaction, the deformation of the chemical structure 
by the electron detrapping would reduce the probability of the electrons emitting from 
its site, which is remaining issue on this paper. 
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Fig. 3-4. Extraction of the influence area, b, and the trap level, Et.
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Fig. 3-5. Time dependence of the ionized-trap area density. 
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Summary 

In this chapter, the data retention of flash memories via he stress-induced leakage 
currents (SILCs) are described. A model of the stress-induced leakage currents (SILCs) 
based on the inelastic trap-assisted tunneling (ITAT) is developed by introducing a trap 
with a deep energy level of 3.6eV from the bottom of the conduction band. This model 
can explain both of two field dependencies, i.e. a field dependence of the direct 
tunneling (DT) for A-mode SILC and that of the Fowler-Nordheim (FN) tunneling for 
B-mode SILC by analytical equations of a common form. For simple analytical 
equations, we introduce the most favorable trap position (MFTP), which gives the 
largest contribution to the leakage current. The trap area density for A-mode SILC of 
around 1×1010 cm-2 and the are density of the leakage paths for B-mode SILC of 5×102 
cm-2 were obtained by comparisons with the experimental results and the present model. 
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4.1 Introduction 
     Reliability of nonvolatile memories is mainly affected by endurance of dielectrics 
for repeated write/erase cycles. Stress-induced leakage currents (SILCs) can lead to a 
progressive loss of the charge stored in the floating gate after write/erase cycles, thus 
limiting the oxide thickness reduction in EEPROM devices [1, 2]. It is well known that 
SILC phenomena exhibit two components, namely the transient SILC due to charge 
detrapping and the steady-state leakage current [3]. While the transient SILC affects the 
retention characteristics at oxide thicknesses higher than 13nm [4], the steady-state 
SILC is a real concern in the oxide thickness reduction in EEPROM devices. For this 
reason, a detailed physical description of the steady-state SILC is of utmost importance 
to design devices of a future generation. In this paper, we simply call the steady-state 
SILC as A-mode SILC. 
     According to the widely accepted interpretation, A-mode SILC is explained in 
terms of the trap-assisted tunneling [5], that is a two-step tunneling via a defect state in 
the oxide bulk. Despite this general agreement, the physical details of such a process 
have not been clearly understood. In a neutral-trap-assisted tunneling model [6], the 
oxide defects were assumed to behave as acceptor-like states. Recently, interpretations 
of A-mode SILC have been proposed in terms of a positive-trap-assisted tunneling 
process [7]-[10]. A detailed investigation of the capture and tunneling process involved 
in SILC has been still required.  
     A-mode SILC has been shown to lead to a soft breakdown (SBD) in oxides 
thinner than 5.5 nm [11]. The sudden loss of the insulating property of thin gate SiO2 
films used in a metal-oxide-semiconductor (MOS) structure is one of most important 
failure mechanisms. In addition to an abrupt breakdown (ABD), SBD [11]-[13] is the 
failure mechanisms of gate insulators for the state-of-art MOS technology. The main 
features of SBD are a huge leakage current in the direct tunneling voltage range, and a 
significant increase of the noise level. Because of the low-field leakage associated with 
SBD, terminology of B-mode SILC has also been used in the literature [14]. Some 
authors prefer to refer to SBD rather than to B-mode SILC because SBD and ABD are 
linked to a localized conduction mode. On the other hand, SILC is related to a mostly 
uniform increase of the current through the oxide [15]. In this paper we use terminology 
of A-mode and B-mode SILCs because both would be caused by the same defect been 
verified in this paper. 
     It is widely accepted that B-mode SILC consists in the formation of a low 
resistive path that connects the electrodes and that this conduction path is somehow 
related to the defects generated during write/erase cycles. It is not clear, however, what 
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kind of microscopic structure develops within the oxide at a spot of B-mode SILC and, 
hence, what theoretical approach could be suitable to deal with the conduction 
mechanism. In this regard, several models have been proposed and they are also mainly 
based on tunneling [13], [16], hopping [17], and percolation [18] mechanisms. A 
systematic experimental approach reveals striking features of current-voltage 
characteristics in B-mode SILC [19], [20]. However, the simple model to quantitatively 
describe the current-voltage characteristics has not been developed yet.  
     Recent studies suggest that A-mode SILC is caused by an inelastic trap-assisted 
tunneling (ITAT) [21-24]. The ITAT-based SILC model can qualitatively explain 
current-voltage characteristics of A-mode SILC [22], [23]. However, there are no 
quantitative ITAT-based models of A-mode SILC which can simply predict 
current-voltage characteristics. For B-mode SILC, models have never been discussed 
based on ITAT. There are also no quantitative models of B-mode SILC which can 
simply predict current-voltage characteristics.  
While A-mode SILC shows a field dependence of the direct tunneling (DT), B-mode 
SILC shows that of the Fowler-Nordheim (FN) tunneling. The empirical models of 
SILCs are used to predict the retention time of the flash memory using 
phenomenological parameters such as the “reduced barrier height” [21] for the FN-field 
dependence or the “reduce oxide thickness” for the DT-field dependence. However, two 
kinds of field dependence result in such different behaviors that we should understand 
the mechanisms behind them.  
     In this work, we have developed analytical equations of a common form for both 
A-mode and B-mode SILCs by introducing the most favorable trap position (MFTP) 
which can quantitatively explain current-voltage characteristics. The equations are 
described with the area density of the trap for A-mode, that of the multiple-trap path for 
B-model and the same trap energy level of 3.6eV for both modes. The present model 
explains the difference of field dependences between A-mode and B-mode SILCs.  
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4.2 Experimental Details 
     For A-mode SILC, we refer to the experimental results reported by R. Moazzami 
and C. Hu [6]. MOS capacitors with 6.5nm oxide and n+ polysilicon gate were 
processed on p-type silicon. The oxide was grown by the standard CMOS process. The 
capacitors were stressed with a constant voltage equivalent to 9.5MV/cm (Fowler- 
Nordheim stress). The electron fluences of the stress were varied between 0.1C/cm2 and 
10.0 C/cm2.  
For B-mode SILC, we used the experimental results of the samples fabricated at another 
line. MOS capacitors with 5.0nm oxide and n+ polysilicon gate were processed on 
p-type silicon. The oxide was also grown by the standard CMOS process. The 
capacitors were stressed with a constant current equivalent to 0.1 A/cm2. The time to the 
appearance of the soft-break down was ~100 sec, and the total fluence was ~10.0C/cm2. 
The constant current stress was completed just after the soft-break down started. The 
maximum applied field during the I-V measurement after stress was limited to 7MV/cm 
to minimize the additional stress for both A-mode and B-mode. 
     Figure 4-1 shows A-mode and B-mode SILCs as a function of an applied electric 
field to the oxide, Eox. While A-mode SILC shows a field dependence of the direct 
tunneling (DT), B-mode SILC shows that of the Fowler-Nordheim (FN) type. It is also 
distinct aspect that B-mode SILC is several orders of magnitude larger than A-mode 
SILC. 
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Fig. 4-1. Field dependence of A- and B-mode SILCs. A-mode SILC shows the DT-field 
dependence and B-mode SILC shows the FN-field dependence. 
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4.3 Deep Trap SILC Model 
     Figure 4-2 shows schematic models of electron paths for SILCs through the oxide 
layer. In Fig. 4-2, the upper and the lower figures show the disposition and the energy 
level, respectively, for the traps, the anode, and the cathode. Here, Eg,C is the band gap 
offset at the cathode-oxide interface, Eg,A the band gap offset at the anode oxide 
interface, Et the trap level measured from the bottom of the conduction band, Tox the 
oxide thickness, Xt the trap position in the oxide, and the other parameters are explained 
below in this section. As shown in Fig. 4-2 (a), electrons from the cathode are captured 
by the trap via the virtual tunnel state, and then emitted to the anode for A-mode [22], 
[25]. The capture and emission of the electron is subject to the ITAT mechanism and 
can be described by the phonon-assisted Shockley-Read-Hall (SRH) model between the 
virtual tunnel state and the trap state [22-24]. As shown in Fig. 4-2 (b), electrons hop to 
successively adjacent traps (multiple-trap path) before being emitted to the anode by 
tunneling for B-mode [25].  

The allowable region of the trap state for A-mode is shown in Fig. 4-2 (a). If Et is 
deeper than the allowable region, the electron tunneling is prohibited because the trap 
level is outside the conduction band of the anode. If Et is shallower than the allowable 
region, the current-voltage characteristics becomes the different from that of A-mode 
SILC. Therefore, the trap state should be located within the allowable region. The 
allowable region depends on Xt, Tox, and Eox. For Tox=6.5nm, the allowable region are 
2.0 [eV]< Et <5.1 [eV] for Eox=6 [MV/cm] and 1.3 [eV]< Et <4.5 [eV] for Eox=6 
[MV/cm], respectively. Here, the trap position in the oxide, Xt, is assumed at the middle 
of the oxide, which will be verified below in this section. In this section, we tentatively 
use the value of Et =4.0 [eV] for the model calculations for both A-mode and B-mode. 
The selected value of Et within the allowable region does not change the qualitative 
results obtained in this section. The extraction of Et by using the experimental results is 
described in the next section for both A-mode and B-mode.  



4. Data retention characteristics of flash memories via SILC 

66 

SiO2

Tox

Cathode Anode

JSILC

Xt,B

e

SiO2

Tox

Xt,A
Cathode Anode

J1 J2
e

(a) A-Mode (b) B-Mode

e

Multiple-
trap path

e

Virtual
tunnel state

Trap
state

Eg,C

Eg,A

Tox

Et

Allowable
region of 
trap state

SiO2

Tox

Cathode Anode

JSILC

Xt,B

e

SiO2

Tox

Cathode Anode

JSILC

Xt,B

e

SiO2

Tox

Xt,A
Cathode Anode

J1 J2
e

SiO2

Tox

Xt,A
Cathode Anode

J1 J2
e

(a) A-Mode (b) B-Mode

e

Multiple-
trap path

e

Multiple-
trap path

e

Virtual
tunnel state

Trap
state

Eg,C

Eg,A

Tox

Et

Allowable
region of 
trap state

e

Virtual
tunnel state

Trap
state

Eg,C

Eg,A

Tox

Et

Allowable
region of 
trap state

 
 
 
Fig. 4-2. Conduction mechanism of A- and B-mode SILC.  (a) In A-mode, electrons at 
the cathode are captured by the trap, and are emitted to the anode by tunneling. (b) In 
B-mode, electrons hop to successively lower traps before being emitted to the anode by 
tunneling. 
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To simplify the theoretical equations for SILCs, we introduce “the most favorable 
trap position” (MFTP). For A-mode, we define the trap position which gives the largest 
contribution to the leakage current as the most favorable trap position. At the MFTP, the 
transition probability of electron from the cathode to the trap is equal to that from the 
trap to the anode. Based on the ITAT model, the rate equation of the tunneling electron 
is described with 
 

21 JJ
dt

dn
q t −= , (1) 

 

where 11 )( PnNJ tt −=  and 22 PnJ t= . Here nt is the area density of the electrons 

captured at trap, Nt is the area density of the traps, P1 and P2 are the electron current per 
one trap from the cathode to the trap and from the trap to the anode, respectively. At the 
steady state, i.e. J1=J2, the leakage current for A-mode SILC can be expressed as 
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Here, q is the electron charge, mox the electron effective mass in the oxide for the 
tunneling and τ the relaxation time. In this paper, we use the values for the above 

parameters as follows: Eg,C =Eg,A = 3.2 [eV], /)2( 5.0
oxm = 3.44×107 [V/cm eV1.5], and 

τ = 1×10-15 [s] [26]. Equations (3) and (4) are obtained by the WKB approximation for 
the electron tunneling through the trapezoidal potential. 

Figure 4-3 shows the calculation results of the leakage currents normalized by Nt 
as a function of Xt and Eox. The leakage currents are calculated with Eq. (2) in the case 
of Tox = 6.5 [nm] and Et = 4.0 [eV]. As shown in Fig. 4-3, the dominant contribution to 
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the leakage current is given by the traps at the symmetric position, which we have 
defined as the MFTP. The MFTP of A-mode SILC, Xt,A, is obtained by solving, 
 

[ ] [ ] 2/3
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,

2/3 )()( AtoxoxcgcgAtoxoxtt XTqEEEXTqEEE −−−=−−− .  (5) 

 
Figure 4-4 shows the calculation results of Xt,A as a function of Eox with a parameter of 
three values of Tox. For calculations, we use the values as follows: Eg,C =Eg,A = 3.2 [eV], 
Et = 4.0 [eV], and Tox=8.5, 6.5, 4.5 [nm]. The MFTP of A-mode, Xt,A, depends strongly 
on the oxide thickness, while it is almost independent of the oxide field, as shown in Fig. 
4-4. In the inset of Fig. 4-4, Xt,A is depicted as a function of the oxide thickness. 
Empirically, it is found that Xt,A=0.58Tox–0.2[nm] at Eox =5MV/cm. 
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Fig. 4-3. The calculation results of the leakage currents normalized by Nt as a function 
of Xt and Eox. 
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Fig. 4-4. The MFTP of A-mode SILC as a function of Tox and Eox. 
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     For B-mode SILC, tunneling is considered to be the limiting process because the 
I-V curve is almost independent of temperature [25]. Figure 4-5 shows the electron 
conduction path in the energy diagram for the low and the high electric-field cases, 
respectively. In Fig. 4-5, the energy levels of the multiple-trap path, the anode and the 
cathode are depicted. Tunneling from the trap to the anode becomes the limiting process 
of the leakage current when the trap level, Et, is deeper than Eg,A, as shown in Fig. 4-5. 
Based on the model shown in Fig. 4-5, electrons escape via tunneling from the trap 
whose level is within the conduction band of the anode. We define the MFTP for 
B-mode, Xt,B, as the trap position where the trap level is coincident with the conduction 
band edge of the anode, as shown in Fig. 4-5. The MFTP for B-mode SILC, Xt,B, for the 
low electric field is larger than that for the high electric field, as shown in Fig. 4-5. The 
MFTP for B-mode SILC, Xt,B, is simply obtained by 
 

oxtAgoxBt qEEETX /)( ,, −+= . (6) 

 
Figure 4-6 shows the calculation results of Xt,B as a function of Eox with a parameter of 
Tox. For calculations, we use the values as follows: Eg,C =Eg,A = 3.2 [eV], Et = 4.0 [eV], 
and Tox=8.5, 6.5, 4.5 [nm]. The Xt,B shows a strong dependence on Eox, while Xt,A is 
almost independent of Eox as shown in Fig. 4-4.  
     Finally, we can obtain a simple equation in a common manner for A-mode and 
B-mode SILCs by introducing the MFTP: 
 

[ ]( )
⎭
⎬
⎫

⎩
⎨
⎧

−−−−= 2/32/3
5.0

)(1)2(
3
4exp MFTPTqEEE

qE
mqN

J oxoxtt
ox

oxt
SILC τ

α ,  (7) 

 
 

where α = 0.5, MFTP= Xt,A and Nt=Nt,A for A-Mode, and α =1.0, MFTP= Xt,B and 

Nt=Nt,B for B-Mode. Here, Nt,A is the area density of the trap for A-mode SILC, and Nt,B 
is the area density of the multiple-trap path for B-mode SILC. 
By using Eq. (7), both the DT-field dependence of A-mode and the FN-field 
dependence of B-mode can be explained. The MFTP, Xt,A, is almost independent of the 
oxide field as shown in Fig. 4-4. Therefore, Eq. (7) becomes a simple form for the direct 
tunneling of the trapezoidal potential. On the other hand, Fig. 4-6 shows the calculation 
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results of Xt,B as a function of Eox with a parameter of three values of Tox. As shown in 
Fig. 4-6, the MFTP, Xt,B, is strongly dependent on the oxide field via Eq. (6). 
Substituting Eq. (6) to Eq. (7) leads to the FN-tunneling equation described by: 
 

( )
⎭
⎬
⎫

⎩
⎨
⎧

−−= 2/3
,

2/3
5.0

, 1)2(
3
4exp Agt

ox

oxBt
SILC EE

qE
mqN

J
τ

. (8) 

 
This equation can be considered to be equivalent to that of the FN tunneling with the 
reduced barrier height of Et

3/2-Eg,A
3/2.  
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Fig. 4-5. The schematic illustrations of MFTP for B-mode SILC. 
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Fig. 4-6. The MFTP of B-mode SILC as a function of Tox and Eox. 
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4.4 Extraction of Et and Nt from the experimental data 
We can determine the model parameters, Et and Nt, by comparing between the 

model calculations and the experimental results. Figure 4-7 shows the calculation 
results of SILCs as a function of Eox with parameters of Et and Nt. As shown in Fig. 4-7 
(b), the slopes of log(J) for B-mode strongly depend on Et and do not depend on Nt,B, 
while the slopes of log(J) for A-mode are independent of both Et and Nt,A, as shown in 
Fig. 4-7 (a). Therefore, we can separately extract Et and Nt,B by fitting the model to the 
experimental results for B-mode SILC. The procedures of the parameter extraction are 
as follows. For the first step, we extract the values of Et and Nt,B by using the 
experimental results of B-mode. Then, we extract the value of Nt,A for A-mode by using 
the determined value of Et for B-mode. Here, we use the value as Eg,C= Eg,A=3.2 [eV] 
and τ =1×10-15 [sec] for the model calculation [26]. 

Figure 4-8 shows the leakage current of B-mode as a function of the reciprocal of 
Eox. The comparison is made in Fig. 4-8 between the model and the experimental results 
for B-mode. As explained in Fig. 4-7 (b), we extracted the value of Et,B from the slope 
of log(J)-vs- Eox

-1 plot and then the value of Nt,B by fitting the model to the experimental 
results. The resultant values of Et and Nt,B are 3.6 [eV] and 500 [cm-2], respectively. Nt,B 
for B-mode is the area density of the multiple-trap path, whose validity of the extracted 
value will be discussed in the later section.  

Figure 4-9 shows the leakage current of A-mode as a function of Eox. The 
comparisons are made in Fig. 4-9 between the experimental results of A-mode and the 
model curves calculated with Et,A=3.6 [eV] extracted from B-mode. The values of Nt,A 
are extracted for each of the injected charge, Qinj, as shown in Fig. 4-9. Extracted values 
of Nt,A are as follows: Nt,A =3.1×1010, 1.9×1010, 1.3×1010, 0.75×1010 and 0.38×1010 [cm-2] 
for Qinj=10, 3, 1, 0.3, 0.1[C/cm2], respectively. The dependence of the trap area density, 
Nt,A, on the injected charge, Qinj, is shown in the inset of Fig. 4-9 and experimentally 
given by, 
 

)log(101.1104.1 1010
, injAt QN ×+×= . (9) 

 
The origin of log(Qinj) dependence of Nt,A is the remaining issues. 
 
 



4. Data retention characteristics of flash memories via SILC 

76 

(a) A-mode

(a) B-mode

Tox=6.5 nm

1.0E-10

1.0E-09

1.0E-08

1.0E-07

1.0E-06

3 4 5 6 7
Eox (MV/cm)

J
(A

/c
m

2 )

Nt=3.1X1011 cm-2

Et,A=3.6 eV

4.0 eV

3.6 eV

4.0 eV
Nt=3.1X1010 cm-2

Tox= 5 nm

1.0E-24

1.0E-20

1.0E-16

1.0E-12

1.0E-08

1.0E-04

1.0E+00

0 0.2 0.4 0.6
1/Eox (cm/MV)

J
(A

/c
m

2 )

Et=3.6 eV

Et=4.0 eV

Nt,B=5X104 cm-2

5X102

5X104

5X102

(a) A-mode

(a) B-mode

Tox=6.5 nm

1.0E-10

1.0E-09

1.0E-08

1.0E-07

1.0E-06

3 4 5 6 7
Eox (MV/cm)

J
(A

/c
m

2 )

Nt=3.1X1011 cm-2

Et,A=3.6 eV

4.0 eV

3.6 eV

4.0 eV
Nt=3.1X1010 cm-2

Tox=6.5 nm

1.0E-10

1.0E-09

1.0E-08

1.0E-07

1.0E-06

3 4 5 6 7
Eox (MV/cm)

J
(A

/c
m

2 )

Nt=3.1X1011 cm-2

Et,A=3.6 eV

4.0 eV

3.6 eV

4.0 eV
Nt=3.1X1010 cm-2

Tox= 5 nm

1.0E-24

1.0E-20

1.0E-16

1.0E-12

1.0E-08

1.0E-04

1.0E+00

0 0.2 0.4 0.6
1/Eox (cm/MV)

J
(A

/c
m

2 )

Et=3.6 eV

Et=4.0 eV

Nt,B=5X104 cm-2

5X102

5X104

5X102

Tox= 5 nm

1.0E-24

1.0E-20

1.0E-16

1.0E-12

1.0E-08

1.0E-04

1.0E+00

0 0.2 0.4 0.6
1/Eox (cm/MV)

J
(A

/c
m

2 )

Et=3.6 eV

Et=4.0 eV

Nt,B=5X104 cm-2

5X102

5X104

5X102

 
Fig. 4-7 Calculation results by the present model for (a) A-mode SILC and (b) B-mode 
SILC as a function of trap levels and area densities. 
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Fig. 4-8. The leakage current of B-mode as a function of the reciprocal of Eox. 
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Fig. 4-9. The leakage current of A-mode as a function of Eox. 
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4.5 Discussion 
In the preceding section, the area density of the multiple-trap path for the B-mode 

SILC has been estimated to be 500 cm-2, which is considered to be the density of the 
weak spots in the oxide. The density of the weak spots can be estimated using the 
charge-to-breakdown, QBD, distribution for the MOS capacitors of the small area. When 
the area of the MOS capacitor is small, the probability that each capacitor includes the 
weak spots will be very small. Suppose that we measure the distribution of QBD for Nc 
capacitors of the small area, Sc, Ntail samples show the extreme small QBD. Here, we call 
the samples which show the extreme small QBD as tail samples. By using these results, 
Nt,B can be estimated as Nt,B =Ntail /Sc Nc. The QBD distributions of capacitors with area 
of 5.25×10-4 cm2 have been shown, in Ref. [28]. Three samples out of 25 samples were 
tail samples. Therefore, from these experimental results, we obtains values as Nc =25, 
Ntail =3 and Sc =5.25×10-4 cm2. By using Nt,B =Ntail /Sc Nc, we can estimate the area 
density of the weak spots of 228 cm-2. This value is in the same order of magnitude as 
that with the area density of the weak spots obtained with our model, 500 cm-2, which 
verifies our model. 
     As shown in the inset of Fig. 4-10, electrons from the cathode are captured by the 
trap via the virtual tunnel state, and then emitted to the anode for A-mode SILC. 
Therefore, electrons lose the energy corresponding to the difference between the virtual 
state and the trap state. Figure 4-10 shows the energy losses during the tunneling as a 
function of Eox with a parameter of Tox, which are calculated with the following 
equation: 
 

cgAtoxt EXqEEE ,, )( −+=Δ . (10) 

 
As shown in Fig. 4-10, the energy loss for the case of Tox=5.8 [nm] and Eox=9.0 
[MV/cm] is approximately estimated 3.1 [eV].  

The energy loss of the electrons in A-mode SILC can be evaluated directly using 
the quantum yield of the impact ionization, γ [22]. The value of γ is determined by the 
ratio of the source (hole) current, Is, to the gate (electron) current, Ig. The procedure of 
the measurement as follows. After the initial Is and Ig are measured, the FN stress is 
applied to MOSFETs in order to cause A-mode SILC. Subsequently, the measurement 
of Is and Ig are performed once more. While the incremental current in Ig before and 
after the stress, Δ Ig, corresponds to the hole currents generated by electrons in A-mode 
SILC, Δ Is. Thus, the quantum yield of electrons in SILC is represented by the ratio of 
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the incremental currents, Δ Is / Δ Ig. The electron energy as a function of γ is obtained by 
using the measurement of γ for FN tunneling [22]. With this method, the energy loss for 
the case of Tox=5.8 [nm] and Eox=9.0 [MV/cm] is approximately 1.5 [eV], which is 
almost half of the value calculated by using proposed model.  
The reason for the above difference in the estimated energy loss would be explained as 
follows. Before and after applying the stress, the source current, Is, under the effective 
field below 9MV/cm is difficult to measure which means the actual value of Δ Is would 
become much smaller value than that of the reported Δ Is. Therefore, γ would be 
estimated as much smaller values than the actual values, which corresponds to the much 
smaller estimation of energy loss.  

Finally we discuss about the origin of the trap with Et,A= Et,B =3.6 [eV]. Z. -Y. Lu 
et. al. have reported ab-initio total-energy calculations of O vacancies in several 
amorphous SiO2 supercells [29]. The vast majority (~ 80%) of O vacancies are not 
bistable. Instead, the dimer configuration is the only stable configuration in both neutral 
and positively charged states after capture of a hole. The dimer energy level containing 
one or two electrons is shallow. Roughly 12% of O vacancies are bistable like those in 
quartz. In neutral states, the dimer configuration is stable. In positively charged states 
after capture of a hole, one of the adjoining Si atoms relaxes back past the plane defined 
by its three O neighbors and bonds with another network O atom. The latter becomes 
threefold coordinated whereas the puckered Si atom becomes fourfold coordinated. The 
localized energy level now become quite deep, nearly in the middle of the SiO2 energy 
gap. The trap with Et,A= Et,B =3.6 [eV] would be attributed to this fourfold puckered 
configuration.  
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Fig. 4-10. The calculation results of the energy loss as a function of Tox and Eox.  
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Summary 

In this chapter, structures, operations, and reliability issues of DRAMs are 
described. After brief review of DRAMs, the high density memory cell structures, i.e., a 
stacked capacitor cell (STC cell) and a trench capacitor cell (trench cell), are described. 
Then, the operations of DRAMs are explained, including read, program and refresh 
operations. The refresh operation is unique for DRAMs. To reduce the power 
consumption and enhance the operation speeds, the refresh time should be as long as 
possible. The refresh time is determined the data retention characteristics of tail bits. 
The origin of the data leakage is p-n junction leakage currents. To understand the 
previous works and the present work, the generalized Shockley-Read-Hall 
recombination currents and gate induced drain leakage (GIDL) currents are described.
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5. 1 Introduction 
The continuing research and development (R&D) effort directed toward VLSI 

memory technology has led to memory LSIs with lower cost, smaller size, higher speed, 
and more ease of use. The ever-larger memory capacities with smaller memory cells 
have contributed to these advances of memory LSIs [1]. The standard, i.e., commodity 
or stand-alone, DRAMs have increased memory-chip capacity to 1 to 4 Gb at the R&D 
level, and 64 to 256 Mb at the volume-production level through the use of high-density 
1-T cells (one-transistor one-capacitor cells) until 2000 year. In addition, the throughput 
has been boosted, as exemplified by a 1-Gb chip of 1.6-Gbytes/s by new 
memory-subsystem architectures [2, 3]. The embedded DRAM for a system-on-chip has 
also shown great potential for high speed applications. This potential was verified by 
recent developments such as a 3.7-ns-access 8-Mb chip [4] that surpasses the 
performance of the embedded SRAM by its exceptional throughput of 128 Gbytes/s and 
smaller chip area. 

The chip area has been increasing by 1.5 times for each successive chip 
generation up to 64 Mbits [1, 5]. However, experimental 256-Mb and 1-Gb DRAM 
chips have begun to depart from the trend. This departure indicates that device 
miniaturization is running up against difficulties. Increased chip area is also 
compensated by increased wafer area, i.e., 300-mm wafer production. None the less, the 
shrinking chip area is an urgent task for every DRAM manufacturer in order to reduce 
bit costs.  

This chip-shrink trend can be clearly seen in a succession of drastic reductions in 
chip area of 64-Mb DRAMs. A 64-Mb DRAMs with an area less than 40 mm2 is in 
volume production using 0.18-μm technology. Development of 1-Gb DRAMs also 
followed this strategy which means that the memory cell must be scalable with 
maintaining sufficient storage capacitance. Thus, in the next section, we review two 
DRAM memory cells that are presently used in production, focusing both on their 
scalability for future high-density DRAMs and extendibility to embedded DRAMs. 
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5.2 High density memory cell structures 
There are two types of memory cell: a stacked capacitor cell (STC cell) and a 

trench capacitor cell (trench cell). Both cells have advantages and disadvantages as 
discussed below [1]. Figure 5-1 and 5-2 show the cross section view and the layout of 
STC cell, respectively. Regarding the STC cell, the biggest problem is the height 
difference between the memory array and the peripheral logic area, as shown in Fig. 5-1. 
Since the storage electrode must be high enough to provide a sufficient capacitor area, 
the height difference has been increasing as memory cell area decreases. The problem 
has been solved by several process technologies that are all used in commercial DRAMs. 
High-density plasma produces deep contact holes, with an aspect ratio more than 10, 
between the metal wiring located above the memory array and the substrate, as shown 
in Fig. 5-1 [16]. Sophisticated memory capacitor electrodes [l], a hemi-spherical-grain 
poly-silicon electrode [6] that doubles capacitor area by utilizing a rugged surface, and a 
Ta2O3 dielectric film help to reduce capacitor height [7]. Reducing capacitor process 
temperature to around 700˚C [8] suppresses the damage to MOSFETs underneath the 
capacitors. 

Figure 5-3 and 5-4 show the cross section view and the layout of the trench cell, 
respectively. In the trench cell shown in Fig. 5-3, since the trench capacitor is buried in 
the Si substrate, the height difference is eliminated. Thus, a metal wiring with a finer 
pitch could be used. In addition, MOSFETs both in the memory array and the peripheral 
circuits do not experience the heat treatment (around 800 ˚C) necessary for the capacitor 
formation. Therefore, MOSFETs design can be easily optimized if performance is taken 
as a first priority. Thus, the trench cell is considered more compatible than the STC cell 
to logic LSI processes [9, 10]. However, the trench must be quite deep, so the trench 
process is the most serious problem facing every chip generation. The reason why the 
deep trench is necessary is attributed to an inherently small storage node and a 
low-permitivity capacitor film. As clearly shown in Fig. 5-4, the storage node of the 
trench cell is restricted in size, because the trench pattern cannot be overlapped on the 
active regions where the MOSFETs' channels are formed. On the other hand, the storage 
node pattern of the STC cell in Fig. 5-2 can be laid out as large as possible, taking only 
lithographic minimum space into account, since storage node are formed above 
MOSFET. In addition, several high-permitivity films useful for an STC cell are difficult 
to be applied to the trench cell. For example, a Ta2O3 film cannot be used because the 
film is vulnerable to the heat treatment necessary for fabricating the trench cell. Thus, a 
conventional SiO2/Si3N4 film must be used for trench cell, making the trench deeper and 
deeper. A trench with a depth of 7 μm could be formed in a chip with a size of 0.25 μm 
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[11]. However, trench etching with the size about 0.1μm and the aspect ratio of more 40 
or 50 aiming Giga-bit DRAMs are serious challenges [12]. 

To implement DRAMs into logic LSls, several problems in both STC and trench 
cells must be overcome. These problems stem from DRAM-specific device structures 
and the processes for making them. The self-aligned contact (SAC), which is essential 
to reduce word line (gate electrode) pitch (Fig. 5-1), is a typical example. During the 
SAC process, when contact holes of data lines and storage node plugs are opened, a 
Si3N4 film (which works as an etching stopper of word lines) must surround the word 
lines. On the other hand, present high-performance logic LSls employs a salicide-gate 
(self-alignedly formed silicide gate) electrode without the SAC structure. This is 
because a salicide gate produces a lower gate resistance (less than 5 Ω/sq.) than a 
policide gate (i.e., stack of silicide and polysilicon) used in DRAMs. Since all the gate 
structures on a chip must be the same, if high-density DRAMs are required, policide 
gate must be used in embedded DRAMs at the expense of logic performance. If logic 
performance has priority over DRAMs density, loosely laid-out memory cells must be 
used since the SAC process cannot be applied. Thus, a tungsten (W) /polysilicon 
stacked-gate structure has been intensively studied because it provides a favorably 
lower gate resistance of less than 5 Ω/sq. [13], while SAC process is applied to the gate. 

Silicidation of the source/drain strongly affects the memory-cell area and the 
logic performance. It was experimentally demonstrated that this silicidation severely 
degrades data-retention characteristics probably because of point defects induced by 
silicide growth into substrate [14]. Thus, at present, memory area is protected during 
silicidation of peripheral logic devices by using a protection mask. Otherwise, the 
source/drain must be deep enough to avoid the effect of the silicidation on junction 
characteristics. This means that the memory cell must be large enough to accommodate 
such a deep source/drain. It has been estimated that a cell area around three times larger 
than a conventional memory cell of the standard DRAMs is suitable for an embedded 
DRAMs, because smaller memory cell requires the DRAMs specific processes and 
structures that are not so compatible to logic LSI [10]. 
 
 



5. Structure, operation and reliability of DRAMs 

89 

 
 
 

P-sub.

n+ diffusion

Isolation

Word-line

Data-line

Storage electrodePlate

Capacitance Dielectric Al

High aspect contact

Si3N4

P-sub.

n+ diffusion

Isolation

Word-line

Data-line

Storage electrodePlate

Capacitance Dielectric Al

High aspect contact

Si3N4

 
 

Fig. 5.1 Cross section view of STC cell. 
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Fig. 5.2 Layour of STC cell. 
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Fig. 5-3 Cross section view of a trench cell. 
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Fig. 5-4 Layout of a trench cell. 
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5.3 Operations of DRAM cells [14] 
In this section, operations of memory cells, i.e., read, program and refresh, are 

briefly explained. Figure 5-5 shows the schematic illustration of DRAM operation 
circuits. Before operations of memory cells, by pre-charge operations, the voltage of the 
data-lines is set to predetermined value, Vp. The value of Vp is in general VD/2. Here, the 
program voltages to the capacitors for “high” and “low” are VD and 0, respectively. The 
reason to choose Vp = VD/2 is to reduce the power consumption and to increase noise 
immunity. Pre-charges are performed when the pre-charge clock is “high”. Just after the 
pre-charge clock become “low”, data lines of the pre-charge voltage, Vp, are holding on 
the floating condition.  

 
5.3.1 Read operations 

For the case to read the specific memory cell, for example M0, operations are as 
follows. After pre-charge operations, the word line, WL0, of the memory cell, M0, is 
selected. The voltages of −vs, or vs is superimposed to Vp corresponding to the voltages 
of the memory cell capacitor, i.e., 0 or VD, respectively. The superimposed voltages are 
described by 

 

DS

SD
s CC

CV
v

+
=

2
,  (1) 

 
where CS and CD are capacitances of the storage capacitor and the data line, respectively. 
In general, the value of CS is much smaller than that of CD which means the 
superimposed voltage, vs, is much smaller than VD . The small changes of Vp=VD /2, i.e., 
±vs, are detected and amplified by the sense-amplifier. By comparing between the 
reference voltage, VD/2, and the data line voltage, the voltage of the data lines is 
amplified to VD or 0 corresponding to the data line voltages of VD/2+ vs or VD/2- vs, 
respectively. The amplified voltages, VD or 0, are read out by the column select switch 
and the read operation is completed. The information voltages of all memory cells, i.e., 
VD or 0, connected to the selected word line are corrupted, when the word line is 
selected. However, sense amplifiers connected to all data line detect the small change of 
voltage and recover the corrupted information by amplifying the voltages to VD or 0. 
Therefore, the read operations consist of read-out, amplify and re-program for all 
memory cells connected to the selected word line. During these operations, the 
information of the selected data line is only read out. 
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5.3.2 Program operations 
     The program operation for the selected memory cell, M0, is performed by 
selecting the corresponding word line, WL0, and imposing the intended voltages, i.e., VD 
or 0, to the data line, D0. Because the selection of word line corrupts the data of the 
unselected memory cells, the read operation is performed before the program operation. 
That is, the recovered voltages of all memory cells by the read operation hold and the 
voltages of the selected data line are only programmed by the column select switch. 
Here, the column select switch is connected to the common I/O line and intended 
voltages are supplied via the common I/O line. 
 
5.3.3 Refresh operations 

Refresh operations are equal to read operations for all word lines, which is unique 
operations for only DRAMs. By refresh operations, the voltages of all storage 
capacitances connected to the specific word line are read out, amplified, and 
reprogrammed, i.e., refreshed.  Therefore, the voltages of all storage capacitances are 
refreshed even if the voltages are modulated by the leakage currents. By selecting all 
word lines in turn, information of all memory cells on the chip is reproduced.  

Figure 5-6 shows the schematic illustration of the refresh operation. Refresh cycle 
times to select each word line should be Tref/nwl to insure the information of all memory 
cell against the leakage currents, where Tref is the refresh time and nwl is the number of 
the word line. For 1Mb DRAM of Tref =8 [ms] and nwl =512, the refresh cycle time is 
16μs. One refresh operation for the specific word line is performed on every 16μs. 
During the refresh operation, the other operations, i.e., read and program, is prohibited. 
The time required to refresh one word line is the same with the one cycle of the read or 
program operation, TRC. Therefore, the performance loss by refresh operation, γ, is 
described by  

 

wlref

RC

nT
T

/
=γ , (2) 

 
which should be as small as possible. To compromise the performance degradation and 
the power reduction, the refresh time, Tref, has doubled on every DRAM generation as 
shown in Fig. 5-7. To keep this trend, the increase of the storage capacitance and the 
reduction of the leakage current are crucial. 
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Fig. 5-5 Schematic illustration DRAM operation circuit 
 
 
 
 
 



5. Structure, operation and reliability of DRAMs 

96 

 
 
 

 
 

Refresh
Read/Program

WL(1) WL(2) WL(nwl) WL(1)

Tref

TRC

Tref/nwl

Refresh
Read/Program

WL(1) WL(2) WL(nwl) WL(1)

Tref

TRC

Tref/nwl

 
 
 

Fig. 5-6 Schematic illustration of refresh operations. 
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Fig. 5-7 Trend of refresh time.
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5.4 Mechanisms of leakage current 
5.4.1 Generalized Shockley-Read-Hall recombination current 
     Imperfections within the semiconductor can disrupt the perfect periodicity of the 
crystal lattice, and as a result can introduce energy levels into the forbidden gap much as 
donor and acceptor impurities do. These energy levels then act as “stepping-stones” in 
the transition of electrons and holes between the conduction and valence band. Because 
the probability of the transition depends on the size of the step, imperfections can make 
such transitions more probable and, therefore, can exert a drastic influence on the 
lifetime in the semiconductor. 
     The theory of the recombination-generation process taking place through the 
action of such intermediate energy-level has been worked out by Shockley and Read, 
and by Hall [15]. This theory, i.e., SRH process, has been remarkably successful in 
explaining a wide variety of phenomena in many semiconductors and semiconductor 
devices. However, the contribution of the tunneling has been neglected by the SRH 
process. In this section, the SRH process is generalized by implementing the 
contribution of the tunneling [16]. Figure 5-8 shows the various steps that occur in the 
recombination and generation process via the intermediate-level of traps. The dashed 
arrows and the solid arrows illustrate the SRH process and the SRH process with the 
tunneling, respectively. Process (a) is the capture of an electron from the conduction 
band by the trap. Process (b) is the reverse process, i.e., the emission of and electron 
from the trap to the conduction band. Process (c) is the capture of a hole from the 
valence band by the trap. Finally, process (d) is the emission of a hole from the trap to 
valence band. 
     Let us now consider the rates of these individual processes for the SRH process 
with the tunneling [15]. The rate of process (a) is described by 
 

)1( fNnCr ttna −= , (3) 
 
where Cn is the electron capture rate to the trap, nt the density of the free electron 
including the contribution of the tunneling, Nt the density of traps and f the probability 
of occupation of a trap by an electron. The rate of the process (b) is described by 
 

fNer tnb = ,  (4) 
 
where en is the electron emission rate from the trap to the conduction band including the 
contribution of the tunneling. The rate of process (c) is described by  
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fNpCr ttpc = , (5) 

 
where Cp is the hole capture rate to the trap, pt is the density of the free hole including 
the contribution of the tunneling. The rate of process (d) is described by  
 

)1( fNer tpd −= ,  (6) 

 
where ep is the electron emission rate from the trap to the conduction band including the 
contribution of the tunneling. Emission rates and densities of the free carriers are 
generalized by implementing the contribution of the tunneling [16, 17]. 
     In a weak electric field, the carrier density at a certain location in a depletion layer 
is given by the conventional way [15]. However, in a strong electric field, the density of 
carriers at a certain location with in the depletion layer increased due to the finite 
probability of carriers tunneling into the gap, as shown Fig. 5-9 (a). Following the 
approach of Vincent et al. [17], the electron density including the contribution of the 
tunneling is described by 
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)2()exp(11)()( γ ,  (7) 

 
where 
 

( ) 3
12*2 −= qFmγ ,  (8) 

 
F the electric field of the linear potential, m* the effective mass, n the carrier density 
without the contribution of the tunneling, Ai the Airy function, ΔEn=Ec-Et, Ec the 
conduction band edge, Et the trap level, and the other parameters follow the 
conventional expressions. Based on the same approach as shown in Fig. 5-9 (b), the 
enhancement of the emission probability is given by 
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where en0 is the emission rate without the contribution of the tunneling. For a linear 
potential, both the carrier concentration and the emission are enhanced by the same 
factor, i.e., 
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where Γn and Γp is introduced as the field-effect functions which is described integration 
term of Eqs. (7) and (9). Using the asymptotic behavior of the Airy function, the 
expression for Γn is can be written as 
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where 
 

Fq
Em

K n
n

3*2
3
4 Δ

= . (13) 

 
Analytical approximation for the integral in (12) is given as follows. For Kn > 2/3ΔEn/kT, 
i.e., for not too large values of the electric field (e.g., at room temperature and for 
ΔEn=0.5 [eV], this criterion corresponds to F < 9×105 V/cm) the maximum contribution 
to the integral in (12) comes from u=um, where 0<um<1. In this case, the integral can be 
approximated by a second-order series expansion of the function of u in the exponent of 
Eq. (12) around its maximum at um. After setting the integration boundaries to −∞ and ∞, 
integration yield 
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where 
 

q
kTm

F
3* )(24

=Γ . (15) 

 
So, in the situation where the maximum contribution to the tunneling effect comes from 
energy levels above the minimum level at which electrons can tunnel, the integration 
interval is irrelevant. Obviously, the same reasoning holds for the tunneling of holes. If 
this situation holds for both electrons and holes, the field-effect functions are equal, i.e., 
Γn=Γp=Γ. 
     Let us now derive the generalized SRH recombination current. For the 
non-equilibrium steady-states, we can write by using four processes, i.e., process (a) to 
(d), 
 

dcba rrrrU −=−= , (16) 
 
where U is the generalized SRH recombination current. By substituting Eq. (3)-(6) into 
Eq. (16), we can solve for the occupancy factor, f, of the traps under a given 
non-equilibrium steady-state in terms of the electron and hole concentration as  
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By substituting Eq. (17) into Eq. (16), the generalized SRH recombination current, U, is 
obtained as follows: 
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where τn=Cn/Nt and τp=Cp/Nt. By using the equilibrium condition, we can simplify Eq. 
(18). In equilibrium, ra=rb, rc=rd, 
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where Et is the trap level and EF is the Fermi level. By using these equations in 
equilibrium, we can derive 
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Substituting Eq. (10), Eq. (11), Eq. (22) and Eq. (23) into Eq. (18), we can obtain the 
generalized form of SRH process including the contribution of the tunneling as follows: 
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For weak electric field, Γn, Γp<1, Eq. (24) reduces to the conventional SRH 
recombination formula. 
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Figure 5-8 The various steps that occur in the recombination and generation process via 
intermediate-level of traps. 
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Fig. 5-9 Schematic illustrations for the contributions of the tunneling to (a) the density 
of the free carrier and (b) the emission rate.
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5.4.2 Gate induced drain leakage current 
     Significant gate-induced drain leakage (GIDL) currents can be detected in thin 
gate oxide MOSFETs at drain voltages of much lower than the junction breakdown 
voltage. This current is found to be due to the band-to-band tunneling occurring in the 
deep-depletion layer in the gate-to-drain overlap region [18, 19], as shown in Fig. 5-10.    
The GIDL currents consist of two components, as shown in Fig. 5-11. One is the 
component of the x-direction, i.e., along the channel, the other is that of the y-direction, 
i.e., perpendicular to the channel [20, 21]. At the normal condition, the component of 
y-direction is dominant. However, the component of x-direction dose not become 
negligible after the channel hot electron stress [22-25], because the interface trap 
generated by the hot electron enhance the component of x-direction. 

The band-to-band tunneling (BTBT) of y-direction is only possible in the 
presence of a high electric field and when the band bending is larger than the energy gap, 
Eg, as shown in Fig. 5-11 (a). The field in silicon at the Si-SiO2 interface also depends 
on the doping concentration in the diffusion region and the difference between VD and 
VG, i.e., VDG. A simple expression for the surface field at the dominant tunneling point 
can be expressed as 
 

oxSiOsi

gDG
s T

qEV
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2εε
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= .  (25) 

 
where Fs is the vertical electrical field at silicon surface, Tox the oxide thickness in the 
gate-drain overlap region, εsi the silicon permittivity, εSiO2 the oxide permittivity. By 
using the theory of the tunneling currents [26], the GIDL of y-direction is described by   
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where A is the pre-exponential factor. 
     The band-to-band tunneling (BTBT) of x-direction is the two-step tunneling 
mechanism via interface traps, as shown in Fig. 5-11 (b). The tunneling rates for 
electrons and holes, Te and Th, are described by  
 

ete fT τ/= , (27) 
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( ) hth fT τ/1−= , (28) 
 
where ft is the electron occupation factor of interface, τe and τh the time constant for the 
electron and the hole tunneling, respectively. According to the Fermi-Golden rule, time 
constants for electron and hole tunneling are derived as follows [27]: 
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For the non-equilibrium steady-states, we can solve for the electron occupancy factor, ft, 
of the traps via Te = Th and obtain  
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By substituting Eq. (31) to Eq. (27), we can obtain the GIDL of x-direction as follows: 
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Integrand of Eq. (32) becomes the sharply peaking function of Et. The peak occurs at Et 
=Et,max of τe=τh. By using Eq. (29) and Eq. (30), we obtain Et,max =(Ec+Ev)/2 and finally 
derive the analytical equation for the GIDL of x-direciton, 
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The GIDL shows very weak temperature dependence [18, 19], because the GIDLs of 
both x- and y-direction are tunneling process. 
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Fig. 5-10 Illustration for the electron-hole pair generation at a deep-depletion region, 
which is called as the gate induced drain leakage.
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Fig. 5-11 Illustrations of the band bending and the leakage current for (a) x-direction 
and (b) y-direction. 
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Summary 
     In this chapter, the data retention mechanism of DRAMs is described. A new 
model for the leakage current of a single tail bit of dynamic random access memories 
(DRAMs) is developed. This model can explain the leakage current of each tail bit 
quantitatively. To derive model equations, we assume that some bits containing one 
specific trap become tail bits among all bits in a DRAM chip. The variation of the 
leakage current of tail bits is attributed to the fluctuation of the trap level. By 
introducing the trap level fluctuation model, we have successfully reproduced the 
distribution of the retention time for tail bits. We also have obtained a good agreement 
between model and experimental results of tail distributions as functions of process 
splits and the temperature by using the present model. As an example applied by the 
present model, we estimated the required number of the repairable bits for 1G DRAM.  
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6.1 Introduction 
     The control of the retention time for the stored charge is a key issue for realizing 
future dynamic random access memories (DRAMs) of high density, because the refresh 
time doubles with each successive generation. This requirement derives from needs to 
keep the refresh interval constant even if the number of memory bits increases. The 
retention time of each bit, Tret, can be defined as the duration while the stored signal can 
be read out. To follow the trend of the refresh time, the retention time of each bit, Tret, 
should be improved on every DRAM generation. The retention time is deteriorated by 
several leakage mechanisms. Among them, the junction leakage current (Fig. 6-1) is a 
critical subject for the retention time, because it is enhanced as an operation temperature 
increases. The maximum operation temperature of DRAMs is higher than 70˚C. 
Therefore, the control of the junction leakage current is one of the most important issues 
to improve Tret [1], [2].  
For DRAMs of every generation, the transistor has been shrunk to about 80-70%. To 
suppress the short channel effect for the shrunk transistor, the substrate doping 
concentration has increased which results in the increase of the electric field in the 
junction. Since the junction leakage increases with the junction field, it has been more 
difficult to improve Tret with each successive generation. 
     Figure 6-2 shows the cumulative plot of Tret which shows two distinct 
distributions known as normal and tail distribution. The bits belonging to normal and 
tail distributions are called as normal and tail bits, respectively in this paper. Many 
studies [1-17] have been concentrated on finding the mechanism of tail distributions. 
There have been also many simulation studies [1][7][8] to understand the reason for the 
existence of tail bits. In order to explain the abnormally large junction leakage currents 
of tail bits, the trap-assisted tunneling (TAT) model with local enhancement of electric 
field has been proposed [7-9]. It has been also reported that gate-induced drain leakage 
(GIDL) current due to band-to-band tunneling (BTBT) or band-to-defect tunneling 
(BTDT) is a plausible leakage source for the tail distribution [11-14]. Basically many 
researchers have shown that the dominant leakage component in DRAM cells is the 
generation current via traps derived by using generalized form of the 
Shockley-Read-Hall (SRH) model [20][21], and the wide variation in the retention time 
originates from the distribution in locations and/or energy levels of traps [7-10][17-19]. 
     To follow the trend of Tret toward the future generation of DRAMs, we should 
optimize the design parameters, including the storage capacitance, Cs, the substrate bias, 
VBB, the number of the repair capability, process conditions and so fourth. 
Understanding the tail distribution of Tret based on a physical model is crucial to 
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optimize these design parameters. The goal of this study is to provide a model to predict 
Tret distributions of the current and the next generations for refresh-time-oriented 
DRAM design optimization. In this paper, we analyze, at a first step, the anomalous 
junction leakage of a single tail bit and then model the distribution of the junction 
leakage. Based on the analysis of the leakage for a single bit and the distribution of the 
junction leakage, we have derived a quantitative model of Tret distribution for tail bits, 
which can available to determine the number of the repairable bits. 
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Fig. 6-1. Schematic illustration of DRAM structure and data retention. 
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Fig. 6-2. Typical cumulative distribution of Tret. 
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6.2 Leakage current of a single bit 
At a first step, the leakage current of a single tail bit is obtained by 

 
retL TQI /= , (1) 

 
where Q is the charge stored in the storage node. The variation of Q for each bit can be 
neglected, because capacitances of storage nodes are well controlled on mass 
productions. The values of Tret can be obtained as functions of the temperature and the 
substrate bias. Figure 6-3 shows IL of a tail bit as a function of the junction voltage, Vj, 
at 85˚C. Here, the junction voltage, Vj, is obtained by the substrate bias plus the built-in 
potential of the p-n junction, which is obtained with the device simulator. As shown in 
Fig. 6-3, the values of IL increase with Vj due to the field enhancement mechanism 
[22][23] and IL at Vj=4.3 [V] is 1×10-13 [A] at 85˚C [16]. 
Figure 6-4 shows the activation energy of the leakage current for a tail bit as a function 
of Vj. Activation energies are obtained from the values of IL obtained from measurement 
results of Tret at three temperatures, 115˚C, 85˚C, and 55˚C. Here, the results shown 
both in Fig. 6-3 and Fig. 6-4 are obtained from the identical single tail bit. The values of 
the activation energy decrease with increase of Vj via the field enhancement mechanism 
[22][23], as shown in Fig. 6-4. We assume that memory bits containing a specific trap 
center become tail bits among all memory bits in a DRAM chip. Therefore, the 
activation energy at Vj,=0 is 0.62 [eV], which means the tail bit contains the specific 
trap of Et=0.62 [eV], as shown in Fig. 6-4. 
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Fig. 6-3. Experimental and calculation results of IL for a tail bit as a function of the 
junction voltage, Vj, at 85˚C. 
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Fig. 6-4. Activation energy of the tail bits. 
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6.3 Modeling of the leakage current 
In a generalized form of the Shockley-Read-Hall (SRH) model, the leakage 

current based on the thermal carrier generation enhanced by the applied electric field 
can be described as follows [16-23], 
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where 
 

( )[ ]2
,, /exp)/(32)( nnn FFFFF ΓΓ=Γ π , (4) 

 

( )[ ]2
,, /exp)/(32)( ppp FFFFF ΓΓ=Γ π , (5) 

 

qkTmF nn /)(24 3*
, =Γ , (6) 

 

qkTmF pp /)(24 3*
, =Γ , (7) 

 

( )tnnthn Nv στ ,/1= , (8) 

 

( )tppthp Nv στ ,/1= , (9) 

 
tit EEE −=Δ . (10) 

 
Here, F is the electric field, m* the effective mass, T the temperature, vth the thermal 
velocity, σ the capture cross section, Nt the trap density, Ei the intrinsic Fermi-level, Et 
the trap level, and the other parameters are used as the conventional ways. 
Because of ni>>n, p in the depletion layer under a reverse bias, Eq. (3) becomes more 
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simple form: 
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G1 corresponds to the electron transition rate from the trap level to the conduction band, 
and G2 to that from the valence band to the trap level, as depicted in Fig. 6-5.  
As a next step, we derive the leakage current of a single tail bit. In order to derive 
model equations, we assume that memory bits containing a specific trap center in the 
depletion layer of the junction become tail bits. Since the number of tail bits is 
significantly small, it is provided that a particular tail bit contains only one trap center. 
Under this assumption, we have derived the model equation for leakage currents of a 
single tail bit by replacing Nt in Eq. (8) and Eq. (9) to “1”, as follows: 
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Note that the dimension of IL is “Ampere”. For the calculation of the leakage current, 
the temperature dependent parameters are described as [24], 
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*3kT/m=vth , (17) 

 
where m*=0.25m0 [23], and m0=9.1095×10-31 [kg]. At 85˚C, we use the values: Eg=1.10 
[eV], ni=8.16×1011 [cm3], vth,n= vth,p=2.55×107 [cm/s]. The field enhancement factor, 
Γn(F) is calculated by using Eq. (4) and Eq. (6), while we assume Γp(F)~ Γn(F) [23]. At 
the operation bias condition of DRAMs, Γn(F)= 15.4. The electric field, F, is the 
maximum electric field around the gate edge obtained by carrying out 3D-device 
simulator with CADDETH [25]. 

Figure 6-3 shows the comparison between the model and the experimental results 
of the leakage current, IL, as the function of Vj. For model calculations, we use the 
values as T=85˚C, Et=0.62 [eV], and F from the device simulation. A good agreement 
between the model calculation using Eq. (14) and the experimental results is obtained as 
shown in Fig. 6-3. In order to obtain the best fit of the data, we chose σn=σp= 2.50×10-14 
cm2, which has been kept constant for all model calculations. 
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Fig. 6-5. Illustration of the leakage current at the depletion region. 



6. Data retention characteristics of DRAMs 

123 

6.4 Origin of the tail-distribution 
     Figure 6-6 shows a cumulative plot of the tail distribution. The result suggests 
that the logarithm of Tret follows the Gaussian distribution. It is not irrational to 
speculate that the location of a trap center and hence its surroundings statistically 
distribute in the p-n junction. Consequently the effective energy level of the trap might 
be perturbed by the lattice distortion due to the stress and the other physical condition 
around the trap. Therefore, the tail distribution in Fig. 6-6 can be attributed to the 
fluctuation of the trap level. Based on the trap level fluctuation model, tail bits 
distribution is described by 
 

 ret
ret

ttt
cellretret dT

T
EEE

NdTTf
∂
∂−

−=∫ ∫ )
2

)(
exp()2/()( 2

2

δ
δπη , (18) 

 
where <Et> is the average trap level of tail bits, η ratio of tail bits to total bits, δ  the 
root mean square (RMS) for the trap levels of tail bits, and Ncell the total bits number of 
DRAM chip. By fitting Eq. (18) to the experimental results in Fig. 6-6, we can obtain 
the trap level distribution of tail bits. As shown in Fig. 6-6, a good agreement between 
the experimental result and the model calculation for tail distributions are obtained. 
Extracted values of <Et> and δ are 0.677 [eV] and 0.025 [eV], respectively. Here, the 
values of η would depend on fabrication lines, which we do not specify this value in 
this paper. Only values of the electric field and temperature were changed for all model 
calculations in the later section, while the other model parameters are kept constant. 
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Fig. 6-6. Experimental and calculation results for the cumulative distribution of Tret. 
 
 
 



6. Data retention characteristics of DRAMs 

125 

6.5 Verification of the model and its application 
     We compare the results of model calculations with those of experiments for 
several DRAM test chips. Table 1 lists the process splits of the test chips. Figure 6-7 
shows the cumulative plots of tail distributions as the parameter of the process splits. 
For all model calculations, we used only a different value of the electric field by using a 
device simulator, while the other parameters are constant. As shown in Fig. 6-7, we 
obtain good agreements between the model and the experimental results. Figure 6-8 
shows the cumulative plots of Tret as the parameter of the operation temperature. Good 
agreements are also obtained for the temperature dependence of tail bits distributions as 
shown in Fig. 6-8. 
     We have applied the present model to make a scenario for improvement of Tret for 
the state-of-the-art technology. The design parameters are implemented to the present 
model via the charge stored in the storage node, Q, as follows: 
 

)/)(2/( SDSSDLS CCCVVCQ +Δ−= , (19) 
 
where CS and CD are the storage and the data-line capacitance, VDL the storage voltage, 
ΔVS the sensitivity of the sense-amplifier. The process condition can be implemented 
via the electric field by using a device simulator. For example, we calculated the 
required number of the repairable bits as a function of Cs for 1G DRAM. Figure 6-9 
shows the refresh time as the function the number of the repairable bits which is 
calculated by using our model. For all model calculations, we used only a different 
value of the electric field by using a device simulator, while the other parameters are 
kept constant. As shown in Fig. 6-9, in the case of Cs =50fF, the required number of the 
repairable bits would be more than 300. 
     Finally we discuss the specific trap which is contained in tail bits. As shown in 
Fig. 6-6, we have extracted the average trap level of 0.677 [eV]. One of the most 
plausible mechanisms for the trap generation is the contamination of transition metals 
during processing. The elements which show close values of 0.677 [eV] are “Fe” and 
“Cu” [26] [27]. To get good retention characteristics, hence, the reduction of the 
contamination is crucial in addition to the junction field reduction. 
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Table 1 Process splits of the DRAM test chips. 

 

A
B
C
D

N1
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C1

C1

C2
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Process P-well Cs

N1 > N2 > N3 > N4

C1 < C2

A
B
C
D

N1

N2

N3

N4

C1

C1

C2

C2

Process P-well Cs

N1 > N2 > N3 > N4

C1 < C2  
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Fig. 6-7. Comparisons between the model and the experimental results for four process 
splits. 
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Fig. 6-8. Comparisons between the model and the experimental results for the 
temperature dependence. 
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Fig. 6-9. Estimations of the required number of repairable bits for 1G-DRAM. 



6. Data retention characteristics of DRAMs 

130 

6.6 References 
[1] T. Hamamoto, S. Sugiura, S. Sawada: IEDM Tech. Dig. (1995) 377. 
[2] T. Hamamoto, S. Sugiura, S. Sawada: IEEE Trans. Electron Devices 45 (1998) 
1300.  
[3] Y. P. Kim, S. T. Kim, J. T. Moon, and S. U. Kim: IEEE Trans. Electron Devices 
Mater. Rel. 1 (2001) 104.  
[5] Y. Mori, R. Yamada, S. Kamohara, M. Moniwa, K. Ohyu, and T. Yamanaka: Proc. 
of IRPS2001 (2001) 167. 
[6] Y. Mori, S. Kamohara, M. Moniwa, K. Ohyu, T. Yamanaka, R. Yamada: IEEE 
Trans. Electron Devices 53 (2006) 398. 
[7] K. Yamaguchi: IEEE Trans. Electron Devices 47 (2000) 774. 
[8] A. Hiraiwa, M. Ogasawara, N. Natsuaki, Y. Itoh, H. Iwai: IEDM Tech. Dig. (1998) 
157. 
[9] S. Ueno, Y. Inoue, and M. Inuishi: IEDM Tech. Dig. (1999) 37. 
[10] S. Kamohara, K. Kubota, M. Moniwa, K. Ohyu, and A. Ogishima: IEDM Tech. 
Dig. (1999)539. 
[11] K. Saino, K. Okonogi, S. Horiba, M. Sakao, M. Komuro, Y. Takaishi, T. Satoh, K. 
Yoshida, K. Koyama: IEDM Tech. Dig. (1998) 149. 
[12] M. Chang, J. Lin, S. N. Shil, T. Wu, B. Huang, J. Yang, and P. Lee: IEEE Trans. 
Electron Devices 50 (2003) 1036. 
[13] H. W. Seo, G. Y. Jin, K. Yang, Y. Lee, J. Lee, D. Song, Y. Oh, J. Noh, S. Hong, D. 
kim, J.Kim, J. Kim, H. Kim, D. Won, and W. Lee: Proc of IRPS2002 (2002) 287. 
[14] H. Suzuki, M. Kojima, and Y. Nara: Proc. of Int. Conf. Solid State Materials 
(1998) 32.  
[15] S. Ueno, T. Yamashita, H. Oda, S. Komori, Y. Inoue, T. Nishimura: IEDM Tech. 
Dig. (1998) 153. 
[16] J- H. Yi, S- K Park, Y- J Park, and H. S. Min: IEEE Trans. Electron Devices 52 
(2005) 554. 
[17] S. Jin, J- H Yi, J. H. Choi, D. G. Kang, Y. J. Park, and H. S. Min: IEEE Trans. 
Electron Devices 52 (2005) 2422. 
[18] S. Jin, J- H Yi, Y. J. Park, and H. S. Min: Proc. of Int. Conf. Simulation 
Semiconductor Processes Devices (2004) 315. 
[19] S. Jin, J- H Yi, J. H. Choi, D. G. Kang, Y. J. Park, and H. S. Min: IEDM Tech. Dig. 
(2004) 339. 
[20] W. Schokeley and W. T. Read: Phys. Rev. 87 (1952) 835. 
[21] R. N. Hall: Phys. Rev. 87 (1952) 387. 



6. Data retention characteristics of DRAMs 

131 

[22] G. A. M. Hurkx, H. C. de Graaff, W. J. Kloosterman, M. P. G. Knuvers: IEEE 
Trans. Electron Devices 39 (1992) 2090. 
[23] G. A. M. Hurkx, D. B. M. Klaassen, M. P. G. Knuvers: IEEE Trans. Electron 
Devices 39 (1992) 331. 
[24] X. Xi, K. M. Cao, H. Wan, M. Chan, and C. Hu: BSIM4.2.1 MOSFET Model 
-User's Manual (University of California, Berkeley, CA, 2001), p.12-8. 
[25] T. Toyabe, H. Masuda, Y. Aoki, H. Shukuri and T. Hagiwara: IEEE Trans. 
Electron Devices 32 (1985) 2038. 
[26] S. M. Sze and J. C. Irvin: Solid State Electron, 11 (1969) 599. 
[27] S. M. Sze: Physics of Semiconductor Devices (Wiley, New York, 1981) 2nd ed, 
p.21. 
 
 
 
 
  



6. Data retention characteristics of DRAMs 

132 

 



7. Origin of leakage currents 

133 

 

 

 

Origins of leakage currents 

 
Summary 

In this chapter, we discuss the origins of leakage currents for flash memories and 
DRAMs. The charge loss of flash memories via detrapping and SILCs are caused by the 
oxide trap of 0.37 [eV] and 3.6 [eV], respectively. Trap levels of 0.37 [eV] and 3.6 [eV] 
are thought to originate in oxygen vacancies of dimer and fourfold configurations, 
respectively. For tail bits of DRAMs, the origin of anomalous leakage of tail bits is the 
silicon trap of 0.68 [eV]. By comparison with the previous data of silicon traps by metal 
contaminations, the elements which show close values of 0.677 [eV] are “Fe” and “Cu”. 
From the failure rate of DRAM cells, the contamination level of 0.01 [ppb] is obtained, 
which is below the purity level of silicon substrates. 
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7.1 Origins of leakage currents for flash memories 
7.1.1 Oxygen vacancies in the oxide 

Silicon dioxide has been the subject of extensive experimental investigations in 
both its crystalline and amorphous forms. Several of its properties are dominated by a 
single point defect, known as E1’ in crystalline quartz [1] and Eγ’ in amorphous SiO2 [2], 
with a characteristic electron-paramagnetic-resonance (EPR) signature. 
Theoretical calculations [3–5] for small clusters, for crystalline quartz, and amorphous 
supercells led to the identification of the defect as the oxygen vacancy. This defect 
exhibits a unique bistability: In the neutral state, the two adjoining Si atoms rebond into 
a ‘‘dimer configuration’’, as shown in Fig. 7-1 (a). In the EPR-active positively charged 
state, one of the Si atoms relaxes back past the plane of its three O neighbors and bonds 
with another network O atom (‘‘puckered configuration’’), as shown in Fig. 7-1 (b). 

In the past decade, the research on radiation or the high-field stress induced 
defects in the amorphous SiO2 layer of MOS transistors has revealed a broad range of 
complex dynamical phenomena in both the bulk oxide film and near the Si-SiO2 
interface. The origin of many of these phenomena has been traced to O vacancies 
[6–10]. The underlying atomic scale processes, however, remain elusive. The 
phenomena are often associated with the dynamics of the Eγ’ center and of a second 
EPR-active defect that has been labeled Eδ’ and identified as an O vacancy in the dimer 
configuration [6, 7, 11].  

Examples of these phenomena are as follows: (a) Eγ’ centers are found to be more 
stable thermally than Eδ’ centers; at room temperature, after irradiation or hole injection, 
the density of Eδ’ centers has been observed to decrease, in some cases with a 
concomitant increase in the density of Eγ’ centers [7]. (b) After irradiation or high field 
stress, the accumulated positive charge in the oxide can often be neutralized by a 
high-temperature anneal at large positive bias, but much of the original positive charge 
can be restored by the reverse-bias annealing [12–14]. The restored positive charge can 
cycle reversibly when the bias is cycled from positive to negative, but the total positive 
charge that gets restored during the cycling can gradually decrease with repeated 
cycling. 

Z- Y. Lu et al. report ab initio total-energy calculations of O vacancies in several 
amorphous SiO2 supercells [15]. The results and analysis reveal that O vacancies in 
amorphous SiO2 exhibit a very rich structure because of the large variations in local 
bonding that are possible in the amorphous network as opposed to crystalline quartz.   
Three distinct types of O vacancies were found. Examinations of the variations in local 
bonding in the amorphous supercells allow an analysis of the statistical probability of 
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distinct modes of behavior. For the statistical study, the local topologies of a 
million-atom cell were analyzed by theoretical calculations. 

The results are as follows. 
(a) The vast majority (roughly 80%) are not bistable like O vacancies in quartz. Instead, 
the dimer configuration, as shown in Fig. 7-1 (a) is the only stable configuration in both 
the neutral and positively charged state. The dimer energy level containing one or two 
electrons is shallow. 
(b) Roughly 12% are bistable in the same way as an O vacancy in quartz: In the neutral 
state, the dimer configuration is stable; in the positively charged state, one of the 
adjoining Si atoms relaxes back past the plane defined by its three O neighbors and 
bonds with another network O atom. The latter becomes threefold coordinated whereas 
the puckered Si atom becomes fourfold coordinated, as shown in Fig. 7-1 (b). The 
localized energy level is now quite deep, nearly in the middle of the SiO2 energy gap. 
When this center is given an electron back, it stays in a metastable puckered 
configuration, with an energy barrier ranging from 0.2 to 1.2 [eV]. The electron, in fact, 
fills the dangling bond, making it negative, whereas the hole is still left on the puckered 
Si side, resulting in a dipole. The result that a defect with such small spatial extent can 
sustain such a dipole is somewhat surprising, but the idea was in fact invoked in 
previous studies [12–17]. 
(c) Roughly 8% are also bistable, but with the following key differences: In the 
positively charged state, the puckered Si atom now bonds both to a network O and a 
network Si atom, becoming fivefold coordinated; the localized energy level is again 
deep and the unpaired electron has essentially the same distribution as before 
(suggesting a nearly identical EPR signature). However, when this center is given back 
an electron, it collapses immediately to the dimer configuration without an energy 
barrier. 

As a result, oxygen vacancies as electron traps have two stable states, i.e., the 
shallow state by the dimer configuration and the deep state by the fourfold puckered 
configuration. These results can account for many complex dynamical phenomena 
associated with electron capture and release after hole trapping in irradiated or stressed 
SiO2. Existence of two stable states of oxygen vacancies should be attributed to 
existence of two leakage mechanisms of flash memories. 
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Fig. 7-1. Schematics of (a) dimmer, (b) fourfold puckered oxygen vacancies.
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7.1.2 Anode hole injection model [18, 19] 
The maximum potential energy that can be gained by the tunneling electrons in 

the silicon dioxide is q(Vox-φn), where φn is the barrier height offset between the silicon 
and silicon dioxide. The value of q(Vox-φn) is too small to cause impact ionization in the 
silicon dioxide. Therefore, the oxide breakdown is not a result of the hot electron effect 
in the silicon dioxide itself. 

However, the electrons will enter the anode electrode with qVox of energy if 
scattering in the silicon dioxide is negligible as shown in Fig. 7-2. Since this energy can 
be substantially greater than the band-gap of silicon, it is possible to generate 
hole-electron pairs in the anode electrode [20]. It is thus possible to generate hot holes. 
A fraction of hot holes can tunnel into the silicon dioxide as originally proposed by 
Weinberg et al. [21]. These holes will tend to increase the cathode electric field by 
trapping in the oxide which in turn could lead to the oxide breakdown.  

In the n+-gate (n-type anode) case, the valence-band electrons must be excited to 
the bottom of the conduction band. However, in the p+-gate (p-type anode) case, the 
valence-band electrons only need to excite to the top of the valence band since there are 
available states there. Thus, for the p+-case the barrier height for hole tunneling will be  
lower than in the n+-case by 1.1 [eV] (the silicon band-gap), as shown in Fig. 7-2. If the 
fraction of tunneling electrons which give up all of their energy by creating 
hole-electron pairs is αH, then the hole-tunneling current arising from hole generation in 
the anode will be given by Jp= αH JnθH, where Jn is the electron tunneling current from 
the cathode and θH is the hole tunneling probability.  

The charge associated with the trapped holes at time t is thus Qp(t) = ηJp t where η 
is the hole trapping efficiency. Assuming that breakdown occurs when a critical number 
of holes have tunneled into the SiO2 and have been trapped [22], then QBD will be given 
by 
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,Vox is the voltage supplied to the oxide, C a constant, Tox the oxide thickness, B’= 
B/φn

3/2 the Fowler-Nordheim slope parameter, Eg,SiO2 and Eg,Si the band-gap energies of 
silicon dioxide and silicon, respectively, φn and φp(Vox) the barrier heights for electrons 
and holes, respectively. Here, Equation (1) is derived assuming Fowler-Nordheim 
tunneling and, equal electron and hole effective masses. The field dependence in the 
pre-exponential factor of the Fowler-Nordheim expression has been neglected for 
simplicity, i.e., Jn = A exp [−BTox/ Vox] where A is a material constant. The dependence 
of tBD on Vox can be determined by dividing Eq. (1) by Jn. 
     Hole injection by anode hole injection play a important role to activate oxygen 
vacancies as the electron traps. 
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Fig. 7-2. Energy-band diagram depicting the mechanism of the anode hole injection.  
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7.1.3 Origins of leakage currents 
While program operations of flash memories depend on the cell structures, i.e., 

the channel hot electron, the source side injection, and the Fowler-Nordheim (FN) 
tunneling, the erase operations is independent of the cell structure, i.e., FN-tunneling. 
The FN-tunneling for erase operation corresponds to the anode hole injection of p+-gate, 
which is more efficient than that of n+-gate. Therefore, during program/erase cycles, the 
holes are mainly injected during the erase operations. 

Just after the production, i.e. without any stress, the tunnel oxide includes a 
specific amount of oxygen vacancies, which become the origin of electron traps. During 
the program/erase cycles, oxygen vacancies capture holes which are generated by anode 
hole injections. Oxygen vacancies which capture holes became three types of the 
electron traps, i.e., the dimer configuration, the fourfold coordinated configuration, and 
the fivefold coordinated configuration. Traps of the dimmer configuration are shallow, 
which becomes responsible traps for the detrapping. Traps of the fourfold coordinated 
configuration are deep, which become responsible traps for the stress induced leakage 
currents (SILC). Traps of the fivefold coordinated configuration become immediately 
dimmer configuration after captures of electrons. 

Our analysis show that trap levels measured form the conduction band edge of 
the dimmer configuration and the fourfold coordinated configuration are 0.37 [eV] and 
3.6 [eV], respectively, as shown in Fig.7-3. These values have not been verified by the 
ab initio calculations method, because the accuracy of the ab initio calculations is not 
sufficient to quantitative discussion of trap level. However, we believe oxygen 
vacancies of the dimmer and the fourfold coordinated configuration have the energy 
level of 0.37 [eV] and 3.6 [eV], respectively. 
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Fig. 7-3. Trap levels related with the data retention of semiconductor memories. 
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7.2 Origins of leakage currents for DRAMs 
When a semiconductor is doped with donor or acceptor impurities, impurity 

energy levels are introduced [22]. A donor level is defined as being neutral if filled by 
an electron, and positive if empty. An acceptor level is neutral if empty, and negative if 
filled by an electron. 

The simplest calculation of impurity energy levels is based on the hydrogen-atom 
model. The ionization energy for the hydrogen atom is  
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where ε0 is the free-space permittivity. The ionization energy for the donor Ed can be 
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The ionization energy for donors as calculated from Eq. (6) is 0.006 [eV] for Ge, 0.025 
[eV] for Si, and 0.007[eV] for GaAs. The hydrogen-atom calculation for the ionization 
level for the acceptor is similar to that for the donors. We consider the unfilled valence 
band as a filled band plus an imaginary hole in the central force field of a negatively 
charged acceptor. The calculated acceptor ionization energy is 0.015 [eV] for Ge, 0.05 
[eV] for Si, and about 0.05 [eV] for GaAs. 

The simple hydrogen-atom model cannot account for the details of the ionization 
energy, particularly the deep levels in semiconductor [24-26]. However, the calculated 
values do predict the correct order of magnitude of the true ionization energies for 
shallow impurities. Figure 7-4 shows the measured ionization energies for various 
impurities in Si [22, 27]. Note that it is possible for a single atom to have many levels; 
for example, gold in Ge has three acceptor level and one donor level in the forbidden 
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energy gap [29]. 
As shown in Fig. 7-3, we have extracted the average trap level of 0.677 [eV] for 

the anomalous leakage currents of tail bits. One of the most plausible mechanisms for 
the trap generation is the contamination of transition metals during processing. The 
elements which show close values of 0.677 [eV] are “Fe” and “Cu” [26] [27]. To get 
good retention characteristics, hence, the reduction of the contamination, maybe “Fe” 
and “Cu”, is crucial in addition to the junction field reduction. 

By using the failure rate of DRAM cells, the contamination density of about 
1×1010 cm-3 can be approximately estimated. Purity of silicon substrate is 
9.999999999%, or 0.1 [ppb], which means the contamination density of about 1×1010 
cm-3, or 0.01 [ppb], is below the purity level of silicon substrates. Therefore, the 
tail-distribution is unavoidable by reducing the contamination. Only possible solution to 
modify the retention characteristics is the reduction of the electric field and the increase 
of the repairable bits, which is the conventional methodology DRAM companies have 
used.  
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Fig. 7-4. Trap levels related metal contaminations in silicon substrate.
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Prospects for conventional and emerging memories 

 

 
Summary 

In chapter 8, the prospects for conventional and emerging memories are remarked. 
Conventional memories, including NOR and NAND type flash memories, and DRAMs, 
would be believed that the data retention would be more serious problem for the future 
applications. Therefore, the new memories of the retention-problem-free are proposed 
including Ferroelectric RAMs (FeRAMs), Magnetoresistive RAMs (MRAMs) and 
Phase-Change RAMs (PRAMs). FeRAMs, MRAMs and PRAMs store the information 
via the polarization of the ferroelectric film, the magnetization of the magnetic tunnel 
junction (MTJ), the phases, i.e., crystalline or amorphous, of the Chalcogenide glass, 
respectively. These emerging memories possess nearly ideal properties, i.e., superior 
data retention, fast random access, virtually unlimited usage. Excellent functional 
properties of the new memories offer possibilities to displace the existing memories or 
create the new types of applications.
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8.1 Introduction [1] 
     Conventional semiconductor memories such as DRAMs and flash memories have 
successfully evolved in the direction of high density, high performance and low cost. 
However, in the view of the growing technical complexity, fabrication cost and physical 
limit, there have been concerns about whether this successful progress can be 
maintained in the future [2, 3]. There have been extensive efforts to study the technical 
and physical limits of conventional memories and to find the ways to overcome the 
predicted technical barriers. The data retention is one of the most important roadblocks. 
Based on our studies, we discuss the prospects of the conventional memories. 

Recently, many research groups and companies have tried different ways, 
developing new types of memories aiming less technical barriers and ideal memory 
characteristics such as non-volatility, high density, high speed and low power 
consumption, which none of the conventional memories can be satisfy at the same time 
[4, 5]. Among the many candidates of emerging new memories, Ferroelectric Random 
Access Memories (FeRAMs), Magnetoresistive Random Access Memories (MRAMs) 
and Phase change Random Access Memories (PRAMs) appears to be promising 
because it is expected that these can be commercialized because in the near future 
although it is longevity and technical barriers are not fully known. 
 
8.2 Prospect of conventional memories 
8.2.1 Prospect of flash memories in terms of data retention 
     The data retention characteristics of flash memories are determined by the 
detrapping and SILCs. In our study of data retention characteristics via detrapping, 
during program/erase cycles, oxygen vacancies of the dimer configuration capture holes 
injected via the anode-hole-injection and become active as electron traps. The 
anode-hole-injection is caused during FN tunneling of electrons. After oxygen vacancies 
become active, electrons are captured by these traps. The trap level is 0.37 [eV] 
measured from the conduction band edge. The density of oxygen vacancies are about 
1×1012 [cm-2]. Therefore, electrons of about 1×1012 [cm-2] are captured inside the tunnel 
oxide. During the high temperature holding at 125 [˚C], captured electrons are released 
via the thermal excitation which causes the shift of the threshold voltage. 
     Fundamental solutions of the data leakage via detrapping are to decrease oxygen 
vacancies inside the tunnel-oxide and to stop to use FN tunneling for erase and/or 
program operations. To decrease oxygen vacancies, the post annealing by several 
atmospheres, i.e., NO, N2O, H2 and D2, have been examined, which shows only the 
small effect within the author’s knowledge. The erase operation is only possible by 
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FN-tunneling. Therefore, the fundamental solutions are hard to find. 
     In our study of data retention characteristics via SILCs, electrons in the floating 
gate flow out through the multiple-trap path. The area density of oxygen vacancies are 
about 1×1012 [cm-2], which would be order of 1×1018 [cm-3]. However, the oxygen 
vacancies of the dimer configuration statistically get lined up from the cathode to the 
anode against long odds, which we call the multiple-trap-path or the weak spot. The 
area density of the multiple-trap-path is about 5.0×102 cm-2. During program/erase 
cycles, oxygen vacancies of the dimer configuration capture holes injected via the 
anode-hole-injection and become the fourfold configuration. The trap level of the 
fourfold configuration is 3.6 [eV]. The flash cells which contain the multiple-trap-path 
inside the tunnel oxide become tail cells by B-mode SILC. The tail cells show the 
anomalous leakage currents at the room temperature.  
     Empirically the tunnel oxides of thicker than 8nm can avoid B-mode SILC. By 
using oxide of thicker than 8nm, we can drastically reduce the probability to form the 
multiple-trap-path statistically. This means the tunnel oxide thickness must be constant 
even if the memory cells scale down, which deteriorates the short channel effect of 
MOSFETs and increases the amplitude of the random telegraph signal which reduces 
Vth windows.  
 
8.2.2 Other prospects of flash memories 

Fundamental limitation in NOR flash memory scaling comes from the 
non-scalable Si-SiO2 energy barrier height [6, 7]. NOR flash memory requires high 
drain voltage for the efficient channel hot electron generation and the injection of hot 
electrons into floating gate over the Si-SiO2 energy barrier. But high drain voltage 
needed for programming can cause unwanted drain disturbance in the other cells 
connected to the same bit-line. Drain disturbance problem includes cell transistor 
current leakage and hot hole injection into the floating gates in the unselected cells 
connected to the high voltage bit-line. As we scale down the cell transistor dimension, 
the transistor suffers severe short channel effect and need high channel doping 
concentration, which reduces the drain voltage allowed to prevent the drain disturbance. 
However drain voltage scaling with the cell transistor dimension cannot be continued 
since the drain voltage cannot be lower than the Si-SiO2 barrier height of 3.1eV and this 
imposes the fundamental limit of NOR flash memory scaling. This limit is expected to 
be critical below 65nm technology node.   
     NAND flash has more scaling capability than DRAMs and NOR Flash because of 
its compact cell architecture and its different device physics [8]. But cell-to-cell 
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interference (the inter-floating-gate coupling) in NAND flash memory eventually limits 
the technology scaling. Word line space is affected by the states of adjacent cells due to 
capacitive coupling between floating gates, which results in over-program or 
under-erase failures [9]. The floating gate interference for the coupling ratio increase as 
word line space becomes narrow. We can see that floating gate interference coupling 
ratio steeply increase when the word line space is narrower than 60nm.  
     Among digital devices, floating-gate (FG) flash memory is considered to be the 
first device that is affected by the random telegraph signal (RTS) during device 
scale-down by following reason [10]. Since the tunnel oxide thickness cannot be 
decreased due to stress-induced leakage current, Cox is constant during scaling down. 
Moreover, the gate length and width are as small as a feature size, which is almost the 
smallest among the MOSFETs fabricated by same technology node. From the above 
characteristics, the ΔVth due to the RTS of the FG flash memory is the largest among 
digital devices fabricated by the same technology node. 
     Windows of threshold voltage, Vth, become smaller for every flash generation 
because of the capacitive coupling between floating-gates, the random telegraph signal 
and the variety of disturb mechanism. In near future, flash memories will not maintain 
the sufficient Vth-window. Under such circumstances, relax of the specification of 
program/erase number are only solutions for the data retention problem.  

To scale down the oxide thickness, one solution is to use Si2N3 layer as the 
storage, i.e., SONOS structure, instead of the floating gate. The electrons stored in Si2N3 
layer are captured by traps. Therefore, the electron can not flow out from Si2N3 layer 
even if the multiple-trap-path is generated. Furthermore, if we use SONOS type flash 
cell structure [11], we can drastically reduce the interference arising from the capacitive 
coupling between floating gates. The SONOS cell will be the solutions for the 
technology node below 65nm. However, SONOS cell have the other difficulties as the 
memory devices, which is out of scope in this thesis. So we do not think SONOS cell is 
fundamental solutions for the future semiconductor memories. 
 
8.2.3 Prospect of DRAMs memories in terms of data retention  

One of the most plausible mechanisms for the trap generation is the 
contamination of transition metals. The elements which show close values of 0.677 [eV] 
are “Fe” and “Cu”.  

By using the failure rate of DRAM cells, the contamination density of about 
1×1010 [cm-3] can be approximately estimated. Purity of silicon substrate is 
9.999999999%, or 0.1 [ppb], which means the contamination density of about 1×1010 
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cm-3, or 0.01 [ppb], is below the purity level of silicon substrates. Therefore, the 
tail-distribution is unavoidable by reducing the contamination. Only possible solution to 
modify the retention characteristics is the reduction of the electric field and the increase 
of the repairable bits, which is the conventional methodology DRAM companies have 
used.  

As we scale down the DRAM cells dimension, cell array transistor will be the 
most critical. Data retention time of DRAMs has always been under pressure of 
ever-increasing trend and is critically affected by dimension of the cell array transistor 
[12]. Decreased transistor channel length requires increased channel doping 
concentrations to prevent channel punch-through. But the increased doping 
concentration is accompanied with the increased of electric field across the junctions 
boundary and the increase of junction leakage current which results in decrease of data 
retention time. We expect significant degradation of data retention time below 90nm 
node due to rapid increase in junction electric field. 
 
8.2.4 Summary of prospect of conventional memories 
     The data retention of flash memories and DRAMs would be attributed to the 
existence of oxygen vacancies and the metal contamination of 0.01 [ppb], respectively. 
We can not remove these fundamental origins of the charge loss. We must continuously 
rely on the conventional methodology to modify the data retention for every successive 
generation. Shrink of devices make it difficult to satisfy the specification of memories 
by only relying on the conventional methodologies. Therefore, development of new 
semiconductor memories including FeRAMs, MRAMs and PRAMs, are crucial in near 
future. 
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8.3 Emerging new memories 
     Table 8-1 lists the brief summary of the emerging memories, i.e., Ferroelectric 
RAMs (FeRAMs), Magnetoresistive RAMs (MRAMs) and Phase-Change RAMs 
(PRAM). As shown in Table 8-1, FeRAMs, MRAMs and PRAMs store the information 
via the polarization of the ferroelectric film, the magnetization of the magnetic tunnel 
junction (MTJ), and the phases, i.e., crystalline or amorphous, of the Chalcogenide glass, 
respectively. These new types of memories possess nearly ideal properties, i.e., superior 
data retention, fast random access, virtually unlimited usage as shown in Table 8-2 [4], 
[13]-[15].  

Excellent functional properties of the new memories offer possibilities to displace 
the existing memories or create the new types of applications. For example, new types 
of memories can revamp memory management in systems, i.e., from the complicated 
memory solution which uses many different types of memories at the same time, to 
simple memory solution where only a single type of new memory may be of necessity. 
However, the technical leverage of the new types of memories is at early stage of 
verification. To realize the great potential capacities of new memories, they seem to 
need further investigations and breakthroughs in technology. 
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Table 8-2 Properties of emerging semiconductor memories. 
 

 

FeRAM MRAM PRAM

Endurance 1012-1016 >1015 >1012

Write 40n-100n 20n-100n 10n-50n

Read 40n-100n 20n-100n 20n

Cell Size 20F2 20F2 10F2

Density 64M/128M 64M/256M 64M

Power supply
voltage 1.8V-2.5V 1.8V-3.3V 1.8V-3.3V

Program
voltage 1.2V-2.5V 5V-10V 1.2V-2.5V

Aplication Embedded
(Secure)

Embedded
(Car)

Embedded
(Cellular)

Refresh Non Non Non

 Non Volatile RAM (Emerging)
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8.3.1 Ferroelectric RAMs (FeRAMs) 
     Figure 8-1 shows the cross section view and the equivalent circuit of FeRAMs. 
FeRAMs store the information by using the polarization of the ferroelectric film. The 
polarizations are detectable by the sense amplifier via voltages of bit lines versus the 
reference voltage. 
     FeRAMs are to utilize the positive or negative remnant polarization charge state 
of ferroelectric dielectrics as either data “1” or data “0”, as shown in Fig. 8-2. In the 
case of FeRAMs technology scaling, ferroelectric capacitor appears to be more critical 
limiting factor than the array transistor. Sensing signal of FeRAMs is proportional to 
capacitor area and remnant polarization charges of ferroelectric film. Therefore, when 
we scale down the FeRAM cell area for high density memory, we need technologies to 
at least maintain or increase the capacitor area and the remnant polarization charges of 
the ferroelectric films to ensure proper signal sensing at the same time. 

Figure 8-3 shows schematics of FeRAM cell area scaling trend. With planar 
ferroelectric capacitor, we can scale down the cell area by improving the capacitor slope 
and by reducing the ferroelectric film thickness while maintaining the same signal 
sensing margin. But for further scaling down the cell area, we need to follow the similar 
way which DRAMs capacitor already experienced, i.e. we need three dimensional 
capacitor structures. For this purpose, securing ferroelectric film technology with 
nano-scaled thickness and excellent conformal deposition capability along the inside 
walls of a high aspect-ratio trench will be essential. 
     Application suitable for FeRAMs is the security data storage, because the data 
stored in FeRAMs is hard to be read out.  
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Fig. 8-1. Cross section view and the equivalent circuit of FeRAMs. 
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Fig. 8-2. Polarization of ferroelectric film, i.e., perovskite compound film. 



8. Prospects for conventional and emerging memories 

158 

 
 
 
 

(a) Planar type

(b) Stack structure

(b) 3D stack structure

Ferroelectric Film

Ferroelectric Film

Ferroelectric Film

Word line

Word line

Word line

(a) Planar type

(b) Stack structure

(b) 3D stack structure

Ferroelectric Film

Ferroelectric Film

Ferroelectric Film

Word line

Word line

Word line
 

 
Fig. 8-3. Schematics of FRAM cell area scaling trend.
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8.3.2 Magnetoresistive RAMs (MRAMs) 
     Figure 8-4 shows the cross section view and the equivalent circuit of MRAMs. 
MRAMs store the information by using the magnetization of the magnetic tunnel 
junction (MTJ). The magnetizations are detectable from voltages of the bit lines. 
     MRAMs are to utilize the resistance change of MTJ (Magnetic tunnel junction), 
which is determined by relative magnetization directions of two ferromagnetic 
electrodes, as shown Fig.8-5. The parallel magnetizations show the low resistance, 
while the anti-parallel magnetizations show the high resistance. Owing to the excellent 
performance such as non-volatility, fast read/write time, unlimited write endurance, 
MRAMs are considered to be a strong candidate for the future ideal memory [14]. 
However MRAMs are facing many technical barriers to be solved for the present. The 
urgent issues of obtaining uniform MTJ resistance and preventing writing disturbance to 
unselected cells seem to be solved considering the progress made by many research 
groups [16-19].  

In view of making high density MRAMs, the most critical limitation comes from 
the large cell size and poor scalability of MTJ size. MRAM cell structure has additional 
cell area is needed for MTJ connection. As a result, MRAM has typically large cell are 
factor of 20F2, which makes it hard to achieve high density MRAMs. Recently, new 
MRAMs structure was suggested to solve this problem. With the given size of MTJ, we 
can reduce the cell area to 8F2 by adopting new MRAM cell structure with split 
digit-lines [1]. The fundamental scalability limit of MTJ comes from the fact that the 
smaller the MTJ size, the higher switching field is required [1]. 

Large switching field requires large writing current and causes the increase in 
power consumption and chip size and the reliability issues arising from the 
electro-migration phenomena in the metal lines. The writing current can be reduced by 
using magnetic flux concentrating structures in digit-line and bit-lines [18] and 
optimization of MTJ magnetic properties [19]. Future of MRAM technology scaling 
seems to depend on how far we can shrink the MRAM writing current. 
     Application suitable for MRAMs is the embedded MCU for the automobile, 
because MRAMs shows a good stability even on the high temperature of more than 
150˚C. 
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Fig. 8-4. Cross section view and equivalent circuit of MRAMs.
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Fig. 8-5. Resistance change of MTJ (Magnetic tunnel junction), which is determined by 
relative magnetization directions of two ferromagnetic electrodes. 
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8.3.3 Phase change RAMs (PRAMs) 
     Figure 8-6 shows the cross section view and the equivalent circuit of PRAMs. 
PRAMs store the information by using the phases, i.e., crystalline or amorphous, of the 
Chalcogenide glass [20]. The phases are detectable from voltages of the bit lines. 
     By proper control of heating current, we can reversibly amorphize (reset) or 
crystallize (set) the GST. Resistance ratio between reset and set states is about 10~104, 
which gives large signal sensing margin. There are no physical limits to PRAM scaling 
down to CMOS limit as far as we know. The most important technical barrier to the 
PRAM scaling comes from large current consumption during reset process of GST in 
order to change the crystalline state into the amorphous state. Large reset current 
requires a large size of cell transistor, which makes PRAM cell size larger than ideal 
size of 10F2 and makes it hard to achieve high density PRAMs. 

Another barrier to the PRAM scaling is that set resistance shows tendency to rise 
as we decrease the reset current. Lager set resistance reduces the sensing signal and 
results in worse noise immunity and longer reading time. Approaches to reduce reset 
current may be categorized as the reduction of cell dimension, the modification of cell 
structure and the GST material. It is known that a reset current can be scaled down with 
GST size scaling and GST-electrode contact size scaling [21]. Thus PRAMs has 
advantages in cell size scaling over other memories like MRAMs where cell size scaling 
increases writing current. 

In order to reduce reset current with the contact dimension shrink, the various 
ideas and techniques have been proposed. For instance, an edge contact structure [22] 
can reduce the reset current as much as 50% and more. We can also reduce the reset 
current by modifications of GST material. The reset current of nitrogen doped GST is 
reduced to half compared to that of un-doped GST [23]. Reduction of the reset current 
while suppressing the set resistance below tolerance limit will be key success factors of 
future PRAM scaling. 
     Application suitable for PRAMs is the embedded MCU for the cellular phone, 
because PRAM shows the much higher program speed than NOR-type flash memory. 
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Fig. 8-6. Cross section view and equivalent circuit of PRAMs. 
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Conclusions 

 

 
Summary 

The data retention of flash memories can be attributed to the detrapping from the 
trap with an energy level of 0.37 [eV] as well as the stress induced leakage currents 
(SILCs) via 3.6 [eV] trap in the oxide layer. The origins of these traps can be attributed 
to the oxygen vacancies. Oxygen vacancies basically exist in the oxide and are hardly 
removed. On the other hand, the retention of DRAMs originates 0.68 [eV]-trap in the Si 
p-n junction. This trap can be ascribed to the contaminated Fe atoms on the 
concentration order of 0.01 [ppb]. This level of contamination is below the purity of the 
silicon substrate. As a result, we can not remove these fundamental origins of charge 
loss for both flash memories and DRAMs. Therefore, development of new 
semiconductor memories including FeRAMs, MRAMs and PRAMs, are crucial in near 
future. 
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9.1 Data retention of flash memories 
 

I have shown that the data retention of flash memories is determined by the 
electron detrapping and the stress induce leakage currents. During program/erase 
operations, electrons are captured by the traps and multiple-trap-paths are generated. 
The trapped electrons are thermally exited and released from traps during the high 
temperature retention test. On the other hand, on the low temperature retention test, 
electrons inside floating gates are released via multiple-trap-paths. 

 
Retention mechanism via detrapping  

I proposed the model for the time evolution of the threshold voltage due to the 
detrapping as follows: During program/erase operations, electrons are captured by the 
traps. Suppose that an electron trapped at a certain site is thermally excited into the 
conduction band and is emitted from its trap site. After the electron detrapping, the trap 
would be positively charged and couples with the nearest trapped electron. The 
positively ionized trap and the coupled electron are stabilized by the Columbic 
interaction. It is assumed that after electron detrapping, the positively ionized trap 
reduces the probability of the electron in the influence area, b, being emitted from its 
site. Present model for electron detrapping is similar to the models introduced for the 
specific cases of chemisorption, oxidation and so on. 
 
Analytical model equation of detrapping 

I derived a simple analytical model for the time evolution of the threshold voltage 
due to the detrapping. Based on the model I proposed, the time evolution of the 
threshold-voltage, ΔVth , can be described as follows:  

 

⎟
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⎜
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⎛−=Δ

*
ln*)(

τ
α ttVth
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where ( )kTEt /exp** 0ττ = , ( )( )oxoxCR tbCq /2/* εα = , b is the influence area, CCR the 
coupling ratio between the gate and the floating gate, Et the trap level, T the temperature, 

0*τ the renormalized time constant, and tox the oxide thickness of the tunnel oxide. 
Equation (1) has successfully reproduced the experimental results, which means the 
validity of our model.   

By comparisons between models and experiments, the following parameter 
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values are obtained: Et=0.37 [eV], and b=1.31×10 −11 [cm2 ], i.e., radius of  the 
influence area, r=20.3 [nm]. 
 
Origin of detrapping 
     From the value of trap level, i.e, 0.37 [eV], I have identified the origin of the 
detrapping is the active oxygen vacancies of the dimer configuration. During 
program/erase cycles, oxygen vacancies of the dimer configuration capture holes 
injected by the anode-hole-injection and become active as electron traps. The 
anode-hole-injection is caused during programs and/or erases, i.e, the Fowler-Nordheim 
(FN) tunneling of electrons. As a result, the tunnel oxide is negatively charged after 
program/erase cycles. The trap level of the active dimer configuration would be 0.37 
[eV] measured from the conduction band edge. The density of oxygen vacancies are 
about 1×1012 [cm-2]. Therefore, electrons of about 1×1012 [cm-2] are captured inside the 
tunnel oxide. During the high temperature holding at 125 [˚C], captured electrons are 
released via the thermal excitation which causes the shift of the threshold voltage. 
 
Retention mechanism via SILCs  

I proposed the mode for the charge loss via SILCs as follows: During 
program/erase cycles, multiple-trap-paths are generated. Electrons inside the floating 
gate flow out to the silicon substrate via the multiple-trap-path. I named the stress 
induced leakage currents via the multiple-trap path as B-mode SILC. Tunneling from 
the trap to the anode becomes the limiting process of the leakage current when the trap 
level, Et, is deeper than the anode conduction band, Eg,A. Under this assumption, the 
leakage currents via multiple-trap-paths can be described by the tunneling of trapezoidal 
potential and show the FN field-dependence. 

 
Analytical model equation of B-mode SILCs 
     I derived a simple analytical model for the stress induced leakage currents via the 
multiple-trap path, i.e, B-mode SILC. Based on the present model, B-mode SILC can be 
analytically described by   
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where Nt,B is the area density of multiple-trap-path, Et the trap level measured from the 
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conduction band of oxide and the other parameters are explained in chapter 4. I have 
confirmed the accuracy of our model by comparisons between the simple analytical 
model and the experimental results. 

By comparisons between models and experiments, the following parameter 
values are obtained: Et=3.6 [eV], and Nt,B =5.0×10 2 cm-2. 
 
Origin of B-mode SILCs 
     From the trap level of 3.7 [eV], I have identified the origin of the 
multiple-trap-path is the active oxygen vacancies of the fourfold configuration. The area 
density of oxygen vacancies are about 1×1012 [cm-2], whose bulk density would be 
order of 1×1018 [cm-3]. The oxygen vacancies of the dimer configuration statistically get 
lined up from the cathode to the anode against long odds, which is called as the 
multiple-trap-path or the weak spot. The area density of the multiple-trap-path is about 
5.0×102 [cm-2]. During program/erase cycles, oxygen vacancies of the dimer 
configuration capture holes injected via the anode-hole-injection and become the 
fourfold configuration. The trap level of the fourfold configuration is 3.6 [eV]. The flash 
cells which contain the multiple-trap-path inside the tunnel oxide become tail cells. The 
tail cells show the anomalous leakage at the room temperature.  
 
Prospects of flash memories 
     Based on the present studies, I discussed prospects of flash memories. Empirically, 
the tunnel oxides of thicker than 8nm can avoid B-mode SILC. That is why by using 
oxides of thicker than 8nm we can drastically reduce the probability to form the 
multiple-trap-path statistically. This means the tunnel oxide thickness must be keep 
constant even if the memory cells scale down, which deteriorates the short channel 
effect of MOSFETs and increases the random telegraph signal which reduces Vth 
windows.  
     Fundamental solutions of the detrapping are to decrease oxygen vacancies inside 
the tunnel-oxide or to stop to use FN tunneling for both erase and program operations. 
To decrease oxygen vacancies, the post annealing by several atmospheres, i.e., NO, N2O, 
H2 and D2, has been examined, which shows only a small effect within the author’s 
knowledge. The erase operation is only realized by FN-tunneling. Therefore, the 
fundamental solutions are hard to be found out. Windows of threshold voltage, Vth, 
become smaller for every flash generation because of the capacitive coupling between 
floating gates, the random telegraph signal and the variety of disturb mechanism. In the 
near future, flash memories will be not able to maintain the sufficient Vth-window. 
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Under such circumstances, relax of the specification of program/erase number is only 
solution for the data retention. 

Only solution is to use Si2N3 layer as the storage, i.e., a MONOS structure, 
instead of the floating gate. For MONOS cells, electrons are stored in traps of the Si2N3 
layer. Therefore, electrons can not flow out from the Si2N3 layer even if the 
multiple-trap-path is generated. We can scale down the oxide thickness against B-mode 
SILC, which means the reduction of the random telegraph signal. In addition, the 
capacitive coupling between floating gates is drastically reduced. Therefore, the 
sufficient Vth window will be easily obtained even if the detrapping exists. However, a 
MONOS structure cannot overcome the problems of the conventional flash memories. 
 
9.2 Data retention of DRAMs 

I have shown the refresh time of DRAMs is governed by tail bits. The tail bits 
show the anomalous leakage currents and the distribution for their leakage level. Until 
now the mechanism of tail bits was not clear.  
 
Retention mechanism of tail bits 

I proposed the model of the leakage characteristics of tail bits and their 
distribution. In order to explain the anomalous leakage currents of tail bits, I assume 
that memory bits containing a specific trap center in the depletion layer become tail bits. 
Since the number of tail bits is significantly small, it is provided that a particular tail bit 
contains only one trap center. To explain the origin of the tail-distribution, it is not 
irrational to speculate that the location of a trap center and hence its surroundings 
statistically distribute in the p-n junction. Consequently, the effective energy level of the 
trap might be perturbed by the lattice distortion due to the stress and the other physical 
condition around the trap. 
 
Analytical model equation of tail bits 

I derived simple analytical models for both the leakage characteristics of tail bits 
and their distribution. Anomalous leakage currents of tail bits, IL, can be described by 
the extended SRH recombination currents. The retention time of the specific cell is 
described by Tret=Q/ IL, where Q is the charge stored in the capacitor. Finally, the 
tail-distribution can be described by 
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where <Et> is the average trap level of tail bits, η ratio of tail bits to total bits, δ  the 
root mean square (RMS) for the trap levels of tail bits, and Ncell the total bits number of 
DRAM chip. I have confirmed the accuracy of our model by comparisons between the 
simple analytical model and the experimental results. 

By comparisons between models and experiments, extracted values of <Et> and δ 
are 0.677 [eV] and 0.025 [eV], respectively. 
 
Origin of tail bits 

From the value of trap level, i.e, 0.677 [eV], I have identified the origin of the 
anomalous leakage of tail bits is the contamination of transition metal impurities. The 
elements which show close values of 0.677 [eV] are “Fe” and “Cu”. For some reasons, 
we believe the “Fe” contamination is the most plausible. 
 
Prospects of DRAMs 

Based on the present studies, I discussed prospects of DRAMs. By using the 
failure rate of DRAM cells, the contamination density of about 1×1010 cm-3 can be 
approximately estimated. Purity of silicon substrate is 9.999999999%, or 0.1 [ppb], 
which means the contamination density of about 1×1010 cm-3, or 0.01 [ppb], is below the 
purity level of silicon substrates. Therefore, the tail-distribution is unavoidable up to 
now by reducing the contamination. Only possible solution to modify the retention 
characteristics is the reduction of the electric field and the increase of the repairable bits, 
which is the conventional methodology DRAM companies have used.  

As we scale down the DRAM cell dimension, cell array transistors will be the 
most critical. The refresh time of DRAMs has always been under pressure of 
ever-increasing trend and is critically affected by dimension of the cell array transistor. 
The decreased transistor channel length requires increased channel doping 
concentrations to prevent channel punch-through. But the increased doping 
concentration is accompanied with an increase of the electric field across the junction 
boundary and an increase of junction leakage current which results in a decrease of the 
data retention time. We expect significant degradation of the data retention time below 
90nm node due to a rapid increase in the junction electric field. 
 
 
9.3 Prospects of semiconductor memories 
     Finally, I discussed the prospects of the conventional semiconductor memories 
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and an importance of studies for the emerging new semiconductor memories. The data 
retention of flash memories and DRAMs would be attributed to the existence of oxygen 
vacancies and the metal contamination of 0.01 [ppb], respectively. We can not remove 
these fundamental origins of charge loss. Therefore, we must continuously rely on the 
conventional methodology to modify the data retention for every successive generation. 
Shrink of devices makes it difficult to satisfy the specification of memories just by 
relying on the conventional methodologies. Therefore, new semiconductor memories of 
the retention-problem-free, such as FeRAMs, MRAMs and PRAMs, are crucial in the 
near future. 
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