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Abstract. Many software systems today make use of large amount of
personal data to make recommendations or decisions that affect our
daily lives. These software systems generally operate without guaran-
tees of non-discriminatory practices, as instead often required to human
decision-makers, and therefore are attracting increasing scrutiny. Our
research is focused on the specific problem of biased software-based de-
cisions caused from biased input data. In this regard, we propose a data
labeling framework based on the identification of measurable data char-
acteristics that could lead to downstream discriminating effects. We test
the proposed framework on a real dataset, which allowed us to detect
risks of discrimination for the case of population groups.

Keywords: Data Ethics, automated decisions, data quality

1 Introduction

The availability of large-scale data, often regarding human behavior, is pro-
foundly changing the world in which we live. The automated flow and analysis
of this type of data offers an unprecedented opportunity for actors in both public
and private sectors to observe human behaviors for a large variety of purposes: to
provide insights to policy-makers; to build personalized services like automated
recommendations on online purchases; to optimize business value chains; to au-
tomate decisions; etc. However, the way data are collected, tested and analyzed
poses a number of risks and questions related to the context of use [3]. Many
researchers, in fact, identified a number of ethical and legal issues where the ap-
plication of software automated techniques in decision-making processes has led
to intended and unintended negative consequences, and especially disproportion-
ate adverse outcomes for disadvantaged groups [1, 12]. Recent scandals such as
the one involving Cambridge Analytica and Facebook4 or the study conducted by
ProPublica of the COMPAS Recidivism Algorithm5, are two well-known exam-
ples of the relevance of these issues for our societies. Recent research efforts have

4 https://bit.ly/2Hoa2q7
5 See https://bit.ly/1XMKh5R
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focused on the data collection and data exploitation issues of software systems
(e.g., in the field of machine learning [7] or, more in general, in software-related
conferences [11]). We place the problem in the context of software engineering
practice proposing a data labeling framework, the Ethical and Socially-Aware
Data Labels (EASAL), to identify data input properties that could lead to down-
stream potential risks of discrimination towards specific population groups. The
beta version of the framework, presented here, relies on three building blocks,
each one supported by previously published evidence drawn from different dis-
ciplines. We describe our data labeling in Section 2, and we show and discuss
the results from testing EASAL on a real dataset in Section 3 . We conclude
by summarizing our contribution and providing indications for future research
work in Section 4.

2 Ethically and Socially-Aware data Labeling (EASAL)

Many software systems today rely on statistical techniques and prediction mod-
els, fed by large amount of available data. Such data is used for training algo-
rithms whose scope is to recognize patterns and find relationships in data. A
problem that characterizes automatic approaches that rely solely on data and
algorithms is that they miss the human capability to perform important tasks,
among which the context-aware interpretation of the results, the elaboration of
explanations and cause-effect relationships, the recognition of biases (and pos-
sibly their correction). Regarding the latter, which is the focus of our work,
we report a statement made by the mathematician Cathy O’Neal in her book
“Weapons of Math Destruction” [13]:

if the admission models to American universities had been trained on
the basis of data from the 1960s, we would probably now have very
few women enrolled, because the models would have been trained to
recognize successful white males.

This observation entails an important fact: not only data processes such col-
lection and analysis have ethical consequences, but also input data properties
are connected to important ethical issues. In fact, some characteristics of the
collected data involve ethical issues, and those problems propagate throughout
all subsequent phases of the data life-cycle in software systems, until affecting
the output, i.e. the decisions or recommendations made by the software. Our hy-
pothesis is that certain data characteristics may lead to discriminatory decisions
and therefore it is important to identify them and show the potential risks.

Moved by these motivations, we defined the Ethically And Socially-Aware
Labeling (EASAL) framework, which is a way of labeling datasets using mea-
sures of certain input data characteristics (e.g., uneven distribution in gender
balance, co-linearity of attributes, etc.) that represent a risks of discrimination
if used in decision making (or decision support) systems. We believe that this
information will be useful to software engineers to be more aware of the risks of
discriminations and to use the dataset in an more ethically and socially-aware
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manner. In addition, it could be used by third parties to certify such risks on a
given dataset.

To the best of our knowledge, labelling approaches for ethical purposes are
being investigated in two other ongoing research initiatives. The first one is a
collaboration between the Berkman Klein Center at Harvard University and the
MIT Media Lab, which led to “The Dataset Nutrition Label Project”6. The
project aims to avoid that incomplete, misunderstood or problematic data have
an adverse impact on artificial intelligence algorithms. The second research is
conducted by Gebru et al. [6], who propose “Datasheets for Datasets”: with re-
spect to our proposal, this approach is towards more discursive technical sheets
to encourage better communication between creators and users of a dataset.
These approaches are not mutually exclusive, instead they can be seen as mu-
tually reinforcing. Herein we describe the building blocks of EASAL.

2.1 Disproportionate datasets

Most of today software-automated decisions are based on the analysis of his-
torical data. This is very often done with machine learning models. It has been
proven that problems of fairness and discrimination inevitably arise, mainly due
to disproportionate datasets [13]. Disproportionate datasets lead to dispropor-
tionate results, generating problems of representativity when the data are sam-
pled - thus leading to an underestimation or an overestimation of the groups -
and of imbalance when the dataset used has not been generated using random
probabilistic sampling methods. Many of the datasets used today have not been
generated using these methods, but are rather selected through non probabilistic
methods, which do not provide to each unit of the population the same oppor-
tunity to be part of the sample; this means that some groups or individuals are
more likely to be chosen, others less. For this reason, it is essential to keep this
aspect under control in non-probabilistic samples. In general, solutions relating
to demographic or statistical parity are useful in cases where there is no deliber-
ate and legitimate intention to differentiate a group considered protected, which
would otherwise be penalized [4]. It should therefore be borne in mind that the
solutions vary according to both the nature and use of the data. Take as an ex-
ample a type of analysis that includes in its attributes individual income. If the
choice to include in the sample only individuals with a high income is voluntary,
no representativity problems arise, since the choice of a given group is based on
the purposes of the analysis. However, if the probability of being included in the
sample is lower as the income is lower, then the sample income will on average
be higher in the overall income of the population.

2.2 Correlations and collinearity

In statistics two variables x1 and x2 are called collinear variables when one is
the linear transformation of the other and therefore there is a high correlation.

6 See https://datanutrition.media.mit.edu
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In general there are always relationships between variables that involve a certain
degree of linear dependence, but it is essential to keep this aspect under control
to avoid negative effects: in fact, in case of collinearity, small variations in the
data may correspond to significant variations in the estimated values. Since the
analysis of collinearity reveals the presence of redundant connections between
variables, it is useful in those areas more sensitive to the risk of discrimination.
To prevent this effect some researchers adopt a näıve approach that precludes
the use of sensitive attributes such as gender, race, religion and family informa-
tion, but in some cases may not be effective. The use of geographic attributes,
for example, is shown to be unsuitable when the use of protected data is to be
foreclosed, because it easily leads to tracing protected attributes, such as race
[12]. Hardt [7] points out that the condition of non-collinearity requires that the
predictor (Ŷ ) and the protected attribute (A) are independent conditional on Y:
e.g., if income has to be predicted, it must be independent of gender. Another
common error is “to mistake correlation with causation” [8]; cause-effect ratios
are often confused with correlations when features are used as proxies to ex-
plain variables to be predicted. For example, the IQ test is a test that measures
logical-cognitive abilities, but if used as a proxy to select the smarter students
for admission to a university course, it would almost certainly reveal itself as an
imperfect proxy, since intelligence is a too broad concept to be measured by a
number only. As a consequence, although there is a correlation between the test
value of the IQ and the predicted variable, it is not sufficient to explain it. As
Friedler et al. [5] remark, “determining which features should be considered is a
part of the determination of how the decision should be made”. In light of the
problems mentioned in the previous paragraphs, we expect EASAL to synthet-
ically summarize the analysis of collinearity and correlation between protected
attributes in order to avoid possible discriminatory results.

2.3 Data quality

In computer science, “garbage in, garbage out” (GIGO) is a popular sentence to
identify cases in which “flawed, or nonsense input data produces nonsense out-
put” 7. The GIGO principle implies that the quality of the software is affected
by the quality of the underlying data. As a consequence, computer generated
recommendations or decisions are affected by poor input data quality. For these
reasons, we include data quality as third building block of EASAL. The ISO/IEC
standard 25012 [9] defines 15 data quality characteristics, operationalized by 63
metrics defined in the ISO/IEC 25024 [10]. Recent research efforts (e.g., [2] [15]
[14]) showed that a measurement approach is effective in revealing data quality
problems, especially for the inherent quality dimensions, that are also more effec-
tive for our purposes, because they are not affected by the context of use (e.g.,
hardware and software environment, computer-human interface). We propose
the ISO/IEC 25012 and 25024 standards models as a reference for quantita-
tively assessing the quality of data input and the consequential confidence of the

7 See https://en.wikipedia.org/wiki/Garbage\_in,\_garbage\_out
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decision made out of that data. In particular, we refer to the inherent quality
dimensions: accuracy, completeness, consistency, credibility, currentness 8.

3 Testing EASAL on real datasets

We tested the EASAL on Credit Card Default dataset, that contains information
on default payments, demographic factors, credit data, history of payment, and
bill statements of credit card clients in Taiwan from April 2005 to September
2005 9. The field of creditworthiness often appears in the literature alongside
issues related to ethical decisions. Recently, some studies have shown that access
to credit for black people is modulated by certain attributes such as race, rather
than by information about the payer’s status 10. The dataset that we use does
not contain the protected attribute race, but contains other personal information
that can be used in a discriminatory way if applied to assess creditworthiness,
such as gender and level of education.

Disproportion Figure 1 reports an example of visualization of a disproportionate
dataset: the histogram shows that the frequency distribution of the age attribute
is highly skewed, and the group most represented is that of 25 to 40 years.

Fig. 1. Frequency of variable age

The analysis of the frequencies for the other protected attributes included
in the dataset, shows that: 60% of individuals are women; 46.7% of individuals
have attended university; married and single individuals are equally represented.
Although we do not have information neither on the real frequencies of protected
attributes in the source population nor on the sampling method used (if any), the

8 For the definitions of inherent quality measures see [10]
9 https://www.kaggle.com/uciml/default-of-credit-card-clients-dataset

10 See https://bit.ly/2NyNVPx
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results of the analysis of disproportions suggests to use the age variable with cau-
tion: in fact the variable age shows a more considerable disproportion compared
with the other protected attributes, exposing a potential risk of discrimination
(e.g., if the dataset is used to automate decisions or recommendations on the
capability to repay a debt, and attribute age is one of the predictors).

Correlation and collinearity We perform the analysis for each protected attribute
in the Credit Card default dataset, in relation to default payment (1 = yes, 0
= no). We report on Figure 2 an example of mosaic plot11 for the attribute
education: blue indicates cases in which there are more observations in that cell
than would be expected under the null model of independence between attribute
education and attribute default payment ; red means there are fewer observations
than would have been expected; eventually, grey indicates that observations are
coherent with the assumption of independence.

Fig. 2. Conditional mosaic plot for conditional independence of variable education
. Legend: 0 = na; 1 = graduate school; 2 = university; 3 = high school; 4 = others

Figure 2 shows that default payment is highly correlated to the education
level, for all its levels. The test has been performed also on the other protected
attributes included in the dataset, and showed that the correlation between the
protected attributes and the default payment variable is significant for the gen-
der variable (both male and female), and it is significant for the marital status
variable in correspondence with the default payment group = yes. In addition,

11 A mosaic plot is an area proportional visualization of a (possibly higher-dimensional)
table of expected frequencies. See more at:http: // www. datavis. ca/ online/
mosaics/ about. html
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Pearson residuals12 show that the most correlated categories are: the education
variable and the male, both in correspondence with default payment = yes. As
a consequence of the analysis, the identified correlations should be taken into
account when using the dataset in an algorithm that supports or automate de-
cisions.

Inherent data quality The nature of dataset allows to test only two of the five
inherent quality dimensions, accuracy and completeness; of these, five metrics are
selected from the ISOIEC 25024, namely: Acc-I-4: Risk of data set inaccuracy,
Com-I-1: Record completeness, Com-I-2: Attribute completeness, Com-I-4: Data
values completeness, Com-I-5: Empty records in a data file 13. The test provides
the extreme positive value of the index, therefore it is not necessary to report
the values obtained.

4 Conclusions

We presented a theoretical framework for labeling input data used in decision
making software and for identifying risks of discrimination towards specific pop-
ulation groups. The Ethically and Socially Aware Labels (EASAL) are composed
of three building blocks: measures for assessing disproportion; measures for as-
sessing correlation and collinearity involving protected attributes; measures for
assessing data quality. The building blocks have been identified on the base of
literature studies and authors experience. We intend to address our future work
along the following directions: test and specification of the use of correlation and
collinearity metrics for different types of statistical variables; graphical design
of an intuitive label that could help software engineers in quickly understanding
the discriminatory risks of using a dataset; automation of label creation and
source code freely available to allow replication studies and improvements. We
also invite the software engineering community to contribute to this initial work
by improving the building blocks measures, by identifying new building blocks
and by applying EASAL for benchmarking purposes. This would facilitate an
increase of awareness of software practitioners regarding the ethical implications
of the data-driven systems that they design, build, and to which are probably
subject, at least in some scenarios.
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