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1 Abstract

Due to the spreading of the social engagement paradigm, several companies are
asking people to perform tasks in exchange for a reward. The advantages of this
business model are savings in economic and environmental terms. In previous
works, it has been proved that the problem of finding the minimum amount of
reward such that all tasks are performed is hard to solve even for medium size
realistic instances (if more than one type of people are considered). In this paper,
we propose a customized version of the Progressive Hedging algorithm able
to provide good solutions for large realistic instances. The method developed
reaches the goal to define a procedure that can be used in real environments.

2 Introduction

Social engagement is a new model of business that several companies are adopt-
ing. It consists on the request, by the company to the people, to perform
business tasks in exchange for a reward. This new business model has been ap-
plied in logistics and data gathering giving rise to the so called crowd shipping
and opportunistic Internet of Thing (oloT), respectively. In particular, crowd
shipping is a new way to perform last-mile logistics: the company asks people
to take packages from a point to another of the city. By doing so, the company
can save part of the cost of the standard workforce. Furthermore, people willing
to accept to transport the freight are likely to have already planned a similar
trip for personal reasons. Hence, crowd shipping decreases pollution. A real
example of application of this new business model is in the e-grocery domain:



Walmart (a grocery retailer) asks in-store customers to carry packages to on-
line customers in exchange for discounts. The oloT application asks the users to
share their mobile phone connection with sensors collecting data in the urban
environment. In this way, it is possible for the sensors to send the collected
data to a central unit that can use them to provide useful information. This
application saves the company from building a huge network infrastructure that
covers the whole city. It also saves from the usage of standard workforce for
doing basic tasks that everybody is able to do. OloT is applied in the project
Coiote by TIM (Telecom Italia Mobile) and the ICT for City Logistics and En-
terprises Lab of the Politecnico di Torino [TIM Jol Swarm(2016)]. The goal of
the project is to develop an application able to ask in real time users to share
their Internet connection with smart dumpsters in exchange for a reward. In
this way, a central unit can be aware of the amount of waste in every dumpster
and it can organize the waste collection in an optimal way. A mathematical
optimization model describing the problem is given in [E. Fadda et al.(2017)].
The objective of that model is to minimize the total cost of the rewards that the
company must pay while performing all the tasks. Computational experiments
consider only small and medium size instances. Nevertheless, the number of
applications using social engagement is growing and the optimization methods
are needed in order to achieve good results. In this paper, our goal is to fill
the gap in the literature by proposing a heuristic able to solve large instances.
In [E. Fadda et al.(2017)], the authors use the Loss of Reduced Costs-based
Variable Fixing heuristic for solving the problem. Nevertheless, the heuristic
does not manage to obtain good solutions for large instances in a reasonable
amount of time. Since the number of scenario is the second greatest dimension
of the problem (the first one is the number of nodes of the network), we consider
relaxation techniques for dealing with it. For this reason, we use a customized
version of the progressive hedging (PH). The article is organized as follows: in
Section 3 we review the literature related to the problem, in Section 4 we de-
scribe the stochastic model, in Section 5 we briefly describe the PH algorithm
and its customized version. In Section 7, we present the computational results
of the proposed methodology on several instances and finally, in Section 8, we
conclude the work and we depict future developments.

3 Literature review

The main topic of this paper is the application of optimization techniques to
social engagement for large size problems.
One study dealing with the optimization of this business model is [E. Fadda et al.(2017)].

In this article, the authors split the review of the literature into two branches,

one concerning the cross fertilization between IoT and optimization and the

other the underlined optimization model (identified as a multi-period stochas-

tic assignment). By following the same approach, we split the literature into

two branches, one considering social engagement and the other the optimization

model.



The first book related to social engagement is [R. Algar(2007)] and it dates
back to 2007. Then, around 2010 several papers describing the business model
appear, one of the most important paper in this period is [R. Botsman et al.(2011)].
In this paper, the authors classify several similar approaches of the social engage-
ment paradigm. Then, around 2015 other works appear, all of them analyze par-
ticular aspects of the social engagement business model (see e.g. [J. Hamari et al.(2015)]).
All of them underline that the main strength of the model is the exploitation of
resources that otherwise would be lost and describe the problem from a business
perspective.

From the point of view of the optimization, we consider the same model as
the one proposed in [E. Fadda et al.(2017)]. The literature about the multi-
period stochastic assignment problem (MPSAP) is not so developed yet. The
most similar models considered in the literature are treated in the papers [Klibi et al.(2010)Klibi, Lasalle, Marte
and [Pironet Thierry(2015)]. Both these articles minimize, by using heuris-
tics, the assignment cost of a fleet of vehicles to a set of different tasks which
number is stochastic. The difference between these models and the approach
in [E. Fadda et al.(2017)] is that the source of uncertainty is in the number
of resources, while in those two papers it is in the number of tasks. An-
other difference is that the time horizon is now finite. In this paper, we im-
prove the computational results of the paper [E. Fadda et al.(2017)] by prop-
erly defining a customized version of the PH heuristic. The PH heuristic first
defined in [R.T. Rockafellar et al.(1991)] and in [A. Lokketangen et al.(1996)]
consists in a decomposition of the problem considering the augmented La-
grangian relaxation of the non-anticipative constrains. Several works apply the
PH heuristic to different problems, some examples are [G. Perboli et al.(2017)]
or [A. Lamghari et al.(2016)]. The first paper applies progressive hedging to a
logistic optimization problem while the second applies it to scheduling problems.

To the authors knowledge, PH has never been applied to the MPSAP problem.

4 The mathematical model

The mathematical model that describes the problem has been introduced in
[E. Fadda et al.(2017)]. It considers a strongly connected graph, where in each
node there are people available to do tasks or tasks that need to be done but not
both together. This assumption simplifies the problem but it does not produce
any loss of generality because people in a node can do the tasks in the same
node for a negligible reward.

The mathematical model uses four sets of indexes:

e the set of time indexes T with cardinality T,

e the set of nodes containing resources (i.e. people willing to perform activ-
ities) Z with cardinality I (we call them sources),

e the set of nodes with task to be performed J with cardinality J (we call
them sinks),



e the set of users types M with cardinality M. This set models different
kinds of people, each one characterized by its availability to perform more
tasks and the related price.

e the set V =7 U J as the set of all nodes, its cardinality is V.

e the set S the set of the scenarios, its cardinality is S. the probability of
each scenario is ps.

The model uses the following data:

° cf}” is the cost of the reward for one person of type m in node ¢ at time ¢

that goes into node j to execute n,, tasks;

° q;j”” is the cost of the reward for one person of type m in node i at time ¢,

during the second stage, that goes in node j to execute n,, tasks. These
costs are greater than the first stage costs;

e N; is the number of tasks that must be performed in the operational node
J between time 1 and time T}

® 1, is the number of tasks performed by one person of type m;

6:'™ is the number of people of type m in node i during the second stage

of time step ¢ in scenario s;

° HAI"’ is the expected number of people of type m in node i during time step
t; in particular, 69™ is the numbers of people in node i of type m when
the algorithm starts.

The variables used are:

tm.

e x;7": number of people of type m in node i at time ¢ that are asked to

perform n,, tasks in node j, ;

° yf;m: number of people of type m in node ¢ at time ¢ in scenario s that
are asked to perform n,, tasks in node j;

The associated linear program is

I J T M s 1 J T M
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The objective function of the problem is the sum of the first stage rewards
and the expected rewards of the second stage. Constraints (2) impose that all
tasks must be performed and constraints (3) limit the first-stage users while
constraints (4) limit the second-stage users. The telecommunication experts
involved in the project suggest that the time step of the model should be equal
to 30 minutes in order to be more responsive to the people flow in the city.
From this requirement follows the constraint to solve the problem in just a few
minutes.

We do not discuss more the model, but the interested reader is referred to
[E. Fadda et al.(2017)] for details.

Remark 4.1. Without loss of generality we can assume that the constraints (2),
(3) and (4) hold with equality. This result can be achieved by properly adding
fictitious nodes in the network.

It is possible to prove the following theorem.

Theorem 4.2. [E. Fadda et al.(2017)] Problem (1)-(4) can be solved in poly-
nomial time for M =1

The proof of Theorem 4.2 can be found in [E. Fadda et al.(2017)]. The
main result of the proof is that if M = 1 the continuous version of the problem
has integer optimal solution because the constraint matrix is totally unimodular
(TU) and the known vector has integer components.

5 Progressive Hedging

PH is a heuristic based on the augmented Lagrangian relaxation of the non-
anticipative constraints of the stochastic problem. Problem (1) - (4) has the
non-anticipative constraints incorporated in the choice of the variables. Hence,
in order to apply the PH we exploit them by defining the new variables xfjtm
that replace variables xf}” and by adding non-anticipative constraints, i.e.

" = xf;tm V s#5§,i,5,t,m. (5)

Constraints (5) enforce that the first stage variables must be equal under
each possible scenario. It is worth noting that constraints (5) are equivalent to

S

stm stm s

b :Zpsmij Vs, 4, j, t, m. (6)
s=1



In the rest of the paper, we consider constraints (6) instead of (5) because
these are used in the standard form of the PH. From the relaxation of constraints
(6), we obtain the following problem

I J T M S T M
minimize Y 32353 elfal +3 233 30D ai v
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It is worth noting that problem (7)—(10) can be split into S independent
problems, one for each scenario s. In order to increase the speed of convergence
of the Lagrangian method, the PH heuristic adds a quadratic penalty term that
yields to an augmented Lagrangian method. Then, by removing constant terms,
problem (7)-(10) becomes

J T M s 1 J T M
i) 37375y + 30373 S e
m=1

i=1 j=1t=1 m=1 s=11i=1 j=1 t=1
s I J T M P s I J T M
stm stm —tm\2
2.2 0 > w45 3 ) > ) " —a)
s=11i=1 j=1t=1 m=1 s=11i=1 j=1t=1 m=1

By exploiting the independence of the scenarios, it is possible to define the
augmented Lagrangian algorithm shown in Algorithm 1, namely the PH. In



Algorithm 1 Original Progressive Hedging
1: k:=0
2: g(k) = 400
3: for each scenario s € S do
4 Solve:

:cgk) := argmin,, T+ fSTyS o (z,ys) € Qs (12)

-’f(k) = ZSGS psxgk)
wi = p(mgk) -z Vs € S
while ¢*) < ¢ do

k:=k+1

for each scenario s € S do
10: Solve:

2

¥ = argmin, , Tz 4+ wF Yo+ ng - f(k_l)H + Ty, o (2,ys) € Qs
Vs )

Y

1 zW =3 o psa
12: wgk) = wékil) + p(mgk) — JE("')) Vs € §

k _(k
13 g® =3 copsllat® -z

the pseudo-code we use the general notation xgk) to define the solution of the
scenario problem s in the k-th iteration.

The algorithm is composed by two phases: the first one computes the so-
lutions of all the sub problems, the second one uses these solutions to update
;EZ” These two phases are repeated iteratively until convergence i.e. the norm
of the difference between the Z7* and the /™ is smaller than a threshold e for
all the scenarios s =1,..., 5.

Definition 5.1. If it holds that

stm

=5 Vs e S, (14)

,

S

we say that variable Ti!™ has reached the consensus.

J

The PH algorithm provably converges in linear time if the decision variables
are continuous. Instead, for integer problems some instances have proved that
the convergence to the optimal solution is not guarantee (see [J.-P.. Watson et al.(2011)])
for this reason, we add to Algorithm 1 a stopping criteria based on a maximum
limit of CPU time and a maximum number of iterations. If these limits are
overcome, we then solve the original problem by fixing the values of all the
variables that reach consensus in the PH.



6 The Customized Progressive Hedging

The PH solves the problem of dealing with several scenarios. Nevertheless, if
the computation of the optimal solutions of the sub-problems takes a long time
(as it is the case with I > 500), then also the PH takes too much time for being
used in a real environment. For this reason, we propose a customized version of
the PH by applying three modifications.

The first modification that we apply is to use a heuristic in order to solve
the single scenario problem (i.e. we modify point 10 in Algorithm 1).

The second modification is related to the evolution of the penalty term p.
The idea of updating the penalty parameter over the iterations was first intro-
duced in [J.M. Mulvey et al.(1991)]. In the paper, the authors notice that the
convergence rate was extremely sensitive to the penalty parameter value. For a
literature review about the topic the reader is referred to [Zehtabian, et al.(2016)].
From all the updating policies presented in [Zehtabian, et al.(2016)], we find to
be particularly efficient the one proposed in [Zéphyr et al.(2014)].

In this work, the penalty parameter is updated by means of an adaptive
learning update that considers g*) and 6% = ) 43> o p5||$gk) - xgk71)||
where xgk) is the solution of problem scenario s during the k-th iteration of the
algorithm. Intuitively, g(¥) represents a gap related to the satisfaction of the
non anticipative constraints at iteration k. Instead, we can interpret §%) as a
sort of optimality gap if we consider that for the optimal solution this difference
is null. For the sake of completeness we present the updating rule of parameter
p in iteration k.

§k+1)

6(k)
A+ = max[0.1, min[0.9, 7*+Y — 0.6]]
G (1 = D)o (k) | (k1) 2 (k4D)

Pl

¢RHD = /1.150+1)
(1)

(k+1) _ (k) g
a = 0.8a\" + 0'2(5(’“‘1) .
B = 0,985 4 0.02a() (15)

1 — 2p(k+1)

(h+1) _ 1—2p(kF0)

c = max[0.95, T D
— clkt1 k+1) _ g(k+1

R+ — max[c(k+1) + 167()0[(’@-4-1)’ 1+ w

1 — plk+1)
¢! = (max[¢4 ), ) D

p*+) = max[0.01, min[100, ¢+ p*)]].

We choose to use this updating strategy since, by using an updating rule of
the form p*) = ¢ p(*=1 it is possible to drive the evolution by considering
two indicators: one considering the average contraction rate of the optimality



gap, and one considering an average proportion of the optimality gap accounted
for by the non-anticipativity gap.
The third modification is to use the term

p I J M

m =
522 2 l= —ail,
i=1 j=1m=1

instead of the quadratic term in the objective function. This choice transform
problem (13) in a linear problem.
The final procedure is shown in Algorithm 2.

Algorithm 2 Customized Progressive Hedging
1: k:=0
2: for each scenario s € § do
3: Solve Heuristically:

xgk) := argmin,, o+ ngys o (z,ys) € Qs (16)

g®) = 2ses psxgk)
wgk) = p(xgk) —ztvs € S
k=1
while ¢*) < ¢ do

k:=k+1

Update p according to (15)
10: for each scenario s € S do
11: Solve Heuristically:

. o+ wgk_1)$ + ng - f(k_l)Hl + fsTys D (z,ys) € Qs

(17)

xgk) = argmin,, ,
12: ) =3 s psat)

13: w,gk) = wékil) + p(xgk) — f(k')) Vs € §
1 g® =Y cspalat? -2

In the rest of the paper, we refer to Algorithm 1 as original PH, and we refer
to Algorithm 2 as customized PH.

For the sake of simplicity and without loss of generality we present the
heuristic for solving the single scenario problem without using the index s.
Furthermore, we do not consider the time index ¢ since it can be removed by
replacing every node with T nodes, one for each time step.

The single scenario heuristic is based on the observation that if it is known
how many people of type m are necessary to satisfy the demand of sink j, then
we can solve M independent problems with only one type of customer (and
these problems can be solved by solving their continuous relaxation as stated
by Theorem 4.2). In particular, the heuristic is composed by three phases. In



the first phase, we compute for each type m the number of resources of that
type to allocate in each sink j. In the second phase, we solve m continuous
independent linear problems, from these solutions it is possible to generate a
solution of the whole problem. It is worth noting that even if we know how many
customers of type m must be used to satisfy the demand of sink j we have no
information about the sources to use to satisfy each sink. Finally, in the third
phase of the heuristic, we update the information used in the first phase by using
the information extrapolated by the solution found in the second phase. In the
following subsections, we describe the three phases of the proposed heuristic.

6.1 Phasel

The goal of the first phase is to define the number of people of type m € M
necessary to satisfy the number of tasks to do in sink j € 7. For achieving this
goal, we solve a linear integer problem that considers the variables wi" € N,V j €
J, m € M. These variables represent the number of people of type m that the
solution uses for satisfying the request of sink j. The model uses the parameters
¢;* that are randomly assigned in the first iteration of the algorithm, while in
the following iterations they are updated by using the procedure described in
Subsection 6.3. The mathematical model solved in the first phase is

J M
minimizez Z q;'wi® (18)
j=1m=1
subject to
M
S nmwl*=N; jeJ (19)
m=1
J I

dwl=ny, Y 0" m e M (20)
j=1 i=1

wi"eN V jeJ meM

The objective of this model is to minimize a linear approximation (with re-
spect to variables w(") of the objective function of problem (7)-(10). Constraints
(19) impose that all the tasks must be done, while constraints (20) impose that
the total number of people does not exceed 6. The constraint matrix of this
problem is not TU, nevertheless it has dimension smaller than the single sce-
nario problem. It is worth noting that (19) and (20) have the equal sign because
of Remark 4.1.

6.2 Phase Il

In the second phase of the proposed heuristic, we split constraints (8) of model
(7)-(10) into M constraints, one for each type of people, by using the optimal
solution obtained in the previous step (w;™ V j € J,m € M) instead of the

10



demand N;. We can then split problem (11) into M independent problems. It is
worth noting that in order to remove the absolute value, we add in the problem

slack variables z{7"* such that

tm stm =tm
and
tm =tm stm

These constraints cancel the TU structure of the constraint matrix because it
inserts sub-matrices such as:
1 1
(_1 1) (23)

which determinant is not in 0,+1. For this reason, we dynamically enforce
these constraints in the solver by using the callback function of the solver. In
particular, we first consider only constraints (21), then if the solution does not
respect constraint (22), we add it and we remove (21). By using this procedure
in few iterations the solver converges even if from a theoretical point of view
there is no guarantee that this should happen.

We then recall the following lemma:

Lemma 6.1. Given a matrix A, with the TU property and a vector v with all
zero but one nonzero being +1, then by adding v as a row or as a column of the
matrixz A, the TU property is preserved.

Proof. See [A. Schrijver (1986)]. O

It is worth noting that if there are not both (21) and (22) for the same
i, J,t,m, then the constraint matrix is

+1 0 .. 0 1 0o ... 0
0O +1 ... O 0 1 ... 0 (24)
0 0 ... 1| 0 0o ... 1
It is worth noting that we can build this matrix by adding row vectors [0, ..., £1,...
to the matrix A and then by juxtaposing column vectors [0,...,1,...,0] to the
obtained matrix. By doing so, and by using Lemma 6.1, we have that the

constraint matrix is TU. Then, by approximating variables z7; to the nearest

integer, the continuous relaxation of these problems provide integer solutions.

6.3 Phase II1

In the final phase of the proposed heuristic, we use the solution computed in the
previous step in order to update the costs ¢;" used in the mathematical model
(18)-(20). The updating rule is the following

I M kT 1 m, k1
Doim1 G D i 4 Y

T , T
die1 "+ Dim1 v

a e (ear + Ja+n) (25)
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where § = 0.01, ¢} and ¢;; are the costs in problem (11), x;" and y;i" are

the optimal solutions obtained in the second phase and 7 is a random variable
uniformly distributed between [—0.1,0.1]. The first term of Equation (25) con-
siders the old estimation. Instead, the second term is the unitary resource cost
of the solution that uses resources of type m in sink j. The summation of these
two terms is multiplied by (1 + 7) in order to increase the exploitation of the
solution space.

7 Numerical Results

In this section we present the numerical performance of the proposed method.
We split the description of the experiments into two subsections. In Subsection
7.1 we present the performance of the single scenario heuristic and in Subsection
7.2 we present the performance of the original PH and of the customized PH.

In this section, we consider several different instances characterized by dif-
ferent numbers of nodes (V), time steps (T'), and different ratios between the
number of sources and number of sinks (v). All the experiments are performed
on an Intel Core i7-5500U CPU @2.40 GHz with 8 GB of RAM and Microsoft
Windows 10 installed, all the code has been developed in C++ and the commer-
cial solver Gurobi ! (version 7.0), is used in order to compute exact solutions.
Since the code has been developed in the context of the Coiote project, TIM
experts have validated all instances and solutions.

In all instances we consider three types of people. This choice has been
derived by the standard segmentation that a telecommunication company per-
forms from data of the phone cell, without violating the privacy regulations
[European Commission(2012)]. The people types considered are the standard
people (m = 0, they are available to perform one task); the business people
(m = 1, they are available to perform three tasks) and the workers of the
company (m = 2, they are available to perform ten tasks). Driven by these
characteristics, we define the cost of the reward for a person of type m that is
asked to go from node i to node j during time t for executing n,, tasks to be

iyt = |77~ + 1Clog(2(m + 1)), (26)

where C' is a random variable uniformly distributed between [5, 10]. For simulat-
ing the urban network, we consider different relative quantity between number
of sources and number of sinks. For this reason, we define v = I/V, in the ex-
periment we consider ¥ = 0.4 and v = 0.8. The first value models applications
such as crowd shipping in which there are more sinks than sources, the second
one models applications such as oloT in which there are more sources than sinks.
We simulate the number of people in each node of the network, by rounding
a realizations of normal distributions (see [E. Fadda et al.(2017)]). Finally, in
order to be sure to have a feasible solution we verify that the following condition

Thttp://www.gurobi.com

12



holds

I M T J
DD bl =) N (27)
j=1

i=1 m=1t=1

If Equation (27) is not verified, we randomly increase the values of 1™ until it
holds. Since we are considering stochastic programs, it is necessary to correctly
set the number of scenarios in order to reach stability of the solution (for a dis-
cussion about stability we refer to [Kaut et al.(2007)Kaut, Vladimirou, Wallace,
We test out of sample stability since it is the most difficult condition to satisfy
and, in general, it requires more scenarios than the in-sample stability. Since
for the instances with V' > 100, T' > 1, the number of scenarios that guarantees
stability cannot be tested by using exact algorithms, we perform the stability
analysis by using Algorithm 1 if possible and, for the largest instances, by using
Algorithm 1. The results of these experiments are shown in Table 1. All the
results are averaged over 100 iterations.

Table 1: Number of scenario (n Scenarios) that leads to out of sample stability
and algorithm used (Algorithm) for different combination of the parameters
(columns V, M, T and v). Experiments have been repeated 100 times, in
brackets the standard deviations of the values.

V. IM| T )| v | nScenarios | Algorithm
30 | 3 | 1|04 222 (L4) Exact
30 | 3 | 1 |08 21.7(1.6) Exact
30 | 3 10|04 | 214 (1.5) Exact
30 | 3 | 10| 0.8 | 20.3 (1.5) Exact
30 | 3 20|04 | 25.7(22) Exact
30 | 3 |20 ]0.8| 24.6(2.1) Exact
100 | 3 1104 | 24.9 (2.8) Exact
100 3 | 1 |08 26.1(2.8) Exact
100 | 3 | 10| 0.4 | 29.4(3.1) | Original PH
100 | 3 | 10 | 0.8 | 27.8 (3.8) | Original PH
100 | 3 | 20| 0.4 | 27.7 (4.1) | Original PH
100 | 3 | 20 | 0.8 | 29.4 (3.9) | Original PH
300 | 3 | 1 |04]| 28.6(3.8) | Original PH
300 3 | 1 |08 ]| 24.7(4.0) | Original PH
500 | 3 | 1 | 04| 285(3.9) | Original PH
500 | 3 | 1 |08 ] 316 (4.1) | Original PH

As the reader can notice, Table 1 shows for each algorithm the maximum
size of the instances that it is able to solve. In particular, we have that until
I =100, M =3 and T = 1 the exact method is able to solve the problem and
the original PH is able to solve problems until I = 500, M = 3 and T = 1.
If original PH is used to test stability instead of exact method the resulting
number of scenarios increases, on average, of the 8.5% with a standard deviation
of the 2.4%. Instead, if the customized PH is used to test stability instead of

13
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exact method the resulting number of scenarios increases, on average, of the
12.7% with a standard deviation of the 3.1%. This is reasonable since we are
considering the performance of an algorithm that is approximating the real
problem.

7.1 The single scenario heuristic

In this section, we test the performances of the proposed single scenario heuris-
tic. The results are described in Table 2. All the values are obtained by av-
eraging on 100 runs. Since in each iteration of the original PH the objective
function changes, we test the approaches by considering the objective function
(17). The results are shown in Table 2.

Table 2: Average time of the Heuristic (Time Heu. [s]), average time of the exact
method (Time Ex. [s]) and gap between the solutions (Gap[%]) for different
combination of the parameters (columns V', M, T and v). The value n.p. means
not present and it is reported for the instances in which Gurobi produces an out-
of-memory exception. Experiments have been repeated 100 times, in brackets
the standard deviations of the values.

V IM| T | v | TimeEx. [s] | Time Heu. [s] Gap|%]

30 | 3 | 104 004(0.00) | 021(0.02) |0.13(0.06)
30 | 3 | 1 08| 002(0.00) | 0.19(0.05) | 0.26 (0.08)
30 | 3 |10 04 005(0.01) | 041(0.09) |0.14 (0.09)
30 [ 3 [ 10|08 | 007 (0.01) | 034(0.10) | 0.42 (0.09)
30 | 3 [20] 04 012(0.03) | 0.65(0.13) |0.55 (0.10)
30 | 3 12008 0.13(0.04) | 0.64(0.12) | 0.25 (0.09)
100 | 3 | 1 04| L14(0.08) | LIS (0.24) | 0.76 (0.11)
100 | 3 1 108 1.14 (0.09) 1.12 (0.22) 0.18 (0.09)
100 | 3 [ 10|04 | 241 (0.11) | 1.85(0.32) | 0.72 (0.10)
100 | 3 | 10| 0.8 | 2.42(0.15) 1.86 (0.28) | 0.27 (0.10)
100 | 3 [ 20| 04| 9.41(1.56) | 3.05(0.31) | 0.86 (0.09)
100 | 3 |20 | 0.8 | 10.02 (2.01) | 3.16 (0.34) | 0.36 (0.11)
300 | 3 | 1 |04 69.42(12.34) | 7.82 (0.47) | 056 (0.11)
300 | 3 | 1 |08 7235 (1452) | 8.10(0.62) | 0.27 (0.12)
500 | 3 | 1 |04 | 129.12 (13.44) | 9.23 (0.74) | 0.79 (0.08)
500 | 3 | 1 | 0.8 | 126.23 (15.32) | 15.34 (0.82) | 0.86 (0.11)

It is important to notice that the gap between the values of the two solutions
is really small. If we call @] the number of people of type m that satisfies
the request of sink j found by the proposed heuristic and we call w;™ the

same quantity in the optimal solution (wj™ = Zle Zthl zf7"). The average
Z}'le M |7 —wi™| is about 4.8 with a standard deviation of 1.4. In order

to understand this result, we prove the following theorem.
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Theorem 7.1. Given a matriz A € Z™*"™ such that the sum on the elements of
each rows and the sum on the elements in each column is fized i.e. Y ;| a;; =
a; Vi =1,...,m and Zm:l aj; =a; Vi =1,...,n , then the smallest change
with respect to the norm f|AH1 = >, jlaij| has the form:

o 0 +1 F1
Zz;”: cee |- (28)
0 F1 +1

Where the couples of indexes i,j and i1,j1 are the positions of the upper left
and of the lower right non null elements.

Proof. Since A € Z™*™, the smallest change of one element is to add +£1. We
call a;; the element considered. Since a;; = a;; £ 1, we have to add F1 to one
element in the same row and to one element in the same column in order to
keep constant the sum over the row and columns. Let us call these elements
ay; and a;. Nevertheless, by changing these elements we have to add +1 to the
element ay; in order to maintain the value of the summation over the rows and
over the columns constant. O

Remark 7.2. From Theorem 7.1, it is possible to conclude that, given a feasible
solution W of problem (18)-(20). Then, the possible changes of matriz W lead-
ing to another feasible solution can be described as A = ijl Zn]\le ozijﬁnml
for suitable integer values oy, and suitable indexes j1 and m;.

As the reader can notice, for instances with I < 100 and T' = 1, the proposed
heuristic requires more time than the exact method (on average it takes 4.5
times more). Instead, for largest instances, the proposed heuristic perform
much better, in particular in the instances with I = 300, the heuristic takes the
12% of the time of the exact solver. While for instances with I = 500 it takes
the 10% of the time. This behavior is due to the time consumed by the solution
of the integer model in the first part of the heuristic that, in small instances,
does not produce computational gain. The gaps that the proposed heuristic
reaches are very good: on average the gaps are smaller than the 1% in all the
different settings. Furthermore, in all runs the largest gap obtained is 2.34%.
It is worth noting that the parameter v does not influence neither the time nor
the gap. Hence, we can claim that the proposed approach does not depend on
the characteristic of the network.

7.2 Customized Progressive Hedging Results

In this section, we test the performances of the customized PH and the one of
the original PH. The results of these experiments are shown in Table 3. Each
experiment is repeated 100 times. We set the maximum CPU time to be one
hour and the maximum number of iterations of the PH to be 200 iterations
(these bounds are never reached because convergence is reached before).

As the reader can notice, for small instances the customized PH uses more
time than the original one. The reason of this behavior is due to the time
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Table 3: Average time and optimality gap of the original PH (Time PH Or
[s], Gap PH Or [%]), and of the customized PH (Time PH Cust.[s], Gap PH
Cust.[%)]) for different combination of the parameters (columns V, M, T and v).
The value n.p. means not present and it is reported for the instances in which
Gurobi produces an out-of-memory exception. Experiments have been repeated
100 times, in brackets the standard deviations of the values.

V | M| T | v | Time PH Or. [s] | Time PH Cust.[s] | Gap PH Or. [%] | Gap PH Cust. [%)]
30 | 3| 1[04 180L(65) 20.12 (2.1) 077 (0.01) 0.78 (0.02)
30 | 3] 108 1243(23) 51.23 (3.4) 0.56 (0.05) 0.63 (0.07)
30 | 3 [10] 04| 2412 (46) 37.12 (2.4) 0.75 (0.04) 0.82 (0.05)
30 | 3 [10] 08| 3325(42) 36.97 (5.3) 0.98 (0.09) 1.04 (0.04)
30 | 3 2004 6232 (135) 15.27 (6.1) 0.98 (0.04) .01 (0.04)
30 | 3 [20] 08| 6636 (14.7) 47.43 (6.2) 0.96 (0.04) 1.03 (0.05)
100 3 | 1|04 7223 (2L5) 30.21 (5.3) 1.08 (0.08) 1.23 (0.05)
100 3 | 1|08 70.12(12.3) 31.42 (6.5) 1.01 (0.01) 1.26 (0.02)
100 | 3 |10 | 0.4 | 208.12 (22.4) 62.23 (9.8) np. np.
100 | 3 | 10 | 0.8 210.64 (21.6) 61.23 (8.3) n.p. n.p.
100 | 3 |20 | 0.4 | 623.54 (42.6) 125.24 (21.4) np. np.
100 | 3 |20 | 0.8 653.53 (44.2) 153.12 (22.8) np. np.
300 3 | 1|04 15412 (335) 51.64 (14.5) np. np.
300 3 |1 /038 124.32 (37.3) 55.32 (12.4) n.p. n.p.
500 | 3 | 1 | 04| 532.23 (42.5) 123.21 (22.3) np. np.
500 | 3 | 1 08| 542.12 (45.6) 124.43 (21.5) np. np.

consumed by the single scenario heuristic that for small instances consumes
more time than the exact method. Nevertheless, as the dimension of the network
grows the performance of the customized PH outperforms the ones of the original
PH. In particular, customized PH reaches the consensus faster than original PH.
This is due to the updating rule of the parameter p. Without this modification,
the customized PH never achieves consensus.

The differences between the optimal solutions and the solutions found by the
original PH and the customized PH are related to an increment in the number
of second stage resources used. This effect is produced by the values of the
coefficients ws in both the original and the customized PH that increase the
costs of the first stage variables.

In order to compare the performance of the original PH and of the customized
PH we compute for the different values of the parameters V' the gaps between
the solutions provided by the original PH and the customized PH. The results
are shown in Figure 1. As it is reasonable to guess, the gap increase as the
number of nodes in the network increases. Nevertheless, this gap is of the order
of 1.5% for instances of 500 nodes. These errors are due to differences in the
choices of the first stage resources used by the two solutions. It is important
to point out that in the runs with the V' = 500, in the 2% of the instances, we
record a better solution of the customized PH with respect to the original PH.
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Figure 1: Gaps between the original PH and the customized PH for different
values of V, T =1 and M = 3.

As for the single scenario heuristic, also the performance of the customized
PH are not influenced by the parameter v. Hence, the proposed approach does
not depend on the characteristic of the network and it can be used in every
setting.

In order to test the customized PH in the real setting, we run it with instances
up to 1500 nodes, 3 types of people and 20 time periods. It manages to converge
in approximate 20.76 minutes with a standard deviation of 2.59 minutes (these
data are obtained by averaging on 100 runs). Since the exact method and the
original PH are not able to solve such instances we have no data in order to
compare the optimal solution found.

8 Conclusion

In conclusion, we can claim that the customized PH is able to achieve good
performances and to increase the maximum size of instances that can be con-
sidered. Furthermore, it can be used in the real field due to the computational
times that it requires. Thanks to this heuristic, it is possible to reduce the costs
that the companies using social engagement have to bear. Furthermore, since
the costs of the rewards are proportional to the path that the people have to do
for reaching the task, finding a good solution to the problem means to use people
that are near to the task. Then, using this heuristic generates environmental
gains by reducing pollution and traffic congestion.
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