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Summary

This thesis focuses on Vehicular Networks with Infrastuoet In the examined scenarios,
vehicular nodes (e.g., cars, buses) can communicate wWithstructure roadside units
(RSUs) providing continuous or intermittent coverage otidman road topology.

Different aspects related to the design of new application$ehicular Networks are
investigated through modeling, simulation and testing @al fields. In particular, the
thesis:

i) provides a feasible multi-hop routing solution for maintag connectivity among
RSUs, forming the wireless mesh infrastructure, and movetgcles;

i) explains how to combine the UHF and the traditional 5-GHzdsato design and
implement a new high-capacity high-efficiency Content Dim&ding using disjoint
control and service channels;

iii) studies new RSUs deployment strategies for Content Dissdion and Download-
ing in urban and suburban scenarios with different vehiolesility models and
traffic densities;

iv) defines an optimization problem to minimize the averagestrdelay perceived by the
drivers, spreading different traffic flows over the surfaa&ds in a urban scenario;

V) exploits the concept of Nash equilibrium in the game-theapgroach to efficiently
guide electric vehicles drivers’ towards the chargingigiet.

Moreover, the thesis emphasizes the importance of usitigtieaobility models, as well
as reasonable signal propagation models for vehiculararksy Simplistic assumptions
drive to trivial mathematical analysis and shorter simala, but they frequently produce
misleading results. Thus, testing the proposed solutiorike real field and collecting
measurements is a good way to double-check the correctheas studies.
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Chapter 1

Introduction

In the last few years, the interest in Intelligent Transatioh Systems (ITS) has been
steadily increasing, fueled by the need for safety and tntenent applications. Road-
ways can be made safer by letting vehicular users commenrcaid and traffic con-
ditions, as well as position and velocity. Also, since a persften spends in the car
between one and two hours per day, most newly-manufactet@dles boast multimedia
capabilities, which beg for advanced infotainment sesvi@nail/social network access,
newscasts, or local touristic clips).

To this aim, vehicular networks enable vehicles to commatei@ither with road-
side units, in what is widely known as vehicle-to-infrasture (V2I) communication, or
among themselves, through vehicle-to-vehicle (V2V) comivation. Several applica-
tions can be supported by either of the above communicaticerdigms, including trans-
portation safety services, traffic monitoring and infotagnt. While the former class of
application requires broadcasting or geocasting of alarmasning messages in a reli-
able, efficient manner, the latter two classes often impéy stpport of high-data rate,
UDP-based traffic, such as video streams.

In this thesis we focus our attention in the case where vénaodes (e.g., cars,
buses) can communicate with infrastructure roadside pnitgiding continuous or inter-
mittent coverage of an urban road topology, depending oappécation we are going to
study. In particular, the thesis covers problems relateduting, connectivity, Road Side
Units (RSUs) placement and applications for Vehicular Neks. Different scenarios
have been studied through mathematical analysis, sironkatind measurements on the
fields using real prototypes.

In Chapter 2, we consider a scenario where the RSUs providécous coverage to
the vehicles traveling along the roads. There, the wirelessh network represents the
infrastructure and the vehicular nodes are mesh nodes éhesss Mesh nodes connect
over the wireless medium and act as routers, and data packgtgaverse multiple wire-
less hops. In that case, our aim is to design a solution theragtees low jitter and high
packet delivery ratio to sustain high-data rate UDP-baggdications for the vehicular

1



1 — Introduction

users, such as video streaming. The problem is first addrélssmugh simulations, then
the solution is validated in two real testbeds.

In Chapter 3, we reuse the system architecture describeddydfut we address the
problem of content downloading exploiting the benefit ohgdUHF bands for the trans-
mission of control messages, so as to make it more efficiarfadt, in previous studies
we realized that the 5 GHz bands offer limited capacity cleésmim comparison to the
broad range of services envisioned in vehicular networksgleéd, we design a proto-
col for content downloading that leverages the UHF band émtrol messages and the
high-throughput, 5-GHz bands for data delivery. In thisnsec®, the RSUs using 5-GHz
bands provide intermittent coverage (like hot-spots),levthe LRU (Long Range Unit)
using UHF band provides continuous coverage of the areareBhudts have been validate
through a testbed and compared with respect to the case whiré&-GHz bands are
used.

Also in Chapter 4, we study content downloading, along wahtent dissemination,
but there we address the problem of RSUs deployment to egewe performance to
bypassing users. The RSUs deployment implies costs rdlatbd hardware, installation
and power consumption that are proportional to the numberstélled devices. Indeed,
over-dimensioning the network installing a big number ofuRSould guarantee high
performance but it is not affordable for the operators’ poinview due to its cost. Thus,
we propose new RSUs deployment strategies to find the rigti¢toff between costs and
performance, providing intermittent connectivity of thdan area but still guaranteeing
good service quality for both dissemination and contentrdoading.

In Chapters 5 and 6, we envision two applications that ekfiei Vehicular Network
to provide real services to the users. The peculiarity adelrehapters is that they address
problems related to routing of vehicles instead of routihgata packets. Functionally,
we assume to have a system architecture allowing the exehafnigformation among
vehicles, for instance like one of those presented in theigue chapters. In the con-
sidered scenarios, each vehicle gathers the required tirdifirmation towards a Central
Controller using the available infrastructure, and rebascommon navigation services.
In Chapter 5, we propose a method to optimize urban trafficuaysing basic heuristics
and computationally efficient simulations. Instead of midean entire urban map with
hundreds of intersections, each typology of intersectsosiimulated in order to under-
stand how it responds to different traffic patterns and sites. Then, this knowledge is
leveraged to allow the computation of minimal delay routdl@complete road map.

In Chapter 6, we address the problem of Electric Vehicleadsvassistance through
ITS. Drivers of EVs that are low in battery may ask a navigaservice for advice on
which charging station to use and which route to take. A ratiariver will follow the
received advice, provided there is no alternative choiatl#is the driver reach its desti-
nation in a shorter time, i.e., in game-theory terms, if sagdhice corresponds to a Nash-
equilibrium strategy. Therefore, we solve the problem gsirgame-theoretic approach,
envisioning two models, namely a congestion game and a gathewngestion-averse

2



1 — Introduction

utilities, both admitting at least one pure-strategy Naghiléorium. Using our models,
we show that the average per-EV trip time yielded by the Naglhlibria is very close
to the one attained by solving a centralized optimizatiasbfgm that minimizes such a

quantity.
Finally, in Chapter 7, we present the conclusions that wesdiram this work.



Chapter 2

Seamless Connectivity and Routing

In this chapter, we consider vehicles (e.g., cars, busesamtsars) that connect to differ-
ent roadside mesh nodes as they move in an urban environamehtye study the joint
problem of traffic delivery and connectivity managementustsscenario. In that case,
our aim is to support high-data rate UDP-based applicatsuth as video streaming, de-
signing a solution able to guarantee low jitter and high padklivery ratio. The problem
is first addressed through simulations, then the solutianjgemented and tested in two
real testbeds.

The content of this chapter is organized as follows. Se@iardescribes in details the
requirements to support high-data rate UDP-based seriwicéshicular Networks with
Infrastructure. In Section 2.2 we review previous work, ielim Section 2.3 we describe
our network system and we present two reference scenarioshwill be used for per-
formance assessment. Section 2.4 addresses the probldficiehdy routing a traffic
connection between vehicles and infrastructure, and shioatsour proposal based on
the BATMAN protocol gives excellent performance. Sectioh idtroduces the channel
selection scheme and the seamless handover procedure igeatked-inally, Section 2.6
presents the performance results obtained through twerdift testbeds, and Section 2.7
draws some conclusions.

2.1 Problem Statement

We consider a scenario of high practical relevance, in wthehnetwork infrastructure
is represented by a wireless mesh network and the vehicati is a mesh node itself.
Mesh networks are typically free-standing, robust systdrascan be conveniently inte-
grated with the existing infrastructure and offer hightaite services. Mesh nodes, also
calledmesh pointsconnect over the wireless medium and act as routers, aadodak-
ets may traverse multiple wireless hops. Note that, whigeliterature already features
works that address the mobility of user devices [1-4], theyusually seen as end nodes

4



2 — Seamless Connectivity and Routing

rather than mesh routers. We specifically address the casgleidch the vehicular node is
a mesh router. The advantage of our solution is twofold1 @)lows the routing protocol
to be run on the mobile node itself, thus better adapting @ohtlgh-mobility profile of
the node; (ii) the node on the vehicle becomes a full-blownbite hot spot” that can act
as a gateway towards the mesh infrastructure for all cliemtogs on board the vehicle.
Also, as often done in mesh and vehicular networks [5—8], nvisen several frequency
channels to be available for V2I communication as well asctonmunication between
roadside units, and that more than one radio interface iaél@at both the roadside and
the vehicular mesh points.

In such a scenario, uninterrupted connectivity is nomyngillaranteed, but a rapidly-
reacting routing protocol is needed to handle sudden limitydrops caused by mobility
or channel fading; instrumental to ensuring connectivitg @erformance is therefore
the degree of responsiveness of the routing protocol. Adsseamless procedure that
allows vehicles to identify the “best” channel availableldrands over the connection
from one infrastructure mesh point to another is needed &vagiiee sustained end-to-
end throughput, as well as low jitter (e.g., suitable for timukdia streaming to/from a
mobile node), throughout the journey of the vehicles.

As discussed more extensively in Section 2.2, several wuale dealt with reliabil-
ity of V21 communication links, channel access and suppb@oS at the MAC layer
for real-time services, while few studies have considehedoroblem of V2I connection
management and seamless handover of UDP-based streamnsfefaee works have ex-
plored these issues through experimental measuremeglistic network scenarios. As
for the literature on wireless mesh networks, again, ségtudies have focused on inter-
ference and frequency allocation in multichannel syst@msn routing in totally fixed or
totally mobile mesh networks, while the joint problem of tiag and mobility support in
a scenario with vehicular and roadside mesh points has loaecety addressed.

In our work, we define an on-board fast-switching layer-zhaecture for 802.11-
based mesh networks with mobility support, which allowsielels to efficiently com-
municate with the wireless mesh infrastructure. Genertlyer-2 routing for mesh net-
works has been proposed in the 802.11s draft standard [8)],emen earlier, within the
IETF MANET Working Group [10]. We identify a scheme that feds implementations
both at the layer 2 and at layer 3, i.e., the BATMAN [11] praihavhich has been de-
veloped by the Freifunk Mesh Community and is becoming iasiregly popular among
developers. We assess the performance of BATMAN by comgatrinith three routing
protocols, each of which represents a different approaagioutng: (i) AODV [12], a
reactive scheme which has inspired the Hybrid Wireless M&siocol specified in the
IEEE 802.11s Draft Standard [9], (ii) OLSR [13] and OLSR-EWell-known proactive
routing protocols, (iii) GPSR [14], a geographical routimgtocol. To avoid full-scale,
time-consuming experiments, which would have been diffittutarry out, we use ns2
simulations and run these schemes at layer 3 of the mesh motles scenario outlined
above. We find that, when the traffic flows from a vehicle towattie infrastructure

5



2 — Seamless Connectivity and Routing

(hereinafter referred to as uplink), the best performascachieved by both GPSR and
BATMAN; the latter, however, fails to provide good resultben traffic flows in the op-
posite direction (hereinafter referred to as downlink).iByestigating this contradictory
behavior, we identify a problem of the BATMAN protocol reddtto its window-based
mechanism for path quality estimation, and we solve it. Wa&#he improved version
of the protocol as smart-window (sw-) BATMAN, and, throughther simulations, we
observe that it yields good performance, both in uplink amardink.

Based on these findings, we select sw-BATMAN for routingficaland we deploy
two real vehicular testbeds where sw-BATMAN is implemeraéthyer 2. Such an im-
plementation choice on the one hand allows the increases opitrations speed, on the
other it simplifies the network configuration, not requirifgaddresses to be assigned to
mesh points. We then devise and implement a channel selexcti®me that lets a vehicle
connect to the infrastructure by using always the “bestityiink, and we design a han-
dover mechanism that allows vehicles to connect to the rdadasesh node through the
channel used by the best-quality link. This enables a semtilansfer of data as vehicles
move, thus resulting in excellent performance in terms wdughput and delay jitter.

2.2 Related Work

Prior studies using IEEE 802.11 radio technology have etatiithe feasibility of both
V2l and V2V communications, in a real word scenario. In gatr, the works in [15,16]
present measurements taken with cars running at diffepe@ds and show that the main
factor affecting V21 connectivity is the distance betweehicle and infrastructure. Such
result is confirmed by the study in [17], where again the perénce of V2| communica-
tions is shown to depend on communication range and linegbt.si

At the MAC layer, several solutions have been proposed fistipport of real-time
services, although most of them focus on safety applicatiBmamples are the proposals
in [18] and [19-21]. The scheme in [18] is designed to prowuS support in vehicular
Internet access: it employs fixed gateways along the rodagéntorm periodic admission
control and scheduling decisions for the packet traffic girtkervice area. The works
in [19-21], instead, aim at defining a fast connection setaphanism for V21 communi-
cation, when vehicles are equipped with one radio interady and the 802.11p random
access protocol is used. The authors envision a centrappdithg-based access scheme
running at each roadside unit, on top of 802.11p, so as tagea@n upper bound to the
delay experienced by safety traffic. Furthermore, eachclelsiends information on its
position, speed and direction so that roadside gatewaypreaiict when a vehicle enters
their service area and promptly include it in their traffibsdule. Analytical and simula-
tion results show the limited overhead of the solution amdféasibility of safety-critical
V2l applications in a dense-traffic, highway scenario.

6
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At higher protocol layers, the problem of V2I connectivigdbeen addressed via sim-
ulation, e.g., in [22], where a hybrid architecture, caMethicle-to-Vehicle-to-Infrastructure
(V2V2l), is evaluated. In V2V2I, the transportation netw@ broken into zones in which
a single vehicle, namely the Super Vehicle, is the only ore mbhcommunicate with the
infrastructure. All other vehicles can only communicatehwthe Super Vehicle. This
solution reduces the contention among vehicles to accasgla soadside unit, although
the Super Vehicle-Infrastructure link may represent aléo¢ck.

Well-known solutions for mobility support at the networkyéa are provided by the
IETF activities, e.g., Mobile IP and NEMO [23]. The formelaavs host mobility without
connection disruption, by letting a node acquire a careddfess and by redirecting traffic
towards it; the latter instead enables entire IPv6 netw(irks a mobile router aboard a
vehicle and a number of devices deployed within the vehide)hange their point of
attachment to the Internet [24].

We highlight that our handover mechanism, unlike Mobile IPNEMO, works at
layer 2; in this way, connectivity management is implemeénieough efficient, fast oper-
ations that make the support of UDP traffic, such as videastieg, possible. Also, since
our solution is based on the layer-2 implementation of th& AN routing protocaol, it
leaves the MAC layer unchanged.

Finally, we point out that, while several works on mesh neksdcave focused on
interference and frequency allocation in multichanneteys (e.g., [6, 7] just to name
works based on testbeds), or on routing in totally fixed [Z§-e8 totally mobile wireless
mesh networks [31], few papers have addressed the joinkgarodf routing and mobility
support in a V2I scenario. Also, existing experimental vgook wireless mesh networks
with mobility support, such as [1-4], have considered regitimobile mesh nodes, nor
the problem of ensuring a seamless procedure to let a higbly{e mesh node connect
to different fixed nodes as it moves. In particular, in [2]fficadisruptions during the
handover of a mobile terminal between static mesh pointsnas&led thanks to the for-
mation of a multicast group, which the mesh points curresélving the user have to
join. The problem of applying such solution to our scenaes bn the overhead and on
the multicast group management in a highly-mobile envirentn In [3], again, a low-
mobile terminal user is considered and a quick handoveregiare in 802.11-based mesh
networks is envisioned, by letting a single-interface wgeckly scan the access points in
range and choose the best, provided all nodes are syncadomesides the modifications
to the required 802.11 driver, this mechanism does not addhe problem of seamless
handover, which is critical for the support of multimediaesims in a vehicular envi-
ronment. Similarly to our work, the study in [4] considers altiichannel, multi-radio
terminal user that slowly moves between different 802.1cess points. Fast handover
is provided by letting one of the radio interfaces workingscan mode while the other
transmits/receives traffic. Such a solution, however, watithe MAC layer and does not
address traffic routing.
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Our study instead focuses on the management of vehicuiafrastructure connec-
tivity, when the vehicle is a mesh point itself, and we jorraddress traffic routing and
handovers for the support of multimedia streams. Note thatur case, the interfaces
of all network nodes operate in ad hoc mode, thus we do nottfec@roblem of asso-
ciation with access points, which is one of the main issuesessed in the literature on
fast handovers in 802.11-based networks. We also assegsrtbemance of our solution
in a real setting, showing that bandwidth-demanding appbas, such as those based
on UDP streaming, can be successfully supported by a wiretesh infrastructure, as
vehicular mesh points move and change point of attachmethietéixed nodes. A pre-
liminary version of our work has appeared in [32], where anbingle V2| scenario was
considered and a much simpler, less efficient handover sehes presented.

2.3 Network System and Reference Scenarios

We focus on a mesh network consisting of several roadsiddn ppesits and one mo-
bile mesh node installed on a vehicle. The latter moves withé coverage of roadside
mesh points (hereinafter simply called roadside pointsiy. @bjective is to devise a fast-
switching layer-2 protocol architecture that can providaraless, sustained-quality trans-
mission of multimedia and data streams in both uplink andrdimk directions, between
a terminal endpoint attached to the vehicular mesh node awither endpoint reachable
through one of the roadside points.

Assuming that the vehicle equipped with the mesh node saleing a route, with
continuous coverage by roadside points, makes our testadsable to being imple-
mented on a public transportation line (buses, streeticavsspeed leisure trains, etc.). In
our setup we did not optimize transmissions for a mobilerggti.e., by using variable-
aperture or variable-gain antennas; rather, we tried tesdesolutions to cope with han-
dovers between different roadside points when the vehicudde is equipped with two
radio interfaces. The use of two radio transceivers in wdarcnetworks has been con-
sidered in several papers [33, 34] and it receives nods alsitei VANET standardiza-
tion/industrial community [35, 36]. Finally, we point ouitat our testbed scenarios delib-
erately feature areas with suboptimal coverage qualityusTthe behavior of our archi-
tecture under adverse (though realistic) conditions cbalthvestigated.

The Hardware and Software Platforms

All hardware devices use off-the-shelf components and rparC5ource software. The

network nodes in the testbeds are installed at the roadsidi®ma board a car that was

modified to accommodate external antennas. The nodes dasedidn water-resistant

small-size boxes (180 mril25 mmx46 mm), thus allowing ease of installation. Each
node is fitted with an Alix PC Engines motherboard, equippétd an AMD Geode 500

8



2 — Seamless Connectivity and Routing

MHz processor; additionally, each has a compact flash mewfatyGiga Byte, an Eth-
ernet card and two Ubiquiti Networks XtremeRange 5 (5.5¢¥z) IEEE 802.11 radio
cards. Radio cards are compliant with the 802.11h spedditabn spectrum and trans-
mission power management, but they support the data raté/l&i specified by the
802.11a standard. The set of available channels that weédewns composed of 11 chan-
nels (from channel 100 to channel 140), each 20 MHz-wide. rEldé cards driver is
MadWifi revision 3314, with OpenWRT patches.

Description of the Testbeds

To analyze the behavior of the overall system, two main &sighvere created. The first
one is based on three roadside points that cover a densedyettlaby urban road and its
aim is to evaluate the communication infrastructure in & eesironment. The second
testbed was created on a private road, using several reapesidts, where the aim was
the assessment of handovers and multi-hop communications.

e
ch120'Roadside
Point2

J - Roadside
: Point 3

Omnidirectional Directional Ethernet
antenna antenna

(a) Abstract representation (b) Real view: locations of the roadside points are
marked by circles

Figure 2.1: Network scenario in the first testbed

The first testbed is set up on a 1-km stretch of public road,bosy urban area that
provides plenty of obstacles (both fixed and moving), thuschiag the expected real
operating conditions. Three roadside points set 50 m apadr¢he stretch of road from
a vantage point, and a car equipped with a mesh node is draterebn the two ends of the
road segment, trying to maintain a constant 36 km/h speeidhw¥as not always possible
due to existing traffic (indeed, the actual average speeetuout to be nearly 18 km/h).
A continuous UDP stream (either in uplink or in downlink) isamged between a laptop
carried on the car and a desktop reachable through thetinfcasre nodes. The network
topology, as far as the roadside points are concerned, hasax ktructure, as shown in

9



2 — Seamless Connectivity and Routing

Figure 2.2: Network scenario in the second testbed. Cimdpeesent the eight roadside points
and the gateway node, while continuous lines represent ittedess links between roadside points
and with the gateway. The numbers within the ovals (nam@, 108, etc.) denote the channels
used on the links

the abstract representation of the reference scenariginé-2.1(a). The deployment of
the three roadside points is shown in Figure 2.1(b).

Each roadside point has two external antennas: one of themngirectional, with

a gain of 9 dBi and transmit output power of 8 dBm, while theeotexhibits a limited
aperture (either 18 degrees with 18 dBi gain and transmpguwiytower of 10 dBm, or
60 degrees with 16 dBi gain and output power of 9 dBmin particular, the highly
directional antenna is used to establish a link with the ainectional antenna of the next
roadside point along the path. The omnidirectional antebeaide forming one end of
the link with the previous roadside point in the path, alspteees the transmissions of
the vehicle, when in range. Different, non-adjacent frexyechannels are chosen for
each antenna and for the antennas of neighboring nodesdén tw limit interference
through frequency diversity [37]. A sample choice of chdsmeshown in Figure 2.1(a),
where channels 100, 120 and 140 are used and are such thantina requencies of
channels 100 and 120, as well as of 120 and 140, are 100 MHt apae vehicle is
instead equipped with two omnidirectional antennas, eatthgain of 9 dBi and transmit
output power equal to 6 dBm.

The second testbed is set up on a 1-km loop on a private roadvivodland area;
the full coverage is guaranteed by 8 roadside points anddeutennectivity is achieved
through another mesh point, acting as a gateway, installdleroof of a nearby build-
ing. Figure 2.2 describes the position of the roadside pand the channels that were
assigned to each link to avoid interference. Roadside poastwell as the car (which is
driven at the average speed of 18 km/h) are equipped with tarmdirectional antennas,

'Note that the values of transmit output power that we usedrareh lower than the maximum value
allowed by regulation, i.e., 1 W.
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2 — Seamless Connectivity and Routing

with a gain of 9 dBi and transmit output power of 18 dBm

2.4 Routing in Vehicular Networks with Infrastructure

We identify BATMAN as a candidate layer-2 implementationaofouting protocol. As
already mentioned, layer-2 routing has been already pdrsumesh and vehicular net-
works. Before proceeding with the implementation of BATMAt\a real testbed, we use
simulation to compare its performance with other routingtpcols for wireless ad hoc
and mesh networks. Since most of them only feature layergBeimentations, we also
consider the layer-3 BATMAN version, which retains all thechanisms of its layer-2
counterpart.

Next, we briefly recall the main features of the protocols the consider and show
the results derived through simulation that resemble thiénge used in our testbeds.
BATMAN shows some inconsistencies in its behavior that nega closer look at its
mechanisms. After the problem is identified, we propose atienl and evaluate its im-
pact, before committing ourselves to the final architedtcinaice for our testbeds.

The Protocols under Study

Since we do not aim at a comprehensive comparison of the rpeafice ofall routing
protocols for wireless ad hoc and mesh networks known initeeature, we choose just
a few that represent a cross-section of a broader colleofipnotocols. Specifically, we
include both reactive and proactive routing protocols, all as protocols that use either
a link-state, a distance-vector, or a geographic appro&8siow, we present the main
features of each scheme, highlighting the version of théopads that we implemented.
AODV: it builds routes on demand by flooding the network with roeiguest messages.
As a route request hits the intended destination or a nodestlzavare of a fresh route
towards the destination, the request is not forwarded artiduand a reply message is
sent back to the source. While traveling through the netwoiite request and reply mes-
sages create paths pointing, respectively, to the souitécatme destination. Sequence
numbers, route error messages, and local repair are usaddteHink failures and avoid
loops. Variations of the protocol [38, 39] give a node thdigbio store more than one
route per destination. However, since in our highly-dyrmastienario such enhancement
provides little improvement in performance, we stick to finetocol version specified in
the RFC 3561 [12].

OLSR: it adopts a proactive, optimized link-state scheme to spht@aology information
while keeping the overhead low. The key idea is that linkestaformation is generated

2The presence of several trees and other obstacles suggfestese of a higher power than in the first
testbed.
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and flooded in the network only by selected nodes, called iNPd@lint Relays (MPRS).
Any source-destination route is bidirectional and inckidaly MPRs as relay nodes. In
this work, we refer to the protocol specified in the RFC 3628],[vhich selects the
shortest path between a source and a destination. Howeselsw consider the version
that includes the Expected Transmission Count (ETX) mé¢R%94, so that routes with
higher packet delivery ratio can be selected.

GPSR:it exploits the nodes’ geographical position to make patdketarding decisions.
For each packet, the source polls a lookup service to acthercation of the intended
destination, then a greedy approach is used to forward patk@odes that are progres-
sively closer to the destination. When no greedy path ex3BSR forwards traffic in
perimetermode. In this case, a packet traverses successively chxses 6f a planar sub-
graph of the full radio network connectivity graph untilaching a node closer to the
destination, the greedy forwarding resumes. We refer t@tb&ocol version described
in [14].

BATMAN: itis a proactive protocol based on the distance-vectordigma, therefore its
strategy is to determine, for each destination in the nétytbe neighbor that can be used
as best next hop towards the destination. To learn aboutestenlext hop for each desti-
nation, all nodes periodically broadcast originator mgesgOGMSs) to their neighbors;
each OGM contains aoriginator addressasending node addressd aunique sequence
number When a neighbor receives an OGM, it changes the sendings&ltly its own
address and rebroadcasts the message if either the OGM igamated by a neighboring
node or the OGM was received from a node that is considereblstnext hop towards
the originator. To identify the best next hop towards a desiton, a node counts the num-
ber of OGMs originated by the destination and received frioadifferent neighbors. The
node records this information in the so-called originaist [Then, it selects as next hop
the neighbor from which it has received the highest numbe&d@Ms within a sliding
window (packet count metric), i.e., the path with best gyalin the following, we will
refer to the packet count metric path quality level In this way, a node does not maintain
the full route to a destination but every node on the path &ntyws the next hop to use
to reach it. Note that, in the originator list, for each destion every node maintains as
many sliding windows as the number of neighbors from whiehrtbde has been receiv-
ing OGMs originated by that destination. Furthermore, aen@inoves a neighbor from
its originator list if it does not receive any OGM for a giveémé; changes in the originator
list may lead to a routing table update. In this work, we rédethe protocol description
in [11].

Below, we compare the above protocols by using ns2 simuisitia a network scena-
rio similar to the one depicted in Figure 3.1. The simulascenario, however, includes
eight roadside points; also, the number of vehicles trangekhlong the road as well as

12
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their speed are varying system parameters. We then usereggétit matches the de-
scription of the testbeds in Section 2.3, e.g., we set the nadio rang&to 250 m while,
to represent the different quality level of the links betweeadside points and vehicle,
and of the links between roadside points, we set the maximatmrdte of the two types
of links to 6 and 54 Mb/s, respectively. Both the cases ofnkaind downlink CBR traffic
are investigated. For all protocols, the control messaged to assess the connectivity
with neighboring nodes (i.e., Hello messages in AODV and RLBeacon messages in
GPSR, and OGMs in BATMAN) are periodically transmitted wiitme interval equal to
1 s and, being broadcast messages, they are sent at thediasoé 6 Mb/s. In GPSR,
we assume a vehicle always has a perfect, instantaneousddgmof the position of the
destination through an ideal location service (which issiotulated). The information
on the neighbors’ position, acquired through the GPS andadiecl in the GPSR beacon
messages, is also considered to be error-free.

We remark that all curves have been derived by averagingthts over 10 different-
seed runs, obtaining a confidence level of 95%; also, the ploaw the confidence inter-
val, which is represented through error bars.

Figure 2.3 presents the average received throughput apfilieation layer as the bit
rate of the CBR traffic varies, in uplink (left plot) and dowiH (right plot). The results
refer to the case with one vehicle travelling at a constasé¢dmpf 36 km/h. In BATMAN,
the sliding window size is set to 128. We observe that, innkpIBATMAN and GPSR
achieve the best performance. Indeed, BATMAN sends OGMsveryanterface and
collects statistics on the quality of all existing pathgygipromptly selecting the route
that minimizes packet loss and delay latency. Similarl{G PSR, the next-hop selection,
which exploits the information included in the beacons tximéze the advancement of
traffic towards the destination, allows a quick reactiorofaiogy changes.

As for AODV, we observe that whenever the link between theam(i.e., the vehicle)
and its next hop fails due to mobility, a new, fully-fledgedit®discovery is started, thus
leading to performance degradation. We remark that, uBKEMAN, which constantly
monitors the quality of all paths through OGMs and switchesiptly upon performance
degradation, AODV only acts upon compromised connectwitii the previous next-hop
and ongoing packet loss.

We now look at the results given by OLSR, which, disregardlimigquality, provides a
lower throughput than BATMAN as the offered load increas@sSR-ETX does account
for the link data rates, however, as shown in [40], the ETXriodtkes quite a long
time to detect a link failure, thus leading to worse perfanggthan OLSR in a dynamic
network. Finally, we point out that the better performanEd88ATMAN comes at the

3The node radio range in the testbed was measured as the nmaxiistance from a transmitter at which
a node can receive traffic with a packet error rate smalleqoakto 0.08 (as typically considered in 802.11
networks).
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cost of a higher message overhead; nevertheless, the adedoe to BATMAN is still
negligible compared to the system capacity (the ratio iséadof the order of0~3).

Next, we look at the performance in presence of downlinkitaODLSR and OLSR-
ETX give slightly lower values of throughput than in the casaplink traffic. Indeed, due
to their low reactivity, OLSR and OLSR-ETX fail in providintge source with an updated
link-state information so as to route traffic correctly todsathe destination (which is now
moving). As for the other schemes, GPSR still provides a thgbughput, consistently
with the results for the uplink transfer. AODV too yields ggerformance, indeed, when
a link breaks, the upstream node operates a local repairctvee connectivity to the
destination, thus avoiding a new route discovery. BATMANtead, surprisingly yields
the worst performance. In the next section, we investigadthavior of BATMAN and
try to find a solution to the observed performance degradatio
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Figure 2.3: Protocols comparison in terms of average thrpuly as the offered traffic load varies
and for a vehicle speed of 36 km/s

Identifying and Solving the Problem in BATMAN

BATMAN counts the number of OGMs within a sliding window toatse the best next-
hop node towards a given destination. In the BATMAN slidingdow, all OGMs have
the same weight, i.e., older and newer messages have tharsporéance. By analyzing
the protocol behavior, we noticed that in the scenario ustety (i.e., a vehicular mesh
node connecting to roadside mesh nodes) such window marmsagemy cause temporary
routing loops and, thus, packet losses.

As an example, consider a network at timge as shown in Figure 2.4(a): nodes 1,
2 and 3 are roadside points, while nodés mobile (circles with dashed lines represent
the node radio range). Using a window size of 128 packets ar@@M interval time of
1 s [11], att, the BATMAN routing tables at the four nodes are as in Table 2.1
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Figure 2.4: Network topology at different time instants

Table 2.1: Routing tables at tinig

Node 1 Node 2
Dest. | Next hop| Quality Dest. | Next hop| Quality
2 2 128 1 1 128
3 2 128 3 3 128
v 2 128 v v 128
Node 3 Nodewv
Dest. | Next hop| Quality Dest. | Next hop| Quality
1 2 128 1 2 128
2 2 128 2 2 128
v 2 128 3 2 128

Observe that node 1 does not receive OGMs directly froamd, thus, it uses node
2 to reachv; also, all routes report the maximum vatusf the path quality level (i.e.,
the packet count metric). Now, assume thataches the new configuration shown in
Figure 2.4(b) at time&;. The routing tables at the four nodestatare as in Table 2.2.
Note that, within a timeout, set by default to twice the OGMeiwal, a node purges from
its originator list a neighbor from which OGMs are no longeceived. Thus, nodes 2
andv realize that their link failed and update their routing &bhccordingly. On the
contrary, node 3 starts receiving OGMs directly froarrhowever, since BATMAN does
not discriminate between recent and older events, abde 3 still maintains node 2 as
next hop towards. It follows thatv can successfully send data to any other node, while
losses may arise in the opposite direction. For instanceode 1 wants to transmit a

4In BATMAN finding the best route towards the destination esgonds to finding the best hop towards
it; the quality level metric at a generic node is thereforeegiby the number of OGMs originated by the
destination and received from a neighbor (candidate negj-ithin a sliding window.
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Table 2.2: Routing tables at tintg

Node 1 Node 2
Dest. | Next hop| Quality Dest. | Next hop| Quality
2 2 128 1 1 128
3 2 128 3 3 128
v 2 125 v 3 11
Node 3 Nodewv
Dest. | Next hop| Quality Dest. | Next hop| Quality
1 2 128 1 3 7
2 2 128 2 3 7
v 2 117 3 3 7
45
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Figure 2.5: Comparison between BATMAN and sw-BATMAN: avggahroughput in downlink,
as sliding window size varies, and for different vehicleeqse

packet tov, it sends it to node 2, which forwards the packet to node 3. eNddhecks
its routing table and sends the packet back to node 2; theepacthen bounced between
node 2 and node 3 till its Time To Live expires and the packdtapped.

It is therefore clear that the problem lies in the use of theirgy window, which
slows down the reactivity of the protocol in the face of taygt changes. A possible
solution would be to decrease the window size, but it wowdderoff reactivity with route
flapping, and the choice of the ideal size of the sliding wimawould still depend on the
node speed. This can be clearly seen by looking at Figurevhish shows the downlink
throughput provided by BATMAN as the size of the sliding wimdvaries. These results
refer to the case of a single vehicle generating CBR traffié ktb/s and travelling at
different speeds.

We therefore take a different approach and modify the sjighmdow mechanism, so
as to tangibly reduce the problem without increasing théqma complexity or altering
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Figure 2.6: Comparison between BATMAN and sw-BATMAN: awggahroughput in uplink and
downlink, as the offered traffic load varies

the spirit of BATMAN.

Our solution consists in changing the way OGMs are countétkisliding window so
that newer OGMs, representing fresh information, are weijimore than older OGMs.
The weights, however, must be chosen in such a way as to avotdditions in the routing
tables: if the weight of fresher OGMs is too high comparedh athers, the reception
of OGMs from different neighbors with similar link quality ag lead to a continuous
change of the next-hop towards the destination. In our studygonsidered the following
expression for the values of the weight vector,

w(i) = max <1, VQ—SD i=1...9 2.1)

wherew(7) is thei-th element of the weight vector arffis the sliding window size
(namely, 128)w(1) is associated to the freshest OGM, older OGMs being recdiated
increasing values of. Note that the expression in (2.1) is a good choice becalse (i
implies an exponential decrease of at least the more reedrgw (this is a standard prac-
tice when dealing with time windows implementing exponairdveraging, i.e., to bestow
greater importance to recent values than to older onek)t ¢an be easily implemented
in the kernel of a communication node, (iii) it does not ird#uexcessively large weight
values so as to avoid overflow. We name this modified versigheprotocol as smart
window (sw-) BATMAN.

By looking at Figure 2.6 and comparing the results (obtaumedker the same scenario
and settings as before) with the curves in Figure 2.3, wecadhiat sw-BATMAN pro-
vides excellent results in both uplink and downlink. Sucbdjperformance is confirmed
by the results in Figure 2.7, which shows the performanceASiNBAN, sw-BATMAN
and GPSR (in uplink as well as in downlink), as the number tiicles and their speed
(namely, 18, 27 and 36 km/h) vary. At the beginning of theseutations, half vehi-
cles move in one direction and the other half in the opposiertion. The offered load
corresponding to each traffic transfer is equal to 3 Mb/sstiteng window size of BAT-
MAN and sw-BATMAN is still set to 128. Furthermore, FiguréoZhows that, unlike
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Figure 2.7: Comparison between different BATMAN versionsl &PSR, as the number of vehi-
cles varies and for different vehicle speeds

BATMAN, the performance of sw-BATMAN only marginally depés on the choice of
the sliding window size (except for a window of size 2, for althiroute flapping is in-
evitable). While the exponentially decreasing weightglusesw-BATMAN consistently
provide the reactivity needed to achieve a sustained tlmpuigunder any window size,
the same cannot be said of standard BATMAN, where the “goatlies of window size
depend on the vehicle speed.

Finally, we remark that the overhead due to sw-BATMAN is jsigihtly higher (few
kb/s higher) than in BATMAN, due to its quicker reaction tptdogy changes: the num-
ber of generated OGM packets is the same in both versiong gititocol, but the number
of rebroadcasted OGMs is higher in sw-BATMAN. Indeed, OGMs r@broadcasted by
a node only if they have been originated by a neighbor, oray thave been received via
a bidirectional link that currently serves as the best liokdrds the originator. Thus,
upon a topology change, in BATMAN some OGMs are not rebrostgchbecause they
are received over a link that is (wrongfully, having the Hagt changed) not considered
the best.

2.5 Layer-2 Implementation and Seamless Handover

The forwarding protocol used in our testbeds is layer-2 BAMAdvanced Kernel Land,
modified in order to include the smart-window mechanism.nBea layer-2 implemen-
tation, all OGMs are encapsulated in their own Ethernet ésiand the whole testbed
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network can be seen as a giant Ethernet switdanks to the layer-2 implementation,
BATMAN runs in kernel space, rather than in user space, asing speed and respon-
siveness of the protocol. BATMAN Advanced Kernel Land usesdvaddresses as rout-
ing table identifiers, instead of IP addresses, which alisoihtes the need to assign IP
addresses to mesh points.

A software module was added to the vehicular mesh point so laardle the crucial
tasks of selecting the “best-quality” channel availabld ahachieving a seamless han-
dover between two roadside points. Recall that, in ordewvtidainterference, roadside
points are assumed to provide their coverage using a fregudrannel that is different
from the one used by nearby roadside points. The solutionevise (i) manages the ve-
hicle’s radio interfaces in order to establish layer-2 amtivity to nearby roadside points
whenever possible, and (ii) hinges on sw-BATMAN routingrigger the handover.

More specifically, our solution leverages the following tfaotors: the availability of
multiple radio interfaces at the vehicle and the fact thaBAWMAN uses all available
radios, each tuned to a different frequency channel. Foitglaelow we will restrict the
description to the case where two interfaces are availdtifeearehicle. Each vehicle ra-
dio interface is independently managed to identify a sw-BAN-capable neighbor, by
intercepting its periodically transmitted beacon and regthe Basic Service Set Identi-
fier (BSSIDY. The beacon also informs (in one of its Information Elemglfits) whether
the interface belongs to a roadside point or to another ieshiic order to avoid V2V
communication. If the BSSID is recognized as belonging towbhicular network and
the node interface issuing the beacon is part of the roadsfdestructure, the vehicle
interface establishes an ad hoc link with it. OGM messages #tart to be exchanged
and statistics on the path quality are collected.

As the vehicle moves on, the quality of the link with the negpltalong the current
path is compromised. At the same time, the second interfdtbave established a link
with the upcoming roadside point, and started to exchangM®fthrough it. Conceiv-
ably, a better next hop (hence, path) will be known to sw-BAMWithrough the second
interface. sw-BATMAN thus switches the packets onto the path and a “soft”, seam-
less handover is performedf the path quality level associated with the channel used b
the first interface has dropped below a given thresiplget to the 80% of the maximum
value of the path quality metric in our testbeds), the linkmhe previous roadside point
interface is torn down and the MAC address of the roadsidetaterface is blacklisted.
Blacklisting of a roadside point interface is introducedonder to temporarily (20 s in

5If the number of nodes scaled up in the tens or even hundreaigiard traffic-separation techniques at
layer 2 (i.e., the superimposing of VLANS) could be used tmgdan the ill effects of growing traffic.

6The BSSID is the same for all nodes interfaces in the vehiodawork.

’If the vehicle had only one interface, the fact that adjaceadside points use different channels would
instead trigger a frequency scanning by the vehicle ang, #nintermittent connectivity during handovers.
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our testbeds) prevent the re-establishment of a recemtydown link, thus avoiding a
ping-pong effect. The 20 s duration we chose worked fine fotestbed, but it does not
necessarily apply to generic testbed conditions. Findim@daptive solution would be
the optimal course, but we did not address this issue in gt work and reserve it for
future study.

We can detail the interface management at the vehicular pmshthrough a simple
state machine that runs independently for each radio aterfThe state machine can be
in one of the following states: 1) scanning (the interfacé&ysg to detect a roadside
point), 2) connecting (the interface has detected a roadsiiht and is exchanging sw-
BATMAN OGMs with it), and 3) active (the interface can be usedeach the next-hop
found through sw-BATMAN routing).

The main actions performed in the three states by the irtiedee described below.
1) Scanning state: in this state, the interface performs argiatan to detect a roadside
point and select a frequency channel. Note that the scammiagace skips the channel
used by the active interface, if there is any. If more than ro@elside point is available,
the selection is based on the level of received signal powdram the MAC address
blacklist: the channel with the highest received signarsith index (RSSI), measured
on the beacon messages, and used by a non-blacklistecagésfchosen. The interface
then moves to connecting state.

2) Connecting state: the interface starts collecting OGMsranditors the trend of the
path quality level every second. If the quality level doe$ decrease over time, the
interface remains in connecting state until the path qubditel becomes greater than the
threshold?,, and then it moves to the active state. Otherwise, the statts back to
scanning.

3) Active state: the routing table entries associated to therfece are used by sw-
BATMAN to pick the next hop for the outgoing traffic from the hieular node; when
both interfaces are active, sw-BATMAN ends up using therfatee with best path qual-
ity to the destination (since this is the metric reported aclreentry). Also, the node
inspects the routing table associated with the interfaegyesecond, in order to verify
the current path quality. If both interfaces are active wélicle node checks if the path
quality level associated with the channel used by an interfalls below the threshold
T, if so, such interface is moved to the scanning state andodn#side point interface is
blacklisted. If only one interface is active, the thresh}ds not considered and a state
change of the active interface occurs only when the pathtguevel associated with the
channel used by the interface reaches zero.

2.6 Performance Evaluation in the Testbeds

As explained above, in both testbeds we considered a CBRnst(either in uplink or
in downlink) at 1.2 Mb/s, carried by UDP, with packet size algio 1440 bytes to avoid
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Figure 2.8: Temporal evolution of the throughput and delttgrj as the vehicle moves from
Roadside Point 1 to Roadside Point 2 and Roadside Point Beifirst testbed

fragmentation. In the following, all throughput are measuat the MAC layer of the
receiver (using TCPdump).

With regard to the first testbed, we observed the performanbived as the vehicle
moved from Roadside Point 1 to Roadside Point 2 and Roadsidé¢ $(see Figure 3.1).
As an example, Figures 2.8(a) and 2.8(b) show the througitpatned during two of the
observed vehicle trips: the former plot refers to a trip ofadiwn equal to 140 s and with
uplink traffic, while the latter refers to a trip of duratiogueal to 130 s and with downlink
traffic. Figures 2.8(c) and 2.8(d) present the delay jitteaplink and downlink, observed
during the same two trips. In the plots, vertical dashedslin€éicate the time instants at
which a handover takes place. Note that, in this case, a kandorresponds to a change
in both channel and roadside point through which the trathwsl

We observe that a seamless handover is performed at easltitnafrom one road-
side point to another: no throughput or jitter degradatiocun due to the change of point
of attachment. Low values of throughput and high jitter astead experienced at certain
time instants (e.g., at the beginning of the measurememg)ewhen no line-of-sight
communication is possible due to the presence of buildifaygethe road. Note also that
bursts of delayed packets are responsible for throughjikésm excess of 1.2 Mb/s (i.e.,
higher than the offered load), which immediately follow slip throughput. Comparing
uplink and downlink results, we observe that the behavidiowinlink is smoother, except
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for few negative spikes of short duration. The reason fodifferent throughput profiles
lies in the fact that uplink transmissions occur at lower powhan downlink transmis-
sions. Consistently with these results, in the uplink tfang/e note a higher jitter than
recorded in downlink.

As for packet losses, in uplink we lost two and one packet®imespondence of the
first and second handover, respectively, while in downlime¢ and four packets were lost
during the two transitions. Similar performances were iolet@ in all the measurements
we carried out.

Figure 2.9: Route followed by the vehicle in the second ktbThe circle denotes the starting
point of each lap

Next, we evaluate the system performance in the seconcetgsiising either one or
two vehicles.

In the case of uplink and downlink traffic, the UDP flow is geated, respectively,
by the vehicles and by the gateway node (GW in Figure 2.2)dbamhects the mesh net-
work to the fixed infrastructure. Each reported test is sanspigle lap out of several
back-to-back laps around the loop road, starting from thatgagged by the circle in
Figure 2.9. Although we tried to drive at similar speeds tigtoout each lap, this was
not always possible; different speeds, leading to diffeolannel conditions, as well as
slightly different trajectories are thus responsible fitamogeneities in results referring
to the same stretch of road. Throughput and jitter measuresi@r each lap are reported
in Figures 2.10 through to 2.17; solid vertical lines repregdransitions between differ-
ent channels, while dashed vertical lines represent transibetween different roadside
points on the same channel.

We first look at the uplink results in Figures 2.10 and 2.11licwhefer to a faster
and a slower lap, respectively. Both exhibit a qualitagnvamilar behavior in terms of
throughput and jitter, although the faster lap featuresghsy larger number of inter-
nodal handovers (an intra-nodal handover, instead, carédm is Figure 2.11, around
t =103 s).

In Figures 2.12 and 2.13, we present the throughput and jagsailts, respectively,
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Figure 2.10: Temporal evolution of the throughput and dgtssr in uplink, in the second testbed
(Test 1 - single vehicle)
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Figure 2.11: Temporal evolution of the throughput and dgtegr in uplink, in the second testbed
(Test 2 - single vehicle)

obtained by a pool of two vehicles both engaged in an upliakdfer. Interestingly, no
visible performance degradation can be noticed, mainly tduine fact that the com-
bination of channel selection and of sw-BATMAN routing letach node use the least
congested links.

Next, we shift our focus onto the downlink performance, shawFigures 2.14 and

Node identifiers Node identifiers
2 1 2 2 2 4 5 6 7 1 3 4 5 778 1
18 r T T T 18 T T T
16 g 16 H
ch. Cch. ch. ch.|ch ch. [ch h. ch ch ch. ct) ch chj
14 136 112 [136 [112| 136 32 [120 108 R 14+ 112 116 132 1 140 10p|
- A -
Z 12 e v m 3 2 12f r
2 2
5 ir 1 5 T i
2 3
S5 08 4 5 08 H
S S
g 2
E o6 E o6 H
04 g 04 f H
02 1 02}
0 L | . . 0 . . . .
0 50 100 150 200 0 50 100 150 200
Time [s] Time [s]

(a) (b)
Figure 2.12: Temporal evolution of the throughput in uplimkthe second testbed (Test 3 - two
vehicles)
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Figure 2.13: Temporal evolution of the delay jitter in ugilinn the second testbed (Test 3 - two
vehicles)
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Figure 2.14: Temporal evolution of the throughput and dgitéer in downlink, in the second
testbed (Test 1)

2.15, again referring to a faster and a slower lap, respagtiVhe degradation of through-
put performance with respect to the uplink is quite evidémieed, as already remarked
in previous sections of this chapter, sw-BATMAN is less te@cwhen the mobile node
is the traffic destination. This implies that traffic is roditewards a roadside point that
has already lost connectivity with the vehicle. Thus, thedlghput exhibits short-lived
“black-outs” as opposed to the low (but still positive) dggerienced in uplink. As an

Node identifiers Node identifiers
1 21 2 5 6 7 1 21 2 5 6 7
18 T T T T T T T r T 40 T T T T
16 1 35 (Ch.  Ch. ch, ch. ch. ch. ch
ch h. ch ch ch. ch. ch. 112 136 112 136 132 120 108
14 112 {36| 112 136 132 120 108 R 20
2 12f e
2 = 25F
T o1t 7 £
5 08 g E
<] - .
g osf s
04 1 10 - 4
02 R sH 4
0 1 1 1 1 1 1 1 1 1 . vl ul s |
0 20 40 60 80 100 120 140 160 180 0 20 40 60 80 100 120 140 160 180
Time [s] Time [s]

(a) (b)
Figure 2.15: Temporal evolution of the throughput and deigr in downlink, in the second
testbed (Test 2)
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Figure 2.16: Temporal evolution of the throughput in dowkliin the second testbed (Test 3 - two
vehicles)
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Figure 2.17: Temporal evolution of the delay jitter in doimk| in the second testbed (Test 3 - two
vehicles)

example, considering the 5-second intervals before amd tfe channel change, in the
first uplink test 1 (Figure 2.10(a)), the number of lost pasle@mounts to: 26 dt= 78 s,
9att = 99s, 356 att = 115 s, and 100 at = 134 s. Instead, in the first downlink
test (Figure 2.14(a)), in correspondence of the “blaclsbatt = 96 andt = 122 we
have, respectively, 410 and 525 lost packets. This behhewever translates into lower
jitter (i.e., packets are lost rather than accumulatingaide delays due to MAC-layer re-
transmissions). Also, we point out that the brief node/dehhandover seen around-
70 s (node sequence 2-1-2) may seem to contradict the dacglimechanism, while, in
fact, it is due to both links’ quality being abo\g, hence being both active. A similar
phenomenon can also be seen in Figure 2.16(a), which shewilsrbughput experienced
by one car of the pool, again in downlink. Finally, as in théinkpcase, the results for the
two-car pool are similar to the single-car case, except tugher jitter (see Figures 2.16
and 2.17).

Finally, in Table 2.3 we present the average and the variahtlee throughput, as
well as of the percentage of packet losses during a chanaefeh The results have been
obtained by averaging 39 tests with uplink traffic and 30st@sth downlink traffic (the
plots not included in this chapter can be found in [41]). Liogkat the table, we can see
that very good results are obtained in both the uplink anddioW cases, although uplink
transfers exhibit slightly better performance.
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Figure 2.18: Snapshot from on-board camera streamed uidibe isecond testbed

A subijective evaluation of the uplink transmission quaiitythe second testbed is
provided by a video, available at [42]. The video was capturg an on-board-camera
and then streamed from the vehicle to a server reachableghithe GW node, where it
was recorded. A snapshot of the video can be seen in Figuse Phk vehicle started its
lap from the point tagged by the blue circle in Figure 2.9 andbout 240 s, completed
a full lap of the closed circuit. The video is somewhat gatldé 55 s (i.e., at the first
handover); also, at 88 s, the video freezes for a few secamiisgthe second handover.
On the whole, however, the quality of the uplink video trarssion is remarkably good,
also in critical situations, e.g., when the vehicle makestard.

In light of these results, we can conclude that our solutondpable of providing
sustained end-to-end throughput as well as low jitter,ughmut the journey of a vehicle
along the path. Moreover, it guarantees a low packet loss everitical environments,
e.g., where the radio path between vehicles and roadsidéspsiobstructed by trees and
constructions.

2.7 Conclusion

We addressed the problem of seamless connectivity and ehaelection between ve-
hicular and roadside mesh points, a topic that is usuallylowked, since studies in the
literature are more concerned with support for nomadica@wlsi moving end users. We

Table 2.3: Throughput and lost packets per channel change
Throughput [Mb/s]| Lost packets [%0]
Average| Variance| Average| Variance

Uplink 1.17 0.049 6.6 3.3
Downlink 1.14 0.053 8.6 3.9
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identified BATMAN as a possible layer-2 solution that coultt ®ur aims, and, through
simulation, we compared it with the most common routing geots for ad hoc networks
in a vehicular scenario with roadside infrastructure. Fthia comparison, some incon-
sistencies in the behavior of BATMAN emerged, and we prog@ssolution to enhance
its reactivity. After introducing a weighting mechanisntire window-based path quality
estimation used by BATMAN, we implemented it in our testhealsng with a channel
selection mechanism and a seamless handover procedurg@effbamnance observed in
the two roadside vehicular testbeds proved the feasitwfigur solution, and opened in-
teresting perspectives in the use of mesh networks for theastiof UDP-based services

to vehicular users.
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Chapter 3
Content Downloading Using UHF Band

In this chapter, we consider a system architecture made figreht RSUs and similar
to the one described in Chapter 2. Since in previous studéesealized that the 5 GHz
bands offer limited capacity channels in comparison to tteadh range of service en-
visioned in vehicular networks, here we investigate theebief using UHF band to
extend the available system bandwidth. In particular, wagtea new protocol for con-
tent downloading that leverages the large-coverage UHH B@amncontrol messages, and
the high-throughput 5-GHz bands for data delivery. The &€fyoof the proposed solution
is proved through a testbed and the results have been codnwdherespect to the case
where only 5-GHz bands are used.

The content of this chapter is organized as follows. Se@&iarnntroduces the Content
Downloading problem and reviews previous work, while Sutt8.2 describes the net-
work scenario that has been implemented in our vehicul#reds The protocol message
exchange for content downloading, on both the UHF and thédz-kands, is introduced
in Section 3.3. Section 3.4 details the testbed set up, windeesults derived from our
measurement campaign are presented in Section 3.5. S8di@oncludes the chapter
highlighting directions of future research.

3.1 Problem Statement

In order to support advanced infotainment services andiagifns (email/social net-
work access, newscasts, or local touristic clips), freguespectrum regulations have
licensed 5.9 GHz band or dedicated short-range commuaic@@iSRC) for ITS, while
the IEEE 802.11p specifications have standardized velicaramunications over the al-
located spectrum. In particular, 802.11p foresees a tinisidn technique to let a vehicle
equipped with one radio operate on the control and serviaeratis. Also, it allocates one
frequency channel for control message exchange and saigtigations, and six channels
for other services, all of them in the 5.9 GHz band.
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3 — Content Downloading Using UHF Band

Figure 3.1: Abstract representation of the network scenarihe testbed.

Several research studies [43—-47] suggest that, under lehicle density or emer-
gency situations, this bandwidth will likely be insufficidior either safety or non-safety
services. To alleviate the spectrum demand, a number oficetuhave been proposed.
The work in [46] considers vehicles equipped with a DSRC ahtHé& radio, and ana-
lytically derives the performance gain yielded by a cogeitiadio system that allows the
use of additional bands. Vehicles equipped with two radresadso considered in [47].
There, Kim et al. introduce a cognitive ad hoc network amgttitre to allow vehicle
opportunistic access to WiFi channels, and present a ¢degmduting protocol leverag-
ing geographical location and sensed channel informat#osimulation-based study is
described in [45], where vehicles sense the UHF spectruemdied to TV broadcasters
and report their measurements to roadside processing urts latter are in charge of
identifying the frequencies available for widening the 802 control channel spectrum.

Motivated by the aforementioned observations and stuthesys chapter we focus
on the use of low-frequency channels, namely, the UHF bant®@tMHz, in support
to the channels at 5 GHz commonly used in ITS. Note that theotis¢HF frequen-
cies at 700 MHz for vehicular communications have been dyrediracting a great deal
of interest, initially by the Japanese Transportationitats and, more recently, by the
FCC [48]. Indeed, low-frequency bands offer a significafdhger coverage than 5-GHz
DSRC implementations. At an identical transmitter powdgva-frequency signal will
have greater range than a high-frequency one, due to dedr&ag space attenuation and
lower absorption by buildings and obstacles. The advardagsing the UHF bandwidth
is that control information can be exchanged between veshd network infrastructure
independently of the coverage provided by roadside radvicds. This translates into
the possibility for the vehicles to interact with the ITS idvance, and get ready for the
(high-throughput) connectivity with an upcoming roadsitvice. As a result, the time
under coverage of the latter can be fully exploited for desagfers, thus reducing the
experienced delay.
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We develop a real vehicular testbed, with infrastructuréesooperating in the UHF
band as well as roadside units (RSUs) operating at 5 GHzgewieihicles are equipped
with both a UHF radio and a 5-GHz radio. An abstract repregent of the network
scenario in the testbed is depicted in Figure 3.1. We focusomtent downloading ap-
plications, and design a message protocol that leverage®tF channel for control
information and 5-GHz service channels for data deliverg t#én investigate, through
our testbed, the benefits of such an approach.

To our knowledge, ours is one of the very few existing velactéstbeds that exploit
white spaces or UHF bands [49]. Furthermore, although swhrk we limit our atten-
tion to the 700-MHz band and to content downloading, ourystuild be extended to the
case of other low-frequency channels, like those used bitdDiglobile Radio (DMR),
as well as to include control messages for the support ofysafed other non-safety ap-
plications.

3.2 System Scenario

As already hinted, our objective is to devise a fast resemand scheduling mechanism
that can support the transfer of content from a server to ngowehicles, exploiting (i) the
longer transmission range of UHF communication to prefetathi schedule the delivery
in suitable advance and (ii) the high transmission ratesextehsive spacial reuse that
communication in ISM bands can afford.

We focus on a roadside network consisting of the followirtges; which are supposed
to be deployed in an area supporting downloading servigegefuicular users.

» Central Controller (CC)acting as coordinator between content requests from vehi-
cles and scheduled downloads on the vehicular network.

» RoadSide Units (RSUp)oviding short-range coverage to send downloaded content

to passing vehicles; RSUs are supposed to be connected@ttleéher through a
wireline or through a wireless multihop connection (heaétier referred to as “CC-
RSU link”).

* Long Range Units (LRU9)ase stations operating on UHF bands, used to collect

movement updates and content requests from vehicles.

« On-Board Units (OBUslsed by vehicles to request content from the CC through
the LRU and to download it from RSUs.

Additionally, we assume that each vehicle has a locatioicdde.g., a GPS) attached
to its OBU and that the CC knows the locations of all RSUs uitdexontrol. The appro-
priate UHF channel is automatically supplied to the OBU bgdio map lookup service
available on the OBU itself, possibly integrated with seagsihannel information [45,47].
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Figure 3.2: Protocol exchange among CC, RSU and OBU.
3.3 Protocol Description

In the following, we describe the protocol interactionsvetn the four actors. We will
refer to this protocol as Locate-Fetch-Transfer (LFT),ahhsummarizes the three tenets
of its design.

Locate A Vehicle Beaimessage (similar to the CAM specified by ETSI) is broadcast
by each OBU every second in the UHF band. This type of messages geolocation
data (latitude, longitude, direction and speed), alon@ wdditional (e.g., safety-related)
information of a specific vehicle identified by its MAC addse3 he LRU receives the Ve-
hicle beats and forwards the data to the CC, which then up@aieh vehicle information
and its average speed (computed over the last ten seconds).

Fetch Content is requested by vehicle users through a URL (eith&rigeed by the
user application, or manually inserted) pointing to anrimé¢ resource or to data locally
cached at the CC. The request, along with the MAC addressattiuesting vehicle, is
received by the LRU on the UHF band and forwarded to the CCo IERU is available
(the request is not acknowledged), the request is perithgireassued until successful.
When the CC receives the request, it downloads a local cotheakquested content,
if not already available. Then, it selects the closest (errtiost suitable) RSU to the
vehicle from its database and determines if, based on thielggbosition, its predicted
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movement, and the expected download rate, the content tebdssplit across multiple
RSUs along the vehicle path. After identifying the first R3idttthe vehicle is likely to
come across, the CC send¥ehicle Configuratioomessage toward the vehicle (through
the LRU), detailing the network information, such as IP &ddr netmask, channel and
BSSID, needed by the vehicle to connect to the selected R8Uitidnally, the CC par-
titions the content in one or more macroblocks (dependinghenexpected number of
RSUs involved and on their coverages), and it send®@ld Cachingo the RSU nearest
to the vehicles. Such a message includes retrieval infoom&br the first macroblock,
along with the vehicle ID (e.g., its MAC address). The s&dd®SU downloads the mac-
roblock through the CC-RSU link, further partitions it ithunks, each of which can fit
in a MAC frame, and waits for the vehicle arrival.

Transfer After the OBU of the vehicle has associated to the RSU usiegrtiormation
provided by the Vehicle Configuration message, it startslisgnshortGo messages to
the RSU until the first chunk is received from the RSU. The éisursent over UDP
and with the help of an application-level window protocaie aransferred until either
the macroblock is complete, or the vehicle leaves the RS@reme. When the transfer
thus ends, the RSU returns &8U reportmessage to the CC, informing it of the final
status of the transfer. The CC can then schedule the next R&dibly repartitioning the
remaining data of the requested content among one or mon@hbiacks.

Figure 3.2 summarizes the LFT exchanges upon the issuingvehile request,
among three of the four actors: for the sake of simplicitg tommunication between
CC and OBU is always assumed to go through the LRU.

3.4 Testbed Setup

To validate the framework in a real scenario, we have reliedar TV White Spaces
(TVWS) testbed, in the Viu Valley, a mountain area in nostbstern Piedmont (Italy).
There, we have selected a TV frequency that is allocated toadbaster, but that is not
currently used. We have installed a bidirectional commatno system based on the
IEEE 802.11 specifications, as described below.

Hardware Configuration

The coverage of the valley is guaranteed through an LRU Wwgtfallowing characteris-
tics:

« central frequency: 763 MHz, channel bandwidth: 5 MHz;

» antenna: 70-degree span, 9 dBi gain;
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et s

Figure 3.3: Antenna configuration on the testbed car: 700 Nteld circle) and 5 GHz (green
circle) antennas.

Figure 3.4: Antenna configuration at the RSU: antenna lirth @IC at the top, and with the OBU
at the bottom.

* transmission power: 18 dBm.

Vehicles are equipped with two omnidirectional antenna® @Hz and 700 MHz,
respectively; the former has 5 dBi gain and uses a transmiepof 22 dBm, the latter
has 6 dBi gain and uses a transmit power of 18 dBm. On the wehid have installed a
device with two miniPCI cards, one for the 5-GHz network amel dther for the channel
at 700 MHz.

RSUs have been installed as APs operating at 5 GHz. As shofsigume 3.4, RSUs
are equipped with two directional antennas (30-degree, #adBi gain) at 5 GHz, one
of which is used to handle data exchange towards vehicldate Wie other is used for the
CC-RSU link.
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As described in [50], we compared the performance of the Utdkesn along the road
to that of a device operating at 5 GHz. The wireless cards teetladWiFi driver, with
the Minstrel rate adaptation algorithm activated. We eatdd the received signal strength
index (RSSI) and throughput in both bands; the values of R&&isured at 700 MHz,

shown in Figure 3.5, are such that a good data rate is alwayagieed between vehicles
and LRU.

Table 3.1: Transfer summary at 20 km/h: worst case, 4 can{éap), and best case, 3 contacts
(bottom)

RSU1| RSU2 | RSU2 | RSU1
From CC [chunks]| 61728| 61728| 53053| 13163
To OBU [chunks] | 57869 | 57888| 39890| 13163
Coveragetime [s]| 71 69 63 26

Throughput [Mb/s]| 8.45 | 8.70 | 6.56 | 5.25

RSU1| RSU2 | RSU2
From CC [chunks]| 61728| 61728| 54334
To OBU [chunks] | 54939 | 59537 | 54334
Coverage time [s]| 85 78 63

Throughput [Mb/s]| 6.70 | 7.91 | 8.94

Table 3.2: Transfer summary: worst case, 40 km/h

RSU1 Avg | RSU2 Avg | RSU Global avg
From CC [chunks]| 34681 44456 39025
To OBU [chunks] 16964 20997 18757
Coverage time [s] 36 36 36
Throughput [Mb/s] 4.94 5.96 5.40

[ -

SNR > 25dB
15dB < SNR < 25dB
5dB < SNR < 15dB
SNR < 5dB
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Table 3.3: Transfer summary: 5 GHz only, worst case, 40 km/h

RSU1 Avg | RSU2 Avg | RSU Global avg
From CC [chunks]| 31916 33117 32492
To OBU [chunks] 8487 4874 6752
Coverage time [s] 48 39 44
Throughput [Mb/s] 1.85 1.29 1.61

Finally, the OBU aboard the vehicle has two IP addresses.fiidteone is used for
exchange of signaling messages with the LRU and the CC, tumdeaddress is dynam-
ically configured, as described above, and is used duringdteedownloading from the
RSUs.

LFT Parameters

We have implemented the LFT protocol described in SectiB8nahd tested it with one

vehicle travelling on the stretch of road in Figure 3.5. Wetatied two RSUs, namely,

RSU 1 and RSU 2, operating in the 5 GHz bands using channelrd020, respectively.

In order to represent the passage under several RSUs alnggith, the vehicle proceeds
as follows. It starts outside the coverage of RSU 1, thenrgiiteind associates to the
RSU. Next, the vehicle leaves the coverage of RSU 1 and|eléter, enters the coverage
of RSU 2 and associates to it. Finally, it leaves RSU 2, turosirad and drives back,

repeating the procedure in reverse order. The vehicle v@nldback and forth until the

transfer is complete.

We have run standalone tests where the vehicle uses LFT tiesegnd download a
200-Mbyte file in each experiment. We then compared thereitperformance to a case
where a 2-Mb/s dummy download was activated from each RSlrtbwn additional
OBU in a parked vehicle.

Each file was split into 168,810 chunks of 1296 byte each. &heest, the vehicle
travels either at a steady speed of 20 km/h or 40 km/h. Giverctherage attained with
the directional antennas at the RSUs, such vehicle spesdlsirethe scheduling at RSUs
of 61,728 and 45,000 chunks, respectively. If no chunks Waste 3 and 5 contacts with
RSUs, respectively, would have been enough to complete iogaviile transfer.

3.5 Experimental Results

We now present and discuss the performance recorded oraViegsly described testbed.
It is worth pointing out that, due to the duration of each,test many of them could be
run in the same environmental conditions (namely, over alfewrs’ span, meteorolog-
ical conditions in a mountain valley are bound to change dtarally). Therefore, we

could not provide a solid statistical averaging of metricd ave resorted to showing the
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Figure 3.6: Instantaneous throughput vs. time, worst cgsed: 20 km/h.
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Figure 3.7: Instantaneous throughput vs. time, best caseds 20 km/h.

worst-case results recorded across each type of experim@gEaasionally, we will also
provide a set of best-case results for the sake of comparison

The first set of results, showed in Figure 3.6, illustratesitistantaneous application-
layer throughput recorded during each of the four contadts the RSUs (each contact
being separated by a vertical line), in the worst recordee cdriving at 20 km/h. Since
the signal quality did not allow to exceed 15 Mb/s of throughne contact more than
necessary had to occur for the entire file to be transfertad.hbwever to be noted that,
in the best case (Figure 3.7), three contacts, as prediatedenough to complete the
transfer, thanks to a sustained throughput of almost 20 Mb/s

Table 3.1 further details the transfers showing, respelstiin each row, the mac-
roblock size scheduled by the CC in anticipation of the ugogmontact; the number of

For clarity, this quantity is expressed in number of churksall, however, that the macroblock is
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Figure 3.8: Instantaneous throughput vs. time, worst cgseed: 40 km/h.

Throughput [Mbps]

chunks actually downloaded by the OBU of the passing veftictetime under coverade
of the RSU and, finally, the average application-layer tghqaut while under coverage.

In the second set of results in Figure 3.8, the test was regedtile driving at a steady
speed of 40 km/h. As expected, coverage under each RSU dastshorter time, hence
the greater number of contacts needed. Table 3.2 reports/drage number of chunks
scheduled and transferred in each of the 9 contacts (thoogshown here, 9 contacts
were needed in the worst case while 7 contacts in the best case

The comparison of the previous case with the scenario inmgdullackground traffic
shows a performance degradation, which is mainly due toddéianal flow carried on
the channel at 5 GHz (results are omitted for brevity).

Finally, we asked ourselves what the impact of the locatefatth components of
the LFT protocol is, by comparing it to the case where onlyzGands are used for
both control and data messages. Note that, in these test©BlJ sends the request
through the RSU and the downloading of the remaining chuskegotiated at the time
of every contact on the 5 GHz channel. This results in a plamilia file transfer lacking
the benefits of preemptive feeding of content to the upcoRiBY, as the vehicle has no
means to send its updated position to the CC while travetiingide the RSU coverage.
As shown by Table 3.3, the average number of chunks traesiféorthe OBU is reduced,
yielding a low throughput. Indeed, precious time under R®Mecage ends up being
wasted in negotiating the download of the file leftover. @llethe average throughput
during content downloading resulted to be 5.40 Mb/s, immya 3x gain yielded by the
usage of the UHF band for the transmission of control message

divided into chunks only at the RSU.

2Here and in the following tables, for the last passage, thiisesrepresents the time under coverage till
download is complete.
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3.6 Conclusion

We defined a protocol for content downloading services, Wwheverages 5-GHz bands
for data delivery and UHF bands for the transmission of admtressages (aimed at lo-
cating vehicles and collecting requests). We assessedethefits of exploiting UHF
bands, providing much larger coverage than the 5-GHz frecjas, through a vehicular
testbed. Our experimental results show that a 3x througipgoatin content delivery can
be achieved with respect to the case where only 5-GHz baedssad. Such a gain is due
to preemptive data feeding to the upcoming RSU and to theiattRSU coverage time
is fully exploited for high-throughput data transfers.

Future work will expand along the following directions: @xperimental tests on
more complex road topologies, (ii) implementation of a netlm for dimensioning the
content resource to be transferred to the RSU, based on pgeetexi RSSI, (iii) imple-
mentation of fast authentication procedures as the vehioles in and out the coverage
of different RSUs.
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Chapter 4

RSUs Deployment in Intelligent
Transportation Systems

In this chapter, similarly to the previous one, we study eahtlownloading along with
content dissemination, but we focus more our attention erptbblem of RSUs deploy-
ment to ensure satisfying performance to bypassing uséis.tdpic is quite interesting
for the network operators’ point of view: in fact, they areosigly motivated in finding
the right trade-off between performance and costs. Evemdf-dimensioning the net-
work installing a huge number of RSUs could guarantee higifiepmance, this is not the
best solution for the operators that constantly try to litinét installation and management
costs of the infrastructure.

Thus, in this chapter we envision new RSUs deployment sfiegeable to find the
right trade-off between costs and performance. The prodesolved through mathemat-
ical modeling and optimization; then, the efficacy of thegmsed strategies have been
evaluated using simulations with realistic settings. nmi¢tent connectivity of the ur-
ban area is provided, although good service quality for ladissemination and content
downloading is guaranteed.

The content of this chapter is organized as follows. In $acti.1 we illustrate the
RSUs deployment problem. In Section 4.2 we review existpyga@aches to the problem
of optimal RSUs deployment, and we discuss them by highhghthe differences and
the performance they can achieve. In Section 4.3 we pre#féaredt formulations of the
infrastructure deployment problem. In Section 4.4 we dbedhe real-world mobility
scenarios we use in order to study the performance of codies¢mination and down-
loading. In Section 4.5 we use the aforementioned heuwsisticlerive an optimal RSUs
deployment in the realistic mobility scenarios under studythis case, ideal channel ac-
cess and propagation conditions are considered and naptatspects are accounted for.
Simulation results obtained through the network simulag# are presented in Section
4.6. Again, real-world road topologies and vehicular teagee used. The optimal RSUs
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deployment, computed as outlined above, is taken as an tapghé simulation, and ve-

hicular users are assumed to either receive the same infom{dissemination service)

or download a different information item each, from the fixeternet through 802.11p

RSUs. Finally, in Section 4.7 the major lessons learnt thhothe presented study are
summarized and some guidelines for RSU deployment in IT&&ighlighted.

4.1 Problem Statement

Most carmakers are striving to create an in-vehicle envirvent which is as comfortable
and entertaining as possible. An high percentage of nevagufactured vehicles boast
multimedia capabilities that were once thought to belon@ taving room, like LCD
screens or gaming consoles. Such technological wealthevewis not complemented
with live features besides radio broadcasts. The presencrilkiple LCD screens for
passengers begs, as it were, for advanced infotainmemntsgif various nature, ranging
from email/social network access to more bandwidth-denmgncbntents, such as news-
casts or local touristic clips. Without affecting drivetgeation, navigational aids may be
integrated by short videos showing traffic congestion andmamending alternate routes.
Furthermore, in keeping with the explosive growth of socetworks, it is envisioned
that car passengers may show a high interest in car-origotzdl networking and multi-
player games. Finally, professional drivers could accessces for efficient vehicle fleet
coordination, up-to-the-minute updated goods deliveniese-routing, and customized
cab pick-ups. Currently, the only connectivity option fahicles amounts to accessing
a 3G network, which could provide high-speed network awditst but is hampered by
restricted competition among network operators. Also/alck of a local infrastructure,
which is specifically dedicated to geolocalized serviceskes the realization of the above
scenarios hard to implement and limits its features. Howekie emergence of commu-
nication standards for vehicular networks is bringing néswons and opportunities that
could come close to the always-connected paradigm. Globeférred to as Intelligent
Transportation System (ITS), this new vision aims at imprgransportation in terms of
safety, mobility, traffic efficiency, impact on the enviroant, and productivity. Motivated
by such a vision, this chapter deals with the disseminatfanformation from RSUs to
vehicular users within a geographical region, as well agthwenloading from RSUs of
delay-tolerant (e.g., map services, touristic inforn@tiand bandwidth-demanding (e.qg.,
video streaming) content, by passing-by vehicles. Moreifipally, the presented study
tackles the issue of deploying an ITS infrastructure basethe IEEE 802.11p technol-
ogy, which efficiently achieves the goal of information @ssnation and downloading
in spite of the fleeting connectivity, highly dynamic traffiatterns, and constrained node
movements. To this end, the following key issues are ingastd:

i) Assuming that an area, with an arbitrary road topology, mhegtquipped with a limited
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number k of infrastructure nodes, what is the best deploystestegy to maximize
the dissemination process or the downloading throughput?

i) Given such an optimal RSU deployment, what is the actualtnput performance
that can be achieved by users when realistic traces are asedresent the vehic-
ular mobility?

The answers to the above questions are given in the remahtlex chapter.

4.2 Related Work

Several works in the literature have addressed the probfaimeadeployment of RSUs
for vehicular access, although with a number of signifigaditferent objectives. In this
chapter, the focus is on RSU deployments for (i) the dissatian of information to all
vehicles in a geographic region, and (ii) the downloadingaftent from Internet-based
servers, by a subset of the vehicles.

The simplest solution possible to the RSU placement projlema random deploy-
ment, is evaluated in [51]: such a strategy, representafivmplanned access networks
like those identified in the real world [52], is shown to hely trouting of data within
urban vehicular ad-hoc networks. Similarly, intuitive R8dployments, that are not
justified by means of a theoretical or experimental analysis evaluated in [55], with
the goal of improving delay-tolerant routing among velscley letting each AP work
as a static cache for contents that have to be transferrecebetvehicles visiting it at
different times. However, although they benefit from thetiregiprocess, random or intu-
itive placements cannot represent, in general, an optiohalisn to the RSU deployment
problem. In [53], [54] and [60], it is demonstrated that sgamnple strategies are easily
outperformed by more sound approaches, for both the dissgion and the downloading
objectives. As a consequence, in the following the focuklveilon deployment strategies
that are instead built upon a precise placement rationale.

Firstly, note that standard maximum graph coverage appesasuch as those adopted
in [65], [66], [67], [68] and [69] do not fit the RSU deploymemtoblem as considered
in this chapter. Indeed, these placement strategies aigneesfor sensor or cellular net-
works, and thus assume that the infrastructure nodes foonraected network or provide
a continuous coverage of the road topology. Moreover, meandard infrastructure de-
ployment techniques have an energy efficiency goal thagaasts not of interest in a
vehicular environment. Secondly, the mobility of vehiciesather unique, as it obeys
traffic regulations, is constrained by the street layout alternates very high and very
low speeds in relatively short times pans. As a consequéheecenario differs signif-
icantly from those studied in [70], which deals with the dgphent of Internet access
points in a static network, and in [71], which targets a mebk#nsor network.
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In [58] and [59] target the maximization of the amount of tigech vehicle is within
range of at least one RSU, an objective that may be seen afidirfer both the dissem-
ination and downloading objectives. More precisely, th@seks formulate optimization
problems whose solutions provide the RSU positions thatimmag the coverage time.
In the work [58], a minimum coverage requirement is guarathtevhile that by [59]
maximizes the minimum contact opportunity. However, bo8iLRleployment strategies
assume that a predefined set of paths over a given road tgpslpgpvided, which makes
their application limited to the particular case where ambubset of the total traffic is to
be covered by RSUs.

Within the context of information dissemination to all veleis in a geographical
region, [57] recently formulated an optimization problenatt aims at maximizing the
spreading of an information within a temporal horizon. Hwer this work assumes
that RSU positions are given, and thus does not addresssihe i the identification of
the RSUs locations. Recently, multiple dissemination s@®have been evaluated in
the context of vehicular environments in [64], with the aifrl@veraging opportunistic
vehicle-to-vehicle communication so to offload the cellutdrastructure from the need
of forwarding some small information to all vehicles in a geaphical region. However,
again, this work does not cope with the placement of RSUsgdiime access network is
represented by a pervasive and ready-to-use cellular netwo [56], the authors for-
mulate an optimization problem for the planning of RSU lamad, solvable with genetic
algorithms. However, the deployment is intended to fatiitthe aggregation of data,
collected by the vehicles, on the road traffic conditiontheathan the dissemination of
information. [54] describes an optimization problems fog teployment of RSUs, whose
objective is that of the dissemination of information to \dds in the shortest time possi-
ble. In this chapter, the formulation and results of thiskwvare discussed and employed
as the starting point for a simulative performance evatuedampaign.

RSU deployments that aim at maximizing content downloadigginstead proposed
in [53] and [60]. However, the associated optimization jeais are designed for a co-
operative downloading, i.e., a process where direct RSuktocle data exchanged are
augmented through vehicle-to-vehicle communicationcti@perative downloading thus
leverages opportunistic contacts among vehicles to iseré@e downloading speed. Of
the two, the formulation in [60] is the most complete, meamuthe actual per-user
throughput in presence of realistic data transmissiorsyatbannel access and inter-
ference. Also, [61] adopts a theoretical framework to sttidy RSU deployment den-
sity that minimizes the uploading delay via vehicle-to{ethmulti-hop communication.
However, RSU placement strategies that assume coopeamipreaches and vehicle-to-
vehicle data transfers will not be further discussed in thigpter, since the focus here is
on the downloading via direct RSU-to-vehicle communiaatio

Also, related to the transfer of data in vehicular environtaeare the work [62]
and [63]. The former deals with the collection at the RSUsnoék-sized data generated

42



4 — RSUs Deployment in Intelligent Transportation Systems

by vehicles, and thus targets content uploading rather ttadissemination and down-
loading, which are addressed in this chapter. The latterdes instead on the scheduling
of data packets at RSUs, while it assumes the infrastructapdoyment to be given:
therefore, it does not concern the RSU placement problersidered here.

4.3 RSU Deployment for Content Dissemination and Down-
loading

In this section, the problem of planning vehicular netwddtgnformation dissemination
and downloading is studied taking into account the pedtikarof the vehicular environ-
ment. In order to capture both the dissemination and dowdimgaapplications with a
single framework, the problem is cast as that of deployinghééd number of RSUs so
as to maximize (i) the number of vehicles served (i.e., cedeby the RSUs, and (ii) the
connection time between vehicles and RSUs. Such an appiitealell both the targeted
applications, which can be modeled as separate instandbe sglame problem above,
characterized by different durations of the desired conmed¢ime. As a matter of fact,
on the one hand, a dissemination process typically consenadl pieces of information
and large amounts of vehicles, thus it requires that as mahigckes as possible enjoy a
small connection time. On the other hand, the downloadipdj@adtion limits the number
of mobile users involved in the process, since only a fractibthem is interested in re-
trieving some content from the Internet at the same time;gvew each of such vehicles
must be covered for a long time, so as to be able to downloadiode amount of the
data it demanded.

RSU Deployment as an Optimization Problem

Formally, an urban road topology of area size equal to A issictared, includingVv
intersections. RSUs can be deployed at any of Yhitersections, since, as proved in
[54], placing RSUs at road junctions yields significant adaege over positioning them
along road segments, in terms of both covered vehicles amgection time. Each RSU
is assumed to have a service range equdt.tdSuch a service range may map into the
transmission range of the RSU, or into a multiple of its trarssion range if information
delivery can be performed through multi-hop communicatiddso, denote byl the
number of vehicles that transit over the atéaluring a given time period, hereinafter
called observation period. The goal is then to deploRSUs so as to maximize the
number of covered vehicles, among the possibleso that the connection time between
vehicles and RSUs is above a given threshol®otice that this problem can be seen as
a generalization of the well-known Maximum Coverage Pnob{®CP), as also detailed
next. However, the fact that vehicles may be covered by ni@e tne RSU during their
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route to destination, jointly with the connection time cwagt embodied by the threshold
7, makes most of the generalizations to the MCP unsuitableetptoblem studied in this
chapter. Therefore, in the following several solutionshe problem outlined above are
discussed, as presented in [54].

Contact-Only RSU Deployment

As a baseline strategy to compare with, an RSU deploymensidiitroduced that only
considers the number of vehicle-to-RSU contacts, whileeglacts the connection time
aspect. The goal is then to maximize the number of vehiclesred byk RSUs, that can
be deployed at théV intersections located in the road topology. To that end,iahe-
ing the vehicular mobility in the selected area, define\an V' matrix P whose generic
element is given by

P 1 @f the vehicle i crosses the junction j during the observation period
v 0 otherwise

The problem is modeled as a Maximum Coverage Problem (MCRighacan be for-
mulated as follows. Given a collection of séts= {5, Ss,..., Sy}, where each se;

is a subset of a given ground s€t= {X;, X,,..., Xy}, the goal is to pick sets from
S so as to maximize the cardinality of their union. To bettedenstand the correspon-
dence with the problem posed above, consider that the etemeX are the vehicles
that transit over the considered road topology during theepkation period. Also, for
i=1,2,...,N,we have

Si={z;€eX,j=1,...,V : P =1} (4.1)

i.e., S; includes all vehicles that cross intersectiat least once over the observation
period. Thus, by solving the above problem, the set aftersections where an RSU
should be placed can be obtained so as to maximize the nurhloewered vehicles.
Unfortunately, the MCP problem is NP-hard; however, as megbin [72], it is well
known that the greedy heuristic achieves an approximatetof of 1 — (1 — 1/m)™,
wherem is the maximum cardinality of the sets in the optimizatiomain. The greedy
heuristic, hereinafter also called MCP-g, picks at each atset (i.e., an intersection)
maximizing the weight of the uncovered elements. Now, abersan auxiliary collection

of sets(F, subset of5, and letlV; (withi = 1,..., N) be the number of elements covered
by S;, but not covered by any set d. The steps of the greedy heuristic are reported in
Figure 4.1.

We stress that, although the MCP-g algorithm provides a gend approximation
of the optimal solution, it requires global knowledge of tiead topology and network
system, as well as the identity of the vehicles that haveseitheV intersections during
the observation period.
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The MCP-g heuristic

Require: k, P, ¥
1: G=0,C—0,U%

20 Wi=%/,P;i=1,...,N

3: repeat

4: Select S; € U that maximizes W;

5. G+« GUS;

6: C—C+1

7: U—U\S;

8: w!-:z"j:] P;i=1,...,N
j:Xj¢G

9: untilC=korU=190

Figure 4.1: Algorithm for the greedy MCP heuristic.

Coverage Time-Based RSU Deployment

Next, consider the case of actual interest, keRSUs have to be deployed at the road
intersections so as to favor both the number of covered lkeshias well as the time for
which they are covered. To this end, definefanx V' matrix T" whose generic element,
T;;, represents the total time that vehiglevould spend under the coverage of an RSU
if the RSU were located at intersectioni.e., the contact time between a vehigland

an RSU located at intersectionThen, the following problem can be formulated, named
Maximum Coverage with Time Threshold Problem, or MCTTP:egiv: RSUs to be
deployed, the aim is to serve as many vehicles as possiblgdssibly) at least seconds
each, i.e.,

1% N
max Z min{T, Z Twyz}
j=1 i=1

N
sty yi <k y€{01} Vi

i=1

(4.2)

Note that in the first equation above an RSU is placed at amsgd@on so as to
maximize the number of vehicles that are covered, takingactount a vehicle contact
time up to a maximum value equalto RSUs that provide coverage for at leasteconds
to a given vehicle do not further contribute to the overalhg# covering such a vehicle.
The constraint in the second equation instead limits thebaimof RSUs tok. It can
be easily verified that the MCP is a particular case of the abdokmulation, obtained
by settingr = 1 and7}; = P;;. Hence, MCTTP is NP-hard and a greedy heuristic is
proposed for its solution, denoted by MCTTP-g. The heurigicks an intersection at
each step so as to maximize the provided coverage time uglthonly the contribution
due to vehicles for which the threshotdhas not been reached is considered. &et
subset of5, be a collection of sets and let ndW; (with: =1, ..., N) be the total contact
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time provided by intersectioin considering for each vehicle a contribution such that the
vehicles coverage time due to the union of ¢hand.S; sets does not exceed the threshold
7. The greedy heuristic is reported in 4.2.

The MCTTP-g heuristic

Require: k,T,T, ¥

1:. G—0,C—0,U~¥
t=0j=1,...,V
repeat

Wi =3[ min(z - t;,Ty),i=1,...,N
Select S; € U that maximizes W;
G GUS;

C—C+1

U—U\S§

t; :min(r,tj+'l',-}-),j: j P
O: untilC=korU=29

£ 1000 Sluch oy b 0 1

Figure 4.2: Algorithm for the greedy MCTTP heuristic.

Again, notice that the time-threshold heuristic requireswledge of the global road
topology and of the vehicles identity. While the first asstiorpappears realistic, the
second may not always be so: therefore, it needs to be relpsa@absing an RSU deploy-
ment strategy that is unaware of the vehicles identities.

Absence of Information of Vehicles Identities

When the vehicles identities are not available, the onlgrimfation that can be exploited
is the total time that all vehicles would spend under the aye of an RSU if it were
located at intersection i.e.,

T,=> T; i=1....N (4.3)

Thus, in this case the objective is to maximize the total @cintservice) time offered
to vehicles wherk RSUs are deployed. In this case, the problem can be forniutesta
01 Knapsack Problem (KP), which is defined in [73] as folloset of IV intersections
(items)] = {11, I», ..., Iy} is given; each intersection has a valjend unitary weight,
and the maximum number of selected intersections (maximeight) must be equal to
k. The goal is to select a subsetiointersections that maximizes the overall service time
provided to vehicles, i.e.,

46



4 — RSUs Deployment in Intelligent Transportation Systems

(4.4)

The 01 KP is an NP-hard problem in general; however in the gader study, where
each intersection has a constant weight, it can be solvedlympmial time by simply
sorting the intersections in decreasing order by theiraejatund selecting the firdt in-
tersections. This algorithm, which requires the knowledféhe T; coefficients (with
i=1,...,N),isreferred to as KP-T.

Computational Complexity

The computational complexity of both MCP and MCTTRI§V N*): given N intersec-
tions, all possible combinations where th&kSUs can be placed have to be considered
and the weight of each intersection is computed dveehicles. The cost of both greedy
heuristics, MCP-g and MCTTP-g, (3( K’V N), since, fork times, the best choice among
the candidate intersections (initially set9 has to be selected, and again the selection is
based on the weight computed oVeéelements. The complexity of the algorithm to solve
the 01 KP iSO(V N + N log N), since it is enough to consider each of flientersections
and sort the values to obtain the bisthoices.

4.4 Mobility Scenarios

In order to carry out the performance evaluation of the imfation dissemination and
downloading services, real-world road topologies fromaarton of Zurich, in Switzer-
land, are used. Realistic traces of the vehicular mobititsuich a region, generated by the
Simulation and Modeling Group at ETH Zurich, are made abéalan [74]. These traces
describe the individual movement of cars through a quesedmodel calibrated on real
data: as detailed in [75], they provide a realistic represén of vehicular mobility at
both microscopic and macroscopic levels.

The four road topologies depicted in 4.3(a)-4.3(d) are iclmned; they represent
100 km? portions of the downtown urban areas of the cities of Zuritinterthur, and
of the suburban areas of Baden and Baar. For each topolo§yrhhour of vehicular
mobility is extracted, in presence of average traffic dgrsinditions.

In order to remove patrtial trips (i.e., vehicular movemestgsting or ending close to
the border of the square area), the trace is filtered by remymars that traverse only three
intersections or less, as well as those spending lesd thmute in the considered region.
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Figure 4.3: Road topology layout: Zurich (a), Winterthuy, aden (c), Baar (d).

The selected thresholds result in a low percentage of cang bemoved from the traces
of the scenarios characterized by a higher traffic densityi¢h and Winterthur), while
the filtering is heavier on the traces of the suburban sceséBiaden and Baar), where the
conditions set above are harder to meet. However, the mmguitimbers still guarantee
the statistical validity of the tests conducted over alldrdapologies. Specifically, we
have83, 43, 38 and46 intersections and a number of vehicles equaliteir3, 4942, 5914
and3736, in the Zurich, Winterthur, Baden and Baar scenarios, iasesy.

4.5 Performance Analysis of the Heuristic under Ideal
Network Settings

In this section, a first statement on the performance of therdhms previously intro-
duced is provided. To this end, the different heuristicssnwed in presence of real-
world road topologies, assuming ideal conditions from avoeit engineering viewpoint,
i.e., no channel losses, ideal disc-like propagation waitius equal ta 00 m, perfect
medium access, and instantaneous vehicle-to-RSU comatiariavithout any need for
control messages. The resulting RSU deployments are dgdliuaterms of informa-
tion dissemination capabilities. In the following, the ults obtained with the different
deployment algorithms maximizing coverage and contaatsiare compared.
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Heuristic Performance

The RSU placement provided by the coverage time-basedstiesrpresented earlier
varies depending on the threshald Indeed, this parameter allows the control of the
objective of the deployment, so as to favor

» a dissemination application, by choosing a low value ahd thus maximizing the
number of short-lived contacts that are needed to spreadah somtent from the
RSUs to as many passing-by vehicles as possible;

» a downloading application, by imposing a high value-@nd thus maximizing the
number of vehicles that are covered for the arbitrarily Itinge periods needed to
retrieve large-sized files from Internet-based servers.

As aresult, let us first observe how the performance of theiepatimal deployment
obtained through the MCTTP-g algorithm varies as a funabiothe 7 parameter. Figure
4.4(a) focuses on the Zurich road topology and reports therege ratio, i.e., the fraction
of vehicles that are covered by at least one RSU during theterthroughout the scenario,
versus the number of deployed RSUs. The parameteranges between and 120 s,
and the plot shows the result of the MCTTP-g scheme along tviike obtained under
the MCP-g and KP-T solutions. Looking at the results, it cansben how MCTTP-g
falls in between an algorithm that maximizes vehicle-ta-2R®ntacts, i.e., MCP-g, and
one that maximizes the overall coverage time, i.e., KP-Pdrticular, for low values of
7, MCTTP-g tends to MCP-g, since the time constraint is easilysfied (a contact with
a single RSU is often sufficient to reach the desired covetiage) and the algorithm
can thus focus on maximizing the coverage. Instead, whisnhigh enough, MCTTP-
g tends to KP-T, since the desired coverage time is seldoaheela and thus the same
vehicles end up contributing to the optimization: the foofishe algorithm then shifts
onto coverage times.

A confirmation to this analysis comes from the CDFs of theywdricle coverage time,
in Figure 4.4(b), where the same behavior of the MCTTP-grélgo is observed, as
varies and folk = 6. It can be noted, however, how MCTTP-g with= 5 s matches
MCP-g in terms of coverage ratio, but outperforms it in tewhsoverage time. Simi-
larly, MCTTP-g with7 = 120 s matches KP-T as far as the coverage time is concerned,
but provides a better coverage ratio. The combined maximizaf contacts and cov-
erage time can thus achieve better performance than cssaalt, or time-only driven
solutions, even in borderline conditions.

Thus, it can be concluded that the coverage time threshaldn be leveraged to
calibrate the RSU deployment so as to fit the goals of theréffiietypes of services.

Next, it is important to evaluate the role that different mibpscenarios play in the
RSU deployment problem. This aspect is evaluated by fixiegtlinesholdr to 30 s, a
contact duration that should be largely sufficient to transffew kbytes from RSUs to
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Figure 4.4: Coverage ratio versus number deployed RSUsi(eL®F of the coverage time for 6
deployed RSUs (b), in the Zurich scenario.

vehicles. The MCTTP-g algorithm is compared to the optinedlison to the original
MCTTP formulation, which, as mentioned, is NP-hard and tbnisable only for small
instances of the problem (in the case under study, ép=t) via a brute-force approach.
The outcome of the KP-T algorithm is reported as well, aloiity that of a random RSU
deployment, so to benchmark the performance of the oth@nseb. The coverage ratio
achieved by such algorithms, in different road topologies as the number of deployed
RSUs varies, is depicted in the plots of Figures 4.5(a)e}.50bserve that, regardless
of the road topology considered, the MCTTP-g solution isagisvextremely close to the
optimal one. Moreover, the availability of information dmetvehicular mobility plays a
major role in favoring contacts among vehicles and RSUs: @asitéer of fact, the ran-
dom solution performs poorly, the KP-T algorithm providesmproved coverage of the
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vehicles, but the best performance is achieved by the MC3 BEheme, which lever-
ages the most detailed knowledge of the vehicular trajsstoBuch a result is consistent
throughout all scenarios, although the entity of the défere in the coverage ratio pro-
vided by the different deployment algorithms varies witk tonsidered road topology.
More precisely, a more complex road topology, such as théteZurich area, leads to
more significant differences between the schemes that abditp@ware and those that

are not.
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Figure 4.5: Coverage ratio versus the number deployed Ri&lise Zurich (a), Winterthur (b),
Baden (c) and Baar (d) scenario.

Figures 4.6(a)-4.6(d) report instead the distributionhaf toverage time, in the spe-
cific case in whichk = 6 RSUs are deployed over each road topology. Recall that the
goal is to maximize the time spent by vehicles under coveshrSUs, up to the thresh-
old time 7 of 30 s, identified by the vertical line in the plots. The common tesuall
road topologies is that random deployments lead to smakreme times, whereas the
other schemes tend to behave similarly, although KP-T isacherized by a more skewed
distribution than those of the MCTTP, in both its optimaligan and greedy approxima-
tion. As a matter of fact, the deployments determined by Kiestlt, at a time, in more
vehicles with very low coverage times, and more vehiclel wéry high coverage times.
Conversely, the MCTTP leads to more balanced distribufahgre many vehicles expe-
rience a coverage time around the threshol®nce more, these observations hold for all
the scenarios considered.
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Figure 4.6: CDF of the coverage time for 6 deployed RSUs, en4brich (a), Winterthur (b),
Baden (c) and Baar (d) scenario.

When comparing the coverage times in Figures 4.6(a)-4\8iith)the corresponding
coverage ratios in Figures 4.5(a)-4.5(d), notice that METBhd MCTTP-g provide very
similar performance, generally superior to those achidyethe other schemes. Indeed,
a random deployment of RSUs induces both a lower number ofleeto-RSU contacts
and a shorter coverage time with respect to the solutiongealddie KP-T solution leads
to a performance comparable to that of MCTTP and relativeisiges in terms of cover-
age time, although with the skewness discussed before;eowthis result is paid at a
high coverage ratio cost.

In conclusion, the MCTTP formulation represents an efficesiution to the RSU
deployment problem which enjoys the desirable properti€g being configurable to a
specific application by properly setting the value of the apaeter, (ii) having an inex-
pensive greedy heuristics that well approximates the @dtsolution, and (iii) yielding
results that are consistently better than those achievédumplanned RSU placements
or Knapsack Problem-based formulations.

Impact of Routes

The figures in the previous section are averaged over spggeggating the coverage
ratio and time of all vehicles moving in the region under gtulls a further step in the
analysis, observe how the route traveled by a car affectsdinerage it enjoys during its
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movement. To that end, the MCTTP heuristics is considereldtlae coverage time on
a per-route basis is computed by aggregating the perforenagierring to vehicles that
followed the same route through the road topology scenario.

Figures 4.7(a)-4.7(d) show the coverage time measuredienatit routes traveled by
vehicles, in the different mobility scenarios, when thee#ifroldr is set to30 s and the
number of deployed RSUs is varied. The x-axis of the plotentsghe route identifier,
which is assigned according to a decreasing coverage rediering (which implicitly
leads to monotonically decreasing curves). Observe thahyist one RSU is placed in a
region, the coverage time is arou@ s (i.e., approximately the duration of one vehicle-
to-RSU contact) along a subset of routes (i.e., those passirihe location of the lone
RSU). This result is consistent for all the road scenaritikpagh the number of routes
with non-zero coverage time varies depending on the stgetit: clearly, more complex
topologies imply that more combinations of consecutiverssgfs are available, and thus
that a higher number of possible routes will pass by the gepl®RSUs. When the number
of deployed RSUs increases, as one could expect, more rbatesne covered for a
longer time. However, note that disparity among routes grang with the number
of RSUs deployed: when more RSUs become available, thedstckbutes tend to get
coverage durations that abeto 10 times those experienced by vehicles traveling on the
less fortunate routes. This result evidences how some ga@are more prone to enjoy
better coverage than others, even in presence of a coveragéstapproximating the
optimal one.
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Figure 4.7: Average coverage time versus route, for a vgngibmber of RSUs, in the Zurich (a),
Winterthur (b), Baden (c) and Baar (d) scenario.
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The impact of the time threshotdon the per-route performance is instead evaluated
in Figures 4.8(a)-4.8(d), when the number of RSUs is fixethtdlt is quite evident that
lower values ofr allow a fairer distribution of RSUs over the road topology, aore
routes are covered, even if for a shorter amount of time omagee On the contrary,
increasing the threshold forces an RSU deployment that is significantlyenobustered,
with the result that a smaller subset of routes enjoys a higlerage time, while the rest
is left uncovered or almost so. This behavior can be obseyvedall road topologies, but
it is especially evident in the Zurich scenario, due to thhgda choice of routes enabled
by the more complex street layout. A visually-intuitive repentation of such a disparity
is provided in Figures 4.9(a)-4.9(d): the plots show mapsheffour road scenarios,
where darker and thicker lines represent road segmentsldéchby vehicles that have
higher coverage times. The results refer to the case)d®SUs andr equal t030 s,
but similar figures were obtained under any other parametetbmation. According
to these results, it can be concluded that RSU deploymentdeaignificantly unfair,
and, as a consequence, that a given average coverage timeatogcessarily mean that
all vehicles will spend such a time interval under coveragB®Us. Indeed, especially
when the number of RSUs or the minimum time constraint graivaanatic disparity can
emerge in the performance observed by individual vehickgeting in the same region
but along different routes.
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Figure 4.8: Average coverage time versus route, for a vgritimesholdr, in the Zurich (a),
Winterthur (b), Baden (c) and Baar (d) scenario.
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Figure 4.9: Per-road coverage time, for RSUs andr = 30 s, in the Zurich (a), Winterthur (b),
Baden (c) and Baar (d) scenatrio.

4.6 Performance Analysis of Heuristic in Realistic Envi-
ronments

In order to provide a realistic assessment of our heuristtesran ns2 simulations track-
ing vehicle movements in the four maps. Each vehicle is asdum be equipped with
an IEEE 802.11p interface with which it communicates withURS All RSUs use the
same frequency channel, 20-MHz wide, for beacons (issueryé\2 s) and any other
communication with the vehicles. For simplicity, the lingtlveen vehicles and RSUs is
established on the service channel, operating at a datafate M/b/s, which, due to
the channel switching of IEEE 802.11p, translates to arcede maximum throughput
of about13 Mb/s at the application layer, in absence of contention and ofstrassion
errors. The link is simulated according to a shadowing mddé&hed in [76], with urban
parameters for the Zurich and Winterthur maps (resultirghiorter-range coverage), and
with suburban parameters for the Baded and Baar maps {rgsinta longer-range cov-
erage). For each scenario, the transmission power of wsharid RSUs is set in such a
way that95% of the transmitted packets are correctly received at amtistaf100 m.

In the dissemination case, the information is included i beacon issued by the
RSU (the beacon size is increased fra2rto 1000 bytes), while in the downloading case
the vehicle sends a request packet upon receiving the fiestobefrom an RSU. The
request packet specifies the size of the file to be downloaBadh downloader wishes
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to retrieve a file whose size follows the experimental distiion derived in [77]. Each

file is divided into chunks 0f400 bytes each and the RSU starts sending it as soon as the
request is received. Chunks carry application-layer secgiaumbers, thus vehicles can
selectively request the retransmission of missing chunks.

We start by looking at the dissemination case. Based on #wision presented in
the previous section, the parameteis set t030 s, and RSUs are placed on each map
according to the MCTTP-g heuristic. Several experimergsarried out for each of the
four road layouts, with a number of RSUs ranging frérto 25. Figure 4.10(a) shows
the coverage ratio, computed as the ratio between the nuafbaghicles that receive
at least one beacon and the total number of vehicles in tlee ddete that the results
match the behavior of the coverage ratio metric obtainetienvarious scenarios under
ideal settings (see Figures 4.5(a)-4.5(d)), although tgwezformance is achieved due
to the fact that realistic propagation conditions are nowdeded. Interestingly, though
being both classified as urban areas (and thus being sirdublate the same channel
model), Zurich and Winterthur provide both the worst andldést coverage ratio, for any
number of RSUs. The reason lies in the lower average velpeledsand higher number of
roads in the Zurich scenario, resulting in a longer traveét{compared to the simulation
length) before reaching an RSU. This is confirmed by the deddyeen entering the map
and receiving a beacon, shown in Figure 4.10(b), that is nhiggier for Zurich than for
Winterthur. Concerning the suburban scenarios, Baaraet&ightly better performance
than Baden because it has a lower number of roads, all copsnsame limited area,;
thus, a better coverage of the vehicles can be achievedre=gli0(c) reports the CDF of
the coverage time, when the number of RSUs is fixed fthe coverage time is computed,
for each vehicle, as the sum of the intervals between batlaté beacons received from
the same RSU. Again, comparing this plot with the ones in legu4.6(a)-4.6(d), it can
be seen that qualitatively similar results are obtainedhéndifferent road layouts. Also,
note that the coverage times reflect the behavior of the ageeratio shown in Figure
4.10(a); in particular, the probability of having zero caage time is in agreement with
the percentage of vehicles that do not receive any beacaii,3nenarios under study.

Next, the performance of content downloading is shown irufég 4.11(a)-4.11(c).
For each scenarid,% of the total number of vehicles in the traces were selectdubto
downloaders. Their performance was monitored by settiagual to1000 s and placing
a varying number of RSUs according to the MCTTP-g heuridtaoking at the plots, it
can be seen that results are affected by the road layoututhber of downloaders and the
node mobility in the different scenarios. In particular, &fixed number of RSUs that are
deployed, a shorter total road length and a lower averageleedpeed result in a higher
coverage time (Figure 4.11(a)), hence in a higher througfipgure 4.11(b)). This effect
is especially evident by comparing the results obtainethénBaar area, where the total
road length is shorter (hence RSUs are necessarily plaosdrdo each other) to those
derived in the other suburban area, i.e., Baden, which isackerized by a larger total
road length coupled with faster vehicles. Similar consatiens hold for the comparison
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Figure 4.10: Dissemination case in the four scenarios: regeeratio versus number of RSUs (a),
delay between entering the map and receiving a beacon veusoiser of RSUs (b), CDF of the
coverage time per vehicle withdeployed RSUs (c).

between the two urban scenarios, i.e., Zurich and Wintertiioere the former exhibits a
larger road length than the latter. Another important feictdetermining the performance
is the number of vehicles under the same RSU that concwyrdatnload information.

The Baden and Zurich scenarios are the ones that exhibgerlaumber of downloaders,
and, consistently, feature a lower throughput than therstHefollows that the relation-

ship between throughput and coverage time (the latter shioviAgure 4.11(b)) is not

as strong as one would expect. Note also that the averaggoparoader throughput is
computed at the application layer, over the vehicles trethte to start downloading the
file. An important metric to observe is therefore the peragatof downloaders that can
retrieve not even a chunk, as well as the percentage of dedais that is never under
coverage of any RSU. Such results are reported in Tableat.fhé various scenarios and
as the number of deployed RSUs varies. It can be seen thatathenBand Baar areas,
which are both suburban, exhibit better performance thamthan regions of Zurich and
Winterthur. This is mainly due to the fact that in the formeesarios almost all vehicles
travel on a few major roads, while in the urban environmentgrdoaders may travel also
on narrow roads with little RSU coverage. Furthermore gvgtérformance is achieved in
the Baar scenario than in the Baden area; indeed, the smahaer of roads, all within

the same limited area, that characterizes the Baar layads|® a larger coverage ratio.

57



4 — RSUs Deployment in Intelligent Transportation Systems

600

500

=
p
s

50 100

400

|

y S

%/

0 L
50 100

300

200

Average coverage time [s]
Average throughput [Mb/s]

— Zurich

Winterthur | ]
-4 Baden
& Baar

— Zurich
Winterthur

100
- Baden
® Baar

O =<4 M W R OO N O ©

200 300
Number of RSUs

®

200 300
Number of RSUs

(a)

400 400

80

— Zurich

Winterthur |
-4 Baden
# Baar

70 |
L

60

50 -

40 -

30 -

\

0 L
50 100

20

Delay before download starts [s]

10

200 300 400
Number of RSUs

(@

Figure 4.11: . Downloading case in the four scenarios: @ecaverage time (a), average through-
put achieved by downloaders (b) and delay between entdréxqap and receiving the first chunk
(c), versus number of RSUs.

Table 4.1:. Content downloading: [percentage of downlcaegperiencing zero throughput, per-
centage of downloaders experiencing zero coverage].

[ Scenario/No. RSUS 50 | 100 | 200 | 300 | 400 ]
Zurich [13.09, 12.99]| [12.4, 12.19] | [4.00, 2.00] | [2.00, 2.00] ] [2.00, 2.00]
Winterthur [12.50, 12.50] | [12.50,12.50]| [4.17, 4.17]| [2.09,2.09]| [0, 0]
Baden [15.75, 13.11]| [0.84, 9.84] | [4.84,3.23]| [0,0] [0, 0]
Baar [14.62, 12.50]| [3.12, 3.12] [0, 0] [0, 0] [0, 0]

Finally, Figure 4.11(c) depicts the average delay betwhertime instant when the
downloader enters the service area and the time at whichatues the first chunk (note
that only downloaders that receive at least one chunk hage bensidered, in order to
compute such a delay). Observe that the mobility scenasdlitiee impact on such a
metric, as the number of deployed RSUs is not as small as inabe of dissemination
services; thus, it is likely that a downloader finds an RS\@radt reasonable amount of
time independently of the road layout. Also, as expectes|atger the number of RSUSs,
the lower the travel time before reaching an RSU, hence theresnced delay.
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4.7 Conclusion

This chapter addressed two fundamental information dsligervices in vehicular net-
works with infrastructure support: information dissentioa from RSUs to passing-by
vehicles and content downloading by vehicular users throwarby RSUs. In order to
ensure good performance for both services, RSU deploymeshirwestigated, by casting
it as an optimization problem, and different formulatiofish® problem were presented.

Among such formulations, the one named Maximum Coverage Tithe Threshold
Problem (MCTTP) aims at guaranteeing that a large numbeelofies travel under the
coverage of one or more RSUs for a sufficient amount of timeotéel byr. Such a for-
mulation also leverages, with respect to the others, thevlatyge of the vehicular trajec-
tories. The (either optimal or approximate) solution of M TTP problem emerged as
the most suitable to support different information delweervices in vehicular networks,
for a number of reasons. Firstly, it was shown that, by vayyimee minimum required
coverage timer, in the MCTTP formulation, the RSU deployment can be catddao
as to achieve a combined maximization of contacts and cgeerae, which yields bet-
ter performance than contacts-only or time-only drivemusohs. Secondly, the MCTTP
formulation leads to a more balanced distribution of theecage time over the vehicles,
with respect to other formulations: when RSUs are deployedraing to the MCTTP
solution, many vehicles experience a coverage time ardumdinimum required value
thresholdr.

Simulation results, both under ideal and realistic condgi also highlighted some
interesting effects. A factor which is often underestindatnd that was investigated in
this chapter, is the effect of the constraint on the covetiage Simulation results showed
that lower values of allow a fairer distribution of RSUs over the road topologypaore
routes are covered, even if for a shorter time on average h®ndntrary, increasing the
7 threshold yields a more clustered RSU deployment, withékalt that a smaller subset
of routes enjoys a high coverage time, while the rest is leftowered or almost so. We
thus concluded that aiming at a given average coverage toeg dot necessarily mean
that all vehicles will be under coverage of RSUs for so long] &air coverage cannot
be achieved. Furthermore, simulations allowed us to astatiie impact of factors such
as vehicle speed, vehicle density and road density, higtntig the need to collect these
types of statistics when designing the coverage, for bdthrnmation dissemination and
content downloading.

In conclusion, RSU deployment cannot be addressed throagthom or intuitive
placements, since neither one represents, in general, tamabsolution to the RSU
deployment problem. Such simple strategies are easilyediatpmed by more sound
approaches, for both the dissemination and the downloaalijectives. The MCTTP
formulation of the RSU deployment problem, which leveraipesknowledge of the vehi-
cles trajectories, represents an efficient solution andysrthe desirable properties of (i)
being configurable to a specific application by properly t@nsing the coverage time,
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(i) having an inexpensive greedy heuristics that well agpnates the optimal solution,
and (iii) yielding results that are consistently bettenthiose achieved with unplanned
RSU placements or Knapsack Problem-based formulations.

An important aspect to the performance of data deliveryisesvthat should be ad-
dressed by future research, and that is complimentary tsttly presented in this chap-
ter, is the interaction between the deployed RSUs and thieleeio-vehicle information
transfer. Indeed, this chapter highlighted the unfairme$®SU coverage that may arise
in realistic road layouts. A way to mitigate such an (oftenawoidable effect is to let
vehicles share data of common interest in areas where ctivibewith an RSU in not
possible. If the amount of data exchanged through vehahehicle communication
could be predicted by the RSUs, an effective synergy coulcréated between roadside
infrastructure and vehicles within the ITS.

60



Chapter 5

Optimization of Urban Traffic Flows

In this chapter, we propose an application that exploit takit®ular Network to provide
services to the users. Differently from previous chaptieese we address problems re-
lated to routing of vehicles instead of routing of infornmatiamong vehicles. We suppose
to have a system architecture enabling the exchange ohafiton among vehicles, like
one of those previously described. In the considered sereach vehicle communi-
cates with a Central Controller using the available inftadture, and relies on common
navigation services. Exploiting the described architexta collect the required traffic in-
formation, we propose a method to optimize urban traffic laybrough basic heuristics
and computationally efficient simulations. Instead of mimdean entire urban map with
hundreds of intersections, each typology of intersectsosiimulated in order to under-
stand how it responds to different traffic pattern and intesss Then, this knowledge is
leveraged to model the entire urban area and to compute mlidiehay route for different
flows of vehicles. The problem is studied by means of mathieadadptimization. The
proposed heuristic has been evaluated through simulatisaalistic urban scenarios and
compared with well-known existing routing strategies fehicular traffic.

The content of this chapter is organized as follows. Sedidnintroduces the opti-
mization of urban traffic flow problem. Sections 5.2 and 5.8ctibe the underlying idea
and some possible applications. Section 5.4 explains theullly of representing urban
traffic as a flow. Section 5.5 gives the details of our framéwdBection 5.6 contains
the experimental results, while section 5.7 discussesringqus works which are most
related to our study. Finally, section 5.8 contains conohsand future work.

5.1 Problem Statement
Traffic congestion is one of the major problems in urban ark@spacts directly people’s

everyday lives and causes several billion dollars lostmeees each year [78]. Traffic con-
gestion can at times be tackled by resizing roads and jureso that they can serve more
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vehicles. The roadway expansion problem reduces to cldsittleneck analysis which
are widely exploited in computer systems and network desgoadwork can then be
planned empirically or as an optimization problem with \eggo costs, time, space and
user requirement [79]. Unfortunately, even when feasithle,increase of road capacity
only mitigates the problem until the next inevitable demgnalvth. An alternative solu-
tion consists in efficient traffic control and managemenecdrally, traffic control deals
with tuning traffic lights, green waves and access ramp fat@shat the traffic density
is sustainable for the infrastructure [80]. Traffic managatproactively directs vehicles
towards alternative routes in order to avoid jams [81]. Baythbroaches are driven by the
goal of minimizing the delay perceived by the drivers.

Our work is inspired by computer network research that diyegealt with congestion and
optimization back in the days of the early Internet [82]. Hwer, there is no satisfactory
model for traffic flow on roadways as there is for computer ekwtraffic. The com-
plexity stems from the fact that vehicles do not operatepedédently but they constantly
influence each other. Moreover, the problem is complicayetth® unpredictability of the
human behavior. The challenge addressed in this chapterusderstand the behavior
of vehicular flows across urban intersections. In particikas chapter clarifies how our
urban traffic optimization has to deal with the following plems:

» The use of mathematical frameworks, such as linear or coopgmization, is not
trivial because: (1) there is not a closed form solution loudate the average delay
of a vehicle on a route; and (2) the dimension of the optinoraproblem grows
exponentially with the number of lanes and intersection the system takes into
consideration;

« Itis computational expensive to reproduce traffic on a-witgte scale thus an opti-
mal organization of traffic flows can hardly be found with aha&uxstive search.

5.2 Contribution

The goal of this chapter is to find the optimal routing (i.einimum overall delay) in a
urban grid that includes intersections. Tackling the peabbf vehicular flow optimiza-
tion as a whole is not feasible due to many variables. In thel@and, previous works
show that the methods that account for intersection dedailsot provide a closed form
solution required for efficient multi-commodity flow optird@tion. On the other, exist-
ing flow optimization algorithms are suitable only for lovestsity highway traffic, indeed
without intersections. Henceforth this work formalizessim break the problem into
smaller tasks that can be completed using simple tools asid Algorithms.

The underline idea consists in categorizing road segmerntisad they can be simu-
lated and modeled individually. First, the traffic behaabdifferent types of intersection
under various conditions is derived, then this informatgexploited to compute optimal
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routing scheme for a given traffic demand. Based on this kedge, the model of the
system has been designed and used to minimize the averagledietay of the drivers.
This approach is promising for the following reasons:

* the approach does not depend on a specific simulator orctraéidel. The choice
of the simulator is intentionally left to the user as there arany simulators that
can be used, but none that can successfully representssaarario.

* In selecting the optimization algorithm it is possible tade computational power
for precision. Nevertheless, the results in this chaptewshow a simple greedy
algorithm can optimize traffic flows on a realistic urban svem

« The knowledge base is created just once and it is updatgdf@ame intersections
change. Note that in this case the new model of intersectiarbe simulated indi-
vidually and the knowledge base can be updated incremgnidlis is an important
aspect since it might take days to simulate small urban argle wtakes less than
an hour to simulate a single intersection.

5.3 Example Scenario

The aim of this work is to accommodate the new generationraf@agators, in particular

that ones that can receive remote instructions to use logesiion detours if the primary
route is heavily congested. Today’s GPS navigators takemsideration only distance
and traffic updates. Unfortunately, this method does nokwlaring rush hours because
all vehicles on the same congested segment take the samg detsing route flapping

[83]. The next generation navigator will assign drivers iffedent detours, reducing the
probability of congestion. For example consider a rush tsitwation when the same
people must drive on the same routes from home from to work. avsmart navigator,

before leaving his garage, the driver is asked to choosedlghiborhood closest to his
destination. With that information, the Traffic Authoritamdomly assigns the vehicle
to one of the possible routes that have been precomputethdoddily traffic demand.

Note that this route might be longer than the straight patitiem. However it has the

advantage of being (1) decongested and (2) faster tharlitrgyan the shortest path in
case of traffic jam.

Feasibility of the Implementation

The whole idea of letting a computer (e.g., the navigatocjdieg the route to the des-
tination might sound excessive and even scary for the dridemever, the impact will

be beneficial to society, considered that the probabiliag #n individual is consistently
routed toward longer routes is negligible. On average tHeswiriven will be about the
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same than before but the total amount of time spent in the dhbevmuch less. The
main problem is the degree of penetration: this technolagds to be used by most of
the drivers to be cost effective. To this aim it is possibleffer incentives to people who
are willing to collaborate, for instance routes that areuggested by the navigator for
a particular driver are considered toll roads. Otherwis®pte can be threatened with a
fine if they do not respect their commitment. Note that it i mard to verify if a vehicle
is on its route, for instance it is possible to install at theimintersections RFID readers
so that the presence of the vehicle can be recorded oncesgphsy. Viceversa, vehicles
can send a beacon to base stations along the path to nofifpteeence.

5.4 \ehicles Behavior in a Urban Scenario

The goal of this chapter is to find the optimal routing (i.enraverall delay) in an urban
grid that includes intersections. For the sake of simpliahly scenarios at full penetra-
tion rate with no selfish driver are considered in this workfufure extension will study
the sensitivity of the approach to the different penetratettes. The previous works (see
Section 5.7) indicates that the method that account forsetgion details (e.g., cellular
automata schemes) do not yield the closed form solutioninedjdor efficient multi-
commodity flow optimization. On the other hand, existing floptimization algorithms
apply only to low-density highway traffic (no intersectipnghey cannot directly handle
surface roads and residential scenarios. More specificalhwentional flow optimization
methods cannot adequately approximate the impact of gangpacts on: (1) the travel-
ing time on each lane and (2) the waiting time at each intéisecTherefore the result is
an oversimplified model that leads to misleading results.

In the following, a brief description of the vehicle intet@ns on the lanes and at the
intersection is provided based on our analysis.

Vehicles on the Lanes

d; o)
| | | |
| % Il .

Figure 5.1: Interaction of vehicles in a road with one lanedigection

Vehicles on the same lane influence each other by accelgratid decelerating as
dictated by drivers habits. It is known, for example, tharenaggressive drivers tend to
maintain a smaller inter vehicle distance whereas safedritend to slow down when
approaching another car. Luckily, microscopic models saslNewell’s car-following
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[84] successfully capture all these aspects allowing toodyce traffic dynamics such as
jamsandshockwavesThese phenomena cannot be noticed when considering eglais!
a flow. However, by taking into account their impact, on the/fitnodel average delay, itis
possible to anticipate them and slow down the traffic befevere congestion set in. Note
that it is not feasible to redirect congested traffic in teahBows. In case of congestion,
vehicles must be rerouted individually and not as a flow. Hehieles interact on a single
lane is shown in Fig. 5.1. In the picturkejs the vehicle length and is the length of the
lane. The road segmetitis the space where normally vehicles are traveling wheraas
the space where they start slowing down to approach thesettgon. Accordingly to the
majority of traffic models, vehicle interfere with each atbg stretching the inter-vehicle
distances depending on the driver’'s aggressiveness. An aggressiver dends to stay
closer to the vehicle ahead of him whereas a safe driver dlows to keep more space
in between. By slowing down he might force another vehicleite him to slow down
causing a chain reaction that propagates backward on the lan

Vehicles in the Intersection

Figure 5.2: Interaction of vehicles at the intersection

Modeling intersections is even more complicated than miogéhnes, since vehicles
interact in more than one dimension. Besides depending igardractions, the perfor-
mance of an intersection is strongly influenced by:

» Capacity. Intersections have an implicit capacity bounded by the agertime
needed by a vehicle to move from one street to another. Thi® wan be found
with on-site measurements or can be computed from the avseed at the inter-
section. Note that, even knowing the capacity of an inteiseocqueue analysis still
remains hardly applicable since the capacity is not unifpdistributed to each in-
coming lane. Instead, it varies with respect to factors aglgeometry, policies,
traffic density etc. Fig.5.2 shows that a vehicle crossegtieesection only if there
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is at least a distancefrom another incoming vehicle from a different lane. Note
that, the distance is not a constant instead it depends on the drivers attitade.
aggressive driver might cross the intersection forcingvidtacles with the right of
way to slow down to avoid a collision. Fig. 5.5 shows some ltssabout how
intersection policies affect the capacity of each strest.ldn Fig. 5.5(aflow 2is
the one with priority, while in Fig. 5.5(fjow 1has the right of way againfiow 2
Note how, even if in both the configurations there is only oo flvith priority, the
performances are not the same (in the first performancesad&n9 v/h, whereas
in the other at00). This is an example of how small factors can impact the perfo
mance of urban intersections In presence of a traffic ligig,service time of the
intersection is time shared among all the lanes in such akeyliese almost never
interfere with each other. In this particular case conveinoigation can be used to
optimize the traffic demand.

* Enviroment. The environment influences the way drivers approach thesietéon
and consequently its overall performance. This aspect edretier observed with
real measurements rather than simulation although fastmh as narrow roads,
blind spots, bicycle lanes or pedestrian crossing impangiby the performance of
the intersection.

 Policies. The delay experienced by vehicles at an intersection styahgpends
on the policy of the intersection, e.g., right-before lefb, right turn on red, traffic
lights etc., and the amount of vehicles traveling on eaclriting lane. When
streets with priority are subject to high traffic volumesth# other incident streets
become congested because the high priority streets angricepthe entire capacity
of the intersection.

5.5 Model

This model has been developed by assuming that waiting tirae stersection is much
smaller than the traveling time on the lanes between twgsattions. However, if one
or more intersections are jammed, the intersection becdneelottleneck and the time
spent on the lanes is of secondary importance. With this keyraption the following
model has been formulated. A urban map is considere as (I, L), where! is the
set of the intersections andis the set of lanes on the map. Each lane L is assumed
to have (1) known length; and (2) a known vehicle average spegdTraffic demand is
expressed as:

1. Aset of userd/ = {u; : u, € I x I}. Because flows are considered from
intersection to intersection.

2. Afunction®(z) : U — R that maps users to theiehicles/hour demand.
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Each user can be served by a number of routes from & set{r; : r;, C L}. From
now on,r; € wuy signifies that route; serves uset;. Analogouslyl; € r; means that
router; contains the lang. Two vectorst = {fi, fo,...fir } andy = {1, 92, ..., yjr|}
represent the current state of the systgnspntains the amount of flow on lahevhereas
y; contains the amount of flow on the route

By design, this model does not handle heavy, congestedteaffihe latter cannot be
properly represented as a continuous steady state flow. Vowié applied incremen-
tally, this approach delays the congestion build-up uhgl¢apacity of the road system is
reached.

Formally, it works under the assumption that, given a lgnevehicles never stop
before having driven a distanek — o on it, whereo is the space of the lane used by
vehicles to decelerate and approach the intersection. ddson is that given a larig
the time spent on it, i.eT;(f), must be split into two components: the amount spent at
the intersectionu; and the time spent moving on the street segmenthis leads to the

expression:
di — 0

T(5) = S 4 w(f) (5.2)

)

Thus, the total time spent on a routgeis equal to:

T(rj,f) = > Ti(f) (5.2)

liGTj

Thus, the minimum average delay for the drivers can be wirdte

1
min | — Y T;(f)- f; 5.3
] (VE; (F) f) (5.3)
where~ is equal tozrjeR y;. Note that, if this function were convex the problem could
be solved with the flow deviation method or similar framevgrknfortunately, as the
results in Fig. 5.6 show, the function does not remain cortiex tow;(f). The time
spent at an intersection depends on the load of each indalemtand, to the best of our
knowledge, beside [85] there is no previous work for a sytithepresentation of the
different types of urban intersections. In order to congtée task, our model considers
the time spent at an intersection withincident lanes as a generic functi® — R"
where the domain is the amount of flows on the incident lanestla® codomain is the
delay on each lane. An estimate can be obtained by simulation

Simulation

Before running the simulations, intersections must besdiagl with respect to their ge-
ometry. This task can be easily done via software even theoghe urban areas can
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Figure 5.3: Example of recognizable urban patterns in Sdotzica (CA).

simply be visually inspected. For example, in Fig. 5.3, itlear which intersections
have the same geometry and which do not. Note the symmeting@freas in red, yellow,
purple and blu. By zooming in, intersections can be recaghin have the same geome-
try. Differently, in the area colored in green each intetisecis different from the others
and clearly need to be inspected further. The process ofidgra delay function can be
summarized as follows:

1. The process starts with an initial minimum flow on each |&8een, at each iteration
one of the flow is incremented of a given step until all the taare saturated. The
smaller is the step, the more precise is the resulting fancti

2. Simulation run so that both the time a vehicle arrives astadces from the inter-
section and the time the vehicle enters into another laneaoeded. The difference
between the two is then averaged with basic statistic.

Itis important to verify that vehicles depart at randomamss of time before approaching
the intersection. The reader is owed of an explanation of silmulations are ran only on
intersections and not on the entire lanes. In particular:

» The performance of streets can be usually approximatddidiy their length by
the average speed. Intersections, instead, follow comgiye@amics that do not
have a closed form solution. Although, on the other haneysgtctions with similar
geometry, and same strategy, show similar performance) B6]. This chapter
aims at minimizing time and costs of traffic management byicedy the number
of simulations needed (simulation requires expensivevisare for computation).

« If there is no traffic jam, the time that a car travels befgypraaching the intersec-
tion is quite accurate.

« Itis relatively easy to categorize intersections on a mambpecting their geome-
try.
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Algorithm

At last an heuristic must be chosen to compute optimal rotesa matter of fact, there
are many algorithms that can be used, each one with a diffeeateoff between perfor-
mance and precision. Here we present a very intuitive gragyrithm that helped us to
prove the validity of our assumptions and gave good resulfsactice, as shown in Fig.
5.4. The algorithm simply loops over each usgrnd distributes a fractiohof its traffic
demandd(u,) on the route that would increase the total average delay#s.I This can
be formalized as:

opt(uy, f) = r; s.t. OT(®) _ i <3T(f))

dz; jeup \ dx;

The pseudo-code is the following:

Algorithm 1 Greedy Algorithm
1. whiletot < v

y < (0,0, ...,0]
p < [0,0,...,0]

for eachu, € U

2

3

4

5. min — opt(us, )
6 if (plug] < Plug))

7. ylmin] = y[min] + 6
8 plug] = plug] + 0

9

tot = tot + 0

The time complexity iSO(U); however, as most of the greedy algorithm, this is an
approximated algorithm which can deviate from the optino&ion. A theoretical bound
to the quality of the approximation is part of the future wowkhile the experimental
results can be found in the next section. In any case, theapprdescribed throughout
this chapter can be used with any other heuristic that camaa the objective function
(5.3).
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5.6 Evaluation

For the experiments we used the open source simulator SUNGu(&ion of Urban
MODbility) [87]. Unfortunately, due to the complexity of pang SUMO map files, ex-
periments could be run only over Manhattan grids withx 11, 21 x 21 and31 x 31
intersections of the same type. Future work will includd te@an maps as the one in
Fig. 5.3. Each road segment on the gridii® m long and vehicles travel on it with
an average speed 66 K'm/h. Traffic demand consists of two orthogonal flows moving
respectively from East to West and from North to South.

The experiments used two different kinds of intersections:

* Priority: two parallel lanes out of four have absolute priority on dtkers; this
implies that parallel lanes do not interfere with each otlAé¢so, when the priority
lanes reach a certain density, the other two cannot use térs@ction anymore, as
shown in Fig. 5.6.

» Right before left This intersection is the most interesting because alldhe lanes
impact, directly or indirectly, on the others.

Vehicles moved on the map using the car-following model asdleed in [88].

Comparison

The proposed greedy scheme has been compared againstiffenestrouting policies:

» Shortest Path (SPjraffic demand is directed toward its shortest route. Olsiiy
this policy initially leads to the minimum average delayt biicauses congestion
earlier. Hence, it has been used as a lower bound.

» Load Balancing (LB)traffic demand is equally split on its possible routes. Note
that, on a Manhattan grid, load balancing would be the rgubiolicy that delays
congestion the most if traffic could move as a simple fluid.

» Mixed Strategy (SP+LB}his policy combines the two previous approaches. The
flow moving from North to South is directed on the shorteshpahereas the other
is equally divided on all the available routes.
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Figure 5.4: The columns show the results obtained on threghktéan grids, respectively with
(from left to right) 11 x 11, 21 x 21, and31 x 31 intersections per side. Graphs (a) refer to a map
with intersections of typeriority while (b) refer toright before left The greedy method (OPT) is
compared againsthortest path SRoad balancing LBandmixed strategy SP + LB

Results

The graphs in Fig.5.4 show: (1) the average delay of the sotwenputed with OPT is
overall better than the others. Note that for low demands @&€E not follow the short-
est path because of the drift caused by;yapproximating thefuostion of each lane. If
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simulations were run with a smaller step OPT and SP would treveame trajectory. (2)
OPT delays congestion more than any other routing schemevgh when routes are
congested, OPT still moves more vehicles/hour than the aelgerithms. It is clear that,
even by taking into account only the delay introduced by tiversections, the results pro-
duced by our “greedy” optimization far outperform the tyglitoad balance and shortest
path strategies. This is due, in great part, to the fact thatreodel, albeit approximate,
still reproduces the critical vehicle-to-vehicle interans in a realistic way. Eventually,
also the greedy approach will lead to congestion for largrigh offered loads. One may
argue that better heuristic solutions could be obtainedeoglculating the entire traf-
fic layout after each increment in demand. Obviously, theetcomplexity of the latter
method would be much higher. A possible compromise is to ealoggndomized approach
to search for local minima, an option that we are currenthegtigating.

5.7 Related Work

Here, we discuss previous work dealing with traffic modet$taaffic management which
are mostly related to our study.

Traffic Models

Mobility models are classified under three categories, asibse et al in [89], that offer
different tradeoffs between performance and complexitgchscopic, Mesoscopic and
Microscopic.

Macroscopic model®ok at traffic as a continuous flow of vehicles. This is theneigt
level of abstraction and it is hardly applicable to an urbeengrio that has intersections
and cross traffic. The aim of this chapter is to use this le¥elbstraction to optimize
delays in a urban scenario without losing precision. Natite contributions are:

» From Prigogine et al. [90]. This model investigates therattions of two traffic
flows in a urban scenario. It is a valuable contribution altjfioit is quite far from
modeling realistic intersections.

* Fluid Traffic Model (FTM) [91]. This model adapts the spedd/ehicles accord-
ing to traffic density. It considers a single lane without@aating for multi-flow
interactions.

Microscopic modelgsonsider vehicles individually and capture the effect @fitn-
teractions. This is the finest grain that can be used to simukhicles dynamics but it
requires high computational power and system memory. Giverlevel of detail, this
approach cannot scale to represent an entire neighborha@avbole city. Popular ex-
amples of discrete microscopic models are cellular autammetdels that are quite often
used for larger scales. In particular:
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 Car following models. In this kind of models vehicle motimndescribed by Or-
dinary Differential Equations (ODE) or a Algebraic Diffeiteal Equations (ADE).
Popular examples are the Intelligent Driver Model (IDM} tBHR Model [92] and
the Krauss Model [88].

« Nagel and Schreckenberg [93] is a stochastic discreteratton model to simulate
freeway traffic. This work consists of a discrete model thHktwes to represents
important phenomena such as (1) traffic jam and (2) the tiandrom laminar to
start-stop-traffic.

» Biham et al. in [94] describes how traffic flows interact oma timensional space.
In spite of the simplicity of the model, the results show arphieansition that sep-
arates a low-density dynamical phase in which all cars mbeenaaximum speed
and a high-density static phase in which they get stuck irbaliltraffic jam.

Mesoscopic modelsompromise between the simplicity of a macroscopic apgroac
and the precision of microscopics. Vehicles usually movgnoups or clusters (e.g.,
platoons) so that the probability of a specific vehicle being certain place at a specific
time instant can be bounded. This solution offers a tradeetifveen car level precision
and the complexity of microscopic models, although it caviate significantly from the
real scenario.

Traffic Management

Reactive schemeJhey are usually studied from the control theory point @wi traf-
fic is seen as a dynamic system. A feedback mechanism triggeostroller to tune the
traffic regulators (e.g., traffic lights, access ramp cdstretc). In [95], two schemes are
used: a local balancing scheme and a global scheme. Thd gldisame assumes global
traffic knowledge at each node, which is unlikely to happea ieal environment. More-
over, in the latter case the routing is done by each vehidepandently and thus it is
subject to route flapping. The local scheme, on the other,teasdimes that the On Board
Navigator has heard from its peers in the adjacent road segraad uses that informa-
tion to perform local route balancing. Results in [95] sthi Global Optimization is not
any better than local load balancing. However, these iesulist be taken with a grain of
salt since they assume that the traffic is randomly distedbuT his implies that there are
no major hot spots, such as a congested freeway access ramap, ig/unlikely. In [96]
Mohandas et al. propose to use the Adaptive Proportionagtat rate controller as it
has been done for the Internet to deal with links congesiitie. work showed the appli-
cability of the method although there has been no experiatientin the urban scenario.
Likewise, in [97] there is an extensive theory for vehicutaffic control without attempts
to apply it to a real world scenario.

Proactive schemesThey consist in preemptively computing a best solutiontfaffic
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(b) Right before Left
Figure 5.5: The graphs show the performance of two kindstefsections: (apriority and (b)
right before left Each row shows respectively (from left to right): delayigming flow rate, and
average speed. Each graph plots the performance of a flowevitisisity varies (on the x-axis)
against a constant flow set %00 vehicles/hour.

using a knowledge base created with real measurements orodaling and simulation.
For example, Liu et al. in [98] use historical records to aidte the optimal routes for
the drivers. Other proposals, such as [99], suggests thefumg/esian networks to infer
traffic dynamics.

Flow-based schemesviany proposals are inspired by previous work on computér ne
works optimization, such as [81] [100] [101]. For instankén et al. in [81] use the
Flow Deviation algorithm for load balancing traffic demangkpalternative routes. This
model has appeal because it leads to a closed form expredfsi@tay as a function of
road segment parameters, and can be used to obtain optiatesrasing convex opti-
mization. Lanes act as the links of a network and intersestaxrt as the routers. Each
lanel; has a maximum capacity;, measured imechicles/hour, and a traveling tim&,
(analogous to the propagation time of networks links) messin seconds; intuitively
vehicles move from link to link like packets do in a computetwork. From [82], the
average delay of a vehicle is equal to the time spent in a MAWidue with service rate
u; = C; and arrival rate\; equal to the intensity of incoming traffic on the lane. Thalkot
delay on the lane has two componerits:= 7, + 7T, whereT,, = ﬁ is the average
gueueing time spent at the ending intersection of larnd 7, = -=ecLendth g the

] ] . Average Speed
average traveling time on the lane. The average delay pextély vehicles can then be
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rewritten as:
T=>Y ZT,0) (5.4)
Y

leL
wheren is the number of lanes in the mapis the total vehicle arrival rate to the system
andT,(i) is the average delay of larie Unfortunately, vehicles interact in a different
way than packets thus the result that can be obtained wihntbidel are quite far from
what can be observed in reality. For example, packets in &raan be switched from
input to output port with minimal overhead, while vehiclegfer the most severe delays at
intersections. These models are based on the unrealistimg@gion that a road lane can be
approximated with basic queues, such as an M/M/1. Othersystich as [102], dug more
into advanced queueing theory for a finer representatioheptoblem. Unfortunately,
while simple queue models fail in describing the real dyrenoif vehicles, the advanced
queue models are too complicated to be applied to a real veoddario. Instead, our
chapter proposes an hybrid approach that leads to reakstidts using relatively simple
algorithms and inexpensive simulators.

Figure 5.6: The first graph (left) shows the delay experidrimethe vehicles traveling on Flow 1

which has not priority at the intersection. The second g(aight) plots the delay experienced on
Flow 2 which has the priority. As it can be seen, the allogatbcapacity is not easy to represent
with a simple convex function.

5.8 Conclusion

In this chapter we described an efficient yet simple way oinoaing traffic flows on a

realistic urban scenario. The proposed solution is contipmially efficient, accurate and
inexpensive to be deployed. As future work, we would like pdimize traffic on a real

map and to study the algorithm sensitivity for different geation rates.
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Chapter 6

Routing Strategies for Electric Vehicles

In this chapter, like in the previous one, we present an aafxin that exploit the Vehic-
ular Networks to efficiently route vehicles in a urban aregparticular, here we focus on
the problem of Electric Vehicles drivers’ assistance tigtolT' S. Drivers of EVs that are
low in battery may ask a navigation service for advice on Whibarging station to use
and which route to take. A rational driver will follow the 8ged advice, provided there
is no alternative choice that lets the driver reach its dasibn in a shorter time, i.e., in
game-theory terms, if such advice corresponds to a Nasilikegqum strategy. Therefore,
we solve the problem using a game-theoretic approach,iening two models, namely
a congestion game and a game with congestion-averseeastilltioth admitting at least
one pure-strategy Nash equilibrium. Using our models, vesvghat the average per-EV
trip time yielded by the Nash equilibria is very close to thee@ttained by solving a
centralized optimization problem that minimizes such antjit\a The proposed models
have been evaluated both through mathematical analyssigudhtions in realistic urban
scenarios.

The content of this chapter is organized as follows. In $adh.1 we introduce the
problem of Electric Vehicles drivers’ assistance throu@h,l while in Section 6.2 we
discuss previous work highlighting the novelty of our cdmition. The system scenario
is introduced in Section 6.3, along with the statement ofttablem under study. We
motivate our work in Section 6.4, by showing that centralinetimal solutions may lead
to advice that may not be followed by the EV drivers. The gdhemretic approach
that we adopt for the problem solution can be found in Sedién In Section 6.6, we
introduce the simulation scenario that we use to derivedbelts presented in Section 6.7.
There, we show the low complexity of the proposed method enbanefits in terms of
per-EV trip time. The latter results are derived through $¥MO simulator [87] and
using a real-world road topology. We draw our conclusions discuss future work in
Section 6.8.
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6.1 Problem Statement

Any technology touted as environmentally-friendly is likéo have its place secured on
news media around the globe. Among green solutions, Eteéthicles (EVs), viewed by
all as emission-free, clean and noiseless, are rapidhgrisi popularity and expectations,
also thanks to the predictable shortage of fossil fuel innthieso-distant future. Indeed,
EV mass-production and widespread adoption seem all belylik some early hurdles
are overcome, such as short driving range, lack of refuélieg charging) infrastructure
and long charging time.

Arguably, any road scenario in ten years’ time will likelyatare some ratio of EVs
taking over the streets. Old-fashioned gas pumps mightlasgradually phased out
by public charging stations, with electric outlets poppumin places such as curbside
parking, parking lots and cab stands.

Even in this rosy scenario, one wonders when worries abditherange and avail-
ability of charging stations will be lifted and whether d¥rg will not be forced to plan
their entire trip or commute around such availability, @steearly on in charging station
development. Finally, it is not clear when the “time consogyitag will be removed from
the task of car recharging.

Given the above concerns, ICT and ITS (Intelligent Trantgtimm Systems) can step
in and provide solutions that alleviate such concerns. dddé&aditional navigation ser-
vices could be integrated with the information provided bgdside network infrastruc-
ture and on-board user terminals through wireless commatioit[103, 104]. A Central
Controller (CC) could collect information on the vehicuteaffic conditions and on the
occupancy status of the charging stations through ITSiti@sil Then, EV drivers that
need to recharge their batteries could send a request toGhen@ ask for advice on the
specific charging station to choose and the route to take.

The key point in this scenario, however, is that drivers tleabrt to such a naviga-
tion service will very likely behave as self-interested gsavho aim at reaching their
destination in the shortest possible time (including threetthey have to stop at the charg-
ing station). Thus, they will follow the advice provided dyet CC only if they find it
convenient to themselves.

In this work, we show that the advice provided by the CC mayawotform to the
interests of EV drivers when it is obtained by solving a calited optimization problem
that, e.g., minimizes the average per-EV trip time or the imar EV expected trip
time. We demonstrate instead that the above requiremeatis$ied when the problem is
modeled as a non-cooperative game. Specifically, we res@rtbngestion game [105]
and a game with congestion-averse utilities [106], wheeethyers are the EVs that need
to recharge their batteries. In such games, the decisioa dzle concerns the charging
station that an EV should use, along with the route to takeipgshrough such a station.
The two game models exhibit a different level of realism aachplexity; however, for
both of them, we show that, when the CC uses the game solatimovide advice to the
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EVs, the following facts hold.

() The navigation strategies suggested by the CC corresporiNash Equilibrium
(NE) strategy profile’s i.e., each EV finds the suggestion by the CC convenient to
itself and is willing to adhere to it.

(i) The advice provided by the CC leads to an average per+ipvtime that is very
close to the minimum obtained by solving a centralized ojzi@tion problem, and
much shorter than the one EV drivers can obtain by adoptingeady approach
(e.g., always select the closest or the least congestedinfastation). This is
highly desirable since, shortening the average per-EVtime, contributes to re-
ducing road congestion and energy consumption due to EVs.

6.2 Related Work

Recently, both the academic and industrial communitie® ltlavoted a great deal of
interest to EVs and to the use of ITS services in support of BXeds.

As an example, in [107] Ferreira et al. consider the case evtiexr behavior of EV
drivers, i.e., whether they drive to the closest or the chstagharging station, depends on
their profile (age or gender). The authors design a systemttiraugh various commu-
nication technologies, provides EV drivers with sever&imation, among which, the
locations of the charging stations. The burden of sele¢hiegharging station, however,
is left to the drivers, as the study of the trip time assodatedifferent alternatives is not
within the scope of [107].

An analytical model for the study of the EVs trip time is pnetsel in [108]. The
road topology is modeled as a graph whose edges are assowithea fixed, i.e., non
traffic-dependent, waiting time. Charging stations areriid to multi-server queues, and
a theoretical lower bound to the charging time is derivede frtodel, however, does not
include the availability of a central controller and, ueligur study, it does not consider
that vehicles may deviate from their originally-plannedtein order to reach a suitable
charging station. Thus, the study in [108] does not accounthfe EV travel time to and
from a charging station.

The works in [109—-111] are mostly concerned with the EV comgstion and its impact
on the power grid. In particular, in [111] the authors erstisa central controller that
predicts the EVs mobility and advises each EV about whichigithg station to use and
when, so as to smooth the power consumption peak. The woti itj,[however, accounts
neither for the time the EVs may have to wait in line at the ghay station, nor for the

!Recall that an NE is a game solution, in which each playeissragd to know the equilibrium strategies
of the other players, and no player can gain anything by terédly changing his own strategy.
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fact that EVs may act strategically. The study in [112], @ast, focuses on estimating
the battery discharge time. The trips of the EVs are modesgngueal data and traffic
statistics, and vehicles are assumed to use the closektldgaiharging station. Again,
the waiting time at the charging station and the fact that EVeds may significantly
deviate from their planned route to reach a station are negle

At last, we mention that in [113], we presented a preliminaoyk that investigates
which information is important that EV drivers receive througltsITin particular, we
showed the benefit of transmitting specific suggestions talE¥ers on which charging
station to use with respect to the case where only mere updateaffic conditions and
charging station occupancy are provided. The evident adgas brought by specific
advice motivated our present work, which is concerned abowtsuch advice should be
determined.

6.3 System Scenario and Problem Statement

We consider a road topology including a setrodd segment£ and a set otharging
stationsC. Any ordered sequence of adjacent segméertg is said to form aoute

Among all vehicles that travel across the topology, we idignhe following three
categories:

* non-EVs or EVs with medium-high battery level, which ar¢ mberested in using
a charging station;

» EVswhose battery is low, but that will not resort to the mgtion service to identify
the charging station;

* EVs with low battery that use the navigation service to &etecharging station.
If they find it convenient, they may deviate from their origirroute to reach a
charging station.

Note that the vehicles in the first category just contribotéhe traffic intensity over the
roads, while those in the last two categories contributé bmthe intensity of vehicular
traffic and to the occupancy of the charging stations.

For the vehicles that stop at a charging station, it is faagsume that their battery is
replaced with a fully-charged one. Only in the unlikely cageere no one is available,
is the EV battery recharged. This choice is due to the chgriyimes approaching half
an hour, according to today’s fast recharge technology][1QHarging stations may have
a number of replacing stalls (hereinafter servers), possdrying from one station to
another. Clearly, upon reaching a charging station, an HVingur a waiting time that
depends on the occupancy of the station, the service timearendumber of available
servers.
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Next, we focus on EV drivers that belong to the last categoey, they have got a
low battery level and resort to the navigation service. Asitio@ed, such EVs can be
considered as self-interested users. Specifically, warass#oattheir goal is to minimize
the total trip timetoward their intended destination. This translates inguasng that
drivers consistently act in order to pursue such an objeetias opposed to, e.g., driving
to the charging station they like better, or to the one whieeg tan collect bonus points
or miles.

In the most general case, such EV drivers may be able to reaamhber of possible
charging stations and, for each of them, they may choose @maitiple, different routes.
Therefore, they will ask the advice of the CC to make a degisiothe charging station
to use and the route to take, including their current pasiéiod final destination in the
request. It is fair to assume that the CC has knowledge ofaae topology and traffic
conditions, as well as of the locations of the charging etegtj their current occupancy
and availability of fully-charged batteries. Based on sindbrmation, the CC indicates
to the EVs which station to use and the route to take. Uponwviegea response from the
CC, all rational, self-interested EVs that made a requdsbewilling to follow the CC’s
suggestion if this conforms to their own interest. Some EVails, however, may not be
rational and eventually decide not to adhere to the recadette; we will take this into
account in Section 6.7.

6.4 Why a Game Model?

A natural choice to solve the problem of selecting the cmaygtation for each EV, and
the corresponding route, would be to let the CC formulate@inozation problem that
minimizes the average per-EV trip time. This would be déde&as it would lead to

reduced road congestion and to energy savings, i.e., tonmarg the social utility of the

system. However, it is easy to show that in general such aroapp yields solutions that
EV drivers may find not convenient to themselves, hence tahvtiiey will not adhere.

The same observation holds in the case where the CC triesiimine the maximum EV

expected trip time.

As an example, consider the toy scenario depicted in Fig.v@hkre there are two
charging stations;, andc,, both with one idle server and service time equal to 2 time
units. Assume that, at the same time, two EMsanduv,, have low battery and ask for the
help of the navigation service to select the charging stabaise. EVw; can reach either
¢, OF ¢y, but its travel time toward the two stations is 2 and 1 timésjmespectively, while
from both stations to its final destinatiafy, the travel time is equal to 1 time unit. B
instead can only head towadg with travel time equal to 1.5 time units, and from there it
can reach its destinatiaf in 1 time unit.

Itis easy to verify that, if the CC provides its advice to thésEso as to minimize either
the average per-EV trip time or the maximum EV expected tnygf then the solution is:
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Figure 6.1: A toy scenario.

vy heads ta, while v, uses;,. This would indeed lead to an average per-EV trip time and
a maximum EV expected trip time equal to 4.75 and 5 time urétpectively. However,

v; Will not find the CC’s advice convenient to itself as, by hewgio ¢, it would incur a
total trip time of 4 time units, against the trip time of 5 timeits it would experience by
following the CC'’s suggestion. Thus, will ignore it.

Based on the above observation, we propose a different agproVe model the prob-
lem of selecting the charging station, and the correspgninte, as a non-cooperative
game, in which the players are the EV drivers that resort ¢ondvigation system for
advice. Then, we look for a strategy profile that is an NE andoisvenient from the
viewpoint of the system performance, and we take this asiisnlto the problem. Since
in this case the advice by the CC corresponds to an NE, thaea#ternative choice for
an EV that leads to a shorter time to destination, hencerselfested drivers will adhere
to it. For instance, in the example above, the CC will suggebbthv; andwv, to usec,
and no one will deviate from the CC’s advice.

It is clear, however, that a game-theoretic approach doesnsure that the average
per-EV trip timée is minimized (e.g., in the above toy scenario it increasesfé.75 to
5 time units). Nevertheless, in Section 6.7 we show that) aveeal-word scenarios, the
average per-EV trip time obtained through our game-theaoegiproach is remarkably
close to the optimum.

Finally, it is important to stress that the game could beeabhly the EVs themselves,
provided that they have the required information. In ouecaswever, we take a practical
perspective and consider that it is the CC that collectshallibformation, processes it
and solves the game so as to provide the EV drivers with tla¢egly to adopt (i.e., the
charging station to use and the route to take). This imphasthe proposed mechanism
neither significantly increases the system overhead duentmnication protocols, nor
requires EV drivers to exchange sensitive information allbemselves, or make any
computation to make a decision.

2If 1 usesc,, its trip time is 2+2+1=5 time units, while,’s trip time is 1.5+2+1=4.5 units. This results
in an average per-EV trip time of 4.75 and a maximum EV expgktiip time of 5. If insteady; heads
towardc, it arrives there first and its trip time becomes 1+2+1=4g)nithile v, finds the station server
occupied by, thus its trip time increases to 1.5+1.5+2+1=6. It follolattthe average per-EV trip time
and the maximum EV expected trip time become 5 and 6 time,uBi#pectively.

3In game-theoretic terms, this quantity is called price afrahy (PoA).
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Figure 6.2: Abstract representation of the vehicular seenahere each EV may take several
different routes to a given charging station and from theristintended destination.

6.5 The Recharging Game

We now detail the game models we use to solve the rechargotggm in the system
scenario described in Section 6.3.

Assume that the CC processes the requests received from EViow battery every
T seconds. We denote the set of EVs that ask for advice duriig@cond time period
by N, and its cardinality byN. Consider the most general case in which each of the
N EVs may reach several charging stations and take diffeceries to arrive at a given
station, as well as to go from there to its final destinatiasr.drarity, we depict an abstract
representation of such a scenario in Fig. 6.2; we will de#haireal-world road topology
and realistic vehicular mobility while deriving the penfioance results in Section 6.7.

In the figure, lines connecting vehicles with charging stati and the latter with
final destinations, represent the possible road segmemtt&tfs can take to or from the
charging station. The different thickness of the lines desthe fact that road segments
may be characterized by various levels of traffic intensigy)ce they may imply different
travel times. Clearly, in a more general setting, road segemaay end at any intersection
on the map, other than a charging station or an entry/destimpoint.

We then consider théV EVs to be the players of a congestion game [105], i.e., a
non-cooperative game, in which players strategically slkedoom a set of facilities and
derive utilities that depend (in an arbitrary way) on thegestion level of each facility,
i.e., on the number of players using it. Congestion gamesfaparticular interest to us
since they have been proved [105] to admit at least one prategy NE. It follows that,
if the CC derives its advice by modeling the system as a caiogegame and finding a
solution that is an NE, then all rational, self-interestatkvill follow the advice.

4A pure-strategy NE is a deterministic solution, as opposeal probabilistic one (e.g., go to charging
stationc,,, rather than go te, with probability 0.5).
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The Congestion Game

A congestion game is defined by the 4-tuple

I'= (N7 fv {82}7 {Tl(nl)a n0<nc)}) ) (61)
whose elements in our case are as follows.

» The set of playersV, which, as mentioned, correspond to the EVs using the navi-
gation service.

» The set of facilities,F, which is composed of all possible charging stations and
road segments included in the road topology, i+ C U L. GivenF, for each
playeri € N, a subsefF; C F can be identified, including all facilities that EV
can reach and use on its way to the destination. Clearlyeifdad topology is fully
connected, theif; = F, Vi € NV.

» Denoting byP(F;) the set of all possible partitions &f;, S; C P(F;) is the set of
viable strategies for EV, i.e, all groups of facilities that can be usedbyn our
context, each strategy i is composed of:

(i) one of the charging stations that E\¢an reach, along with

(i) the road segments forming a route that allavis go from its current position
to the selected charging station, and from there to its fiaatidation.

» For each strategy, the associated utility is the sum of thiées of each selected
facility (either a charging station or a road segment). Ttil@yof a facility is its
negated cost. Such a cost is defined as a function mappingthlear. ; of players
selecting the facility onto a time delay &. In our context, the cost of a strategy is
the sum of 1) the expected waiting time and the service tintbeatorresponding
charging station, and of 2) the travel time on the associatet, from current road
segment to destination, via the charging station. We dethetéormer by.(n..),
with ¢ € C andn,. being the number of players selecting statioWe denote the
latter by, 7;(n;), with thel’s being the road segments in the chosen routerand
the number of players taking segmeént

The game elements are summarized in Tab. 6.1. We stresghbajuantity repre-
senting the cost of a charging station or of a road segmeag dot depend on the player
identity but only on the number of non-player EVs using thality and on the number
of players selecting it. Our definition of the cost therefooenplies with the anonymity
property of congestion games.

Furthermore, in accordance with the scenario detailed oti@e6.3, we write).(n..)
so as to account for (a) the number of servers at statidt., (b) the service time, (c)
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the number of fully-charged batteries currently availaile B., and (d) the waiting time
before an EV can be served. Specifically, we wrjten.) as:

o if w, < K,
o+ 3 if K, <w. < 2K,

Me(ne) =4 g {%J o if 2K, < w, < B, (6.2)
p if w. > B,

with w,. being the expected number of EVs that the generic player fihtlse charging
station upon its arrival. Such a value is given by:= m.+n./2, wherem, is the number

of non-player EVs that the CC estimates to be already at #t@stupon the arrival of
the generic player, and./2 is the expected number of other players that have already
reached, if n. players decide to use such a station. Note thadoes not account for the
precise order of arrival of the single players since the cashot depend on the player
identity.

In (6.2) the first line corresponds to the case where the gepkyer finds an idle
server, hence its stopping timeatoincides with the time necessary for battery replace-
ment,o, which is assumed to be constant. The second line, insteptegents the case
where all servers are busy but the player finds a server witloay else waiting to be
served (the expected remaining service time of the EV thatiigently under service is
c/2). The third line refers to all servers abeing busy, with EVs already waiting there
to be served. Thus, assuming a balanced load, the expréssiodes the expected time
that the generic player has to spend in line. Finally, thellas applies when no more
fully-charged batteries are available at the station, &edyeneric player has to recharge
its battery, in a time that is assumed to be constant and égjyal

As mentioned, it has been shown in [105] that congestion gaadenit at least one
pure-strategy that is an NE. However, finding such an equilib is, in general, NP-
hard [115]. In order to lower the complexity, below we intoog a new game, namely, a
game with congestion-averse utilities.

Table 6.1: Comparing congestion games vs. CAGs

Players | Facilities Strategies Strategy Cost
Congestion| N F=CUL Vie N :S; ={{cz,l1,-.,lm}z} S.t.cg € Cisreachable by, and ne(ne) + >, 1i(ny)
game {l;}i=1...m € L form aroute from currents segment to dest., through | (sum over’s € route)
CAG N F=C Vie N :S; = {{ca}a, {ca,cy}ay, {ca,cy,cz}a,y,2} nc(n‘(:i)) + Tie
S.t.cq,cy, ¢, € C and reachable by S; = {{cz}, {cy}, {c:}} (depends on player id
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Figure 6.3: Abstract representation of the vehicular sgcenehere for each EV there is only one
possible route toward a given charging station, and fromrettwits intended destination.

Game Model with Congestion-averse Ultilities

Let us now consider the same scenario as above, but assutn®tlevery EV-charging
station pair, there exists only one possible route to takegdepicted in Fig. 6.3. We
stress that, although simpler, such a model is still realisthe CC associates to the EV-
charging station pair the route deemed to be the fastesbased on its recent estimates.
Indeed, it is likely that such a route is the most convenierthe EV, hence neglecting
the others will not lead to significantly worse performanthis is also confirmed by our
results derived in real-world scenarios, shown in Secti@n 6

Under the above assumption, the system can be modeled assangdmtongestion-
averse utilities (CAG), for which NEs are pure-strategies ean be found in polynomial
time [106]. The game is defined as a 4-uple similal'tas in (6.1), however, two main
differences exist between CAGs and congestion games:

* in CAGs, itmust hold tha$; = P(F;), Vi € N, i.e., all partitions ofF; are possible
strategies, and

« the costs of the facilities can depend on player identities

The first difference implies that, for each playethe CC has to consider as viable
strategies not a subset but all possible partitionF0f A set F defined as in the case
of the congestion game would force the CC to consider nomimgtul strategies where
an EV stops at more than one charging station, located eitti¢he same route or on
different routes. In order to overcome this issue, as a fiegi e redefine the set of
facilities asF = C, i.e., we remove the road segments and consider only thgiolgar
stations. It follows that the set of facilities that the gea@layeri can use,F;, is now
given by just the charging stations that the EV can reachs iBha viable choice since, per
the initial assumption in this subsection, each EV-chaygitation pairs is implicitly, and
univocally, associated to one route only. As a second stemrave the lemma below.

Lemma 1. Consider the game with congestion-averse utilities intiet! above, in which
each facility has a cost greater than 0. Then, in order to tdgra pure-strategy NE, for
any playeri ¢ N\ it is sufficient to examine the subset of viable stratedies S;, such
that each strategy i%; includes one facility only.
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Proof. Players are self-interested and aim at maximizing thelityyti.e., minimize their
cost. Recall that costs are positive, thus selecting mae time facility (i.e., charging
station) leads to an increased overall cost. A player wdléfore always deviate from a
strategy profile that lets it use more than one facility. ltdes that, in order to find an
NE, it is enough to consider as viable strategies for eacyeplthe ones that imply the
use of one facility only. O

Based on the above result, we can limit our attention to thefssrategiesS;, which
includes only partitions aF; with cardinality equal to 1, and each of them corresponding
to only one of the charging stations that E\an reach.

Next, we leverage the second difference between CAGs angestion games, i.e.,
the fact that in CAGs utilities can depend on the player iidgnin particular, we define
the cost of a charging statiany which can be used by playeér as the total trip time
would incur, and we write it as:

Nie(n) + 7. (6.3)

In (6.3), the first term is the sum of the delay due to the exqubutaiting time and the
charging time at station, while the second term is the travel time through the route
associated to the EV-charging station p@irc). Note that both terms depend on the
player identity:; furthermore, the following remarks hold.
* 1i.(n?) can be obtained from (6.2) by replacing with m®” + n{”, andp with

pi- Indeed, now the CC can account for the numbé? of non-player EVs that

it estimates to be at the station upon the arrival of playesimilarly, nt is the

number of players that the CC estimates to arrivelafore playei does. Finally,

the recharging time, may be different from one player to another, and depend on

the remaining battery charge of the EV.

» Thetravel timer; ., associated to the EV-charging station gair.), does not depend
onn”, as it now accounts for the vehicular traffic intensity duataon-player
vehicles only (i.e., the contribution of the players is megkd). Indeed, the CAG
model cannot track the contribution to the traffic intensitye to players selecting
different charging stations but whose route partially tay@r The impact of such an
approximation is very limited since typically the numbeptdyers is much smaller
than the number of all other vehicles traveling over the rtogmlogy (see also the

results in Section 6.7).

The elements of the CAG are summarized in Tab. 6.1. As mesdioin the case of
CAGs, pure-strategy NEs can be found in polynomial time [10us the CC can solve
the game with low complexity. In the following, we evaluate humber of strategies that
the CC has to process before an NE is found, as well as thel sititg corresponding
to such an NE, i.e., how good the NE is from the system perfoomaiiewpoint. We
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Figure 6.4: Road topology: red dots highlight the six chaggstations.

also show that, in spite of its low complexity, the CAG modgbeoximates very well the
previous (most general) scenario where multiple routes exast for any EV-charging
station pair.

6.6 Simulation Scenario

In order to show the benefits that can be obtained through amegheoretic approach,
we use a real-world road topology representingc@ &n? section of the urban area of In-
golstadt, Germany [116], depicted in Fig. 6.4. The vehictdbitity has been synthetically
generated using the SUMO simulator [87], with a time grarntyl®f 0.1 s. The mobility
trace is representative of 30-minute-long road traffic dralverage traffic intensity in the
area. We stress that we preferred a synthetic trace ovewrld ones, e.g., taxi or bus
traces, since these only include a small portion of the edfidrand the represented vehi-
cles have predetermined routes from which they cannot tievidne number of vehicles
simultaneously present in our road topology is a varyingpeater of the system, and the
average vehicle trip time clearly depends on such a value.

The scenario includes 6 charging stations, which are placetthe main arteries of
the road topology, as portrayed by the red dots in Fig. 6.4. Aiumber of servers at each
station may vary; namely, two stations have 2 servers, diin@have 6 servers and the
remaining ones have 4 and 10 servers each. We assume tlyattaliged batteries are
always available at the charging stations, thus the setiwieeis considered to be constant
and equal to 3 minutes.

Without loss of generality, all vehicles are assumed to eetet. The average number
of EVs that resort to the navigation service is a varying peai@r in our simulations. The
time instant at which an EV enters the low-battery statusasks the CC for advice is
uniformly distributed over its trip time, i.e., the time @mval since the EV enters the road
topology till it leaves. For simplicity, we neglect the peese of EVs with low battery
that do not use the navigation service. Also, unless otlserapecified, we assume that
all EV drivers are rational.
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Figure 6.5: Average computational complexity vs. numbeplafers, when they are 20% (left),
40% (middle), 60% (right) of all vehicles. CAG and congestgame (CG) are compared.

The navigation service is provided via the cellular netwtimkough which an EV may
issue a query to and receive a response from the CC withauifisant delay. However,
alternative solutions exploiting 802.11p-based roadsmits could be considered as well.
As for the CC, we consider that information on the number oksEMrrently waiting
at a charging station to be served, as well as on the traffiditons, is acquired and
processed every 10 seconds. The requests for the navigatioice sent by the EVs are
instead processed by the CC evéry- 60 s.

6.7 Results

We now show the performance that is attained through ourcggpr, and compare it to
the results obtained when a centralized optimization bk solved at the CC as well
as when a greedy selection of charging station and routeojsted.

In order to derive the results in the cases where the CC gesata advice from the
solution of the CAG or of the congestion game, we proceed lasifs. Every time inter-
val T', the CC solves the game considering as players the EVs frashwtthas received
a request. To do so, the CC starts from a random strategyegrioéil, a random assign-
ment of the facilities to the players. In the case of the cstige game, it assigns both
the charging station and the corresponding route, whil@enQAG, it assigns only the
charging station and associates to each player-chargatigrsipair the fastest route that
takes the EV from its current road segment to the station fiexmd there to its destina-
tion. Player payoffs (i.e., trip times) are then computedtigh SUMO in the scenario
described in Section 6.6. To derive the trip times, we assiinatevery non-player ve-
hicle takes its originally-planned route, while playerslwonform to the CC’s advice,
hence they will follow the suggested route.

Given the current strategy profile and player payoffs, thee€&inines other strategies
according to the solution algorithm in [106] for the CAG, aodhe one in [117, Ch.7]
for the congestion game. For every strategy, player paywéficcomputed via SUMO as
before. If a more convenient strategy is found for any of tagexs, then the new strategy
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is adopted and the whole procedure is repeated until an NEached. Unless otherwise
specified, we consider that the CC takes the first NE it finde@salution of the game.

For both the CAG and the congestion game, we evaluate thewtatignal complex-
ity, i.e., the number of strategies that the CC has to exatnéfiere reaching the game
solution, which also corresponds to the number of SUMO rditgen, we calculate the
per-player trip time associated to such a solution. All lssare averaged over 10 runs.
We compare such values with the trip time obtained throughtéichniques described
below.

Optimal: the solution that the CC can obtain by minimizing the tripgiaveraged over
all EVs that ask for advice. This solution in general is notNfg, thus it may not be
followed by rational drivers.

Greedy: the CC only disseminates information on the roads travet tiamd on the oc-
cupancy and the charging time at the stations. Based on tloiwlkdge, each EV inde-
pendently makes its own decision by selecting the chargatgpa and the route that are
deemed to minimize its own trip time. Note that, in this cdke,CC just informs the EVs
without providing any advice, and the EV decision is takesratjarding the presence of
other vehicles looking for a charging station.

Fig. 6.5 depicts the number of strategies that the CC hasamime before the solution
to the game is found, for both the CAG and the congestion g&@g.(We stress that the
CC returns its advice to EV drivers only once the game saluiichich is a pure-strategy
NE) has been reached, thus the computational burden iy swaied by the CC. The
three plots in the figure refer to the cases where the averagber of EVs that are low in
battery and ask for advice (i.e., players) is, respectj\&él¥o, 40% and 60% of the average
total number of vehicles simultaneously present in the topdlogy. Thus, for a given
average number of players, the plots (from left to rightyespond to decreasing values
of the average total number of vehicles, i.e., a decreasingber of non-player EVs. As
an example, for an average number of players equal to 60etheldt corresponds to an
average total number of EVs equal to 300, the middle plot @, &&d the right one to
100. Although 60% may seem an unreasonably high percentagas chosen to stress
the system.

As expected, the complexity of the congestion game is alwayser than that of the
CAG and, in both cases, it increases as the number of play@rsgln particular, for our
range of player numbers, the CC always examines less thdnstziegies before finding
the solution in the case of the CAG, and less than 8000 in the@tthe congestion game.
We remark that one SUMO run only takes few seconds, hencarthdadion impact is
very limited.

The plots also provide a striking comparison between the @AG the congestion
game. While the complexity of the former remains remarkddoly the complexity of the
latter increases severely as the number of players gronsnide§0. On the contrary, the
total number of EVs in the road topology has just a margingddot on both the CAG
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Figure 6.6: Average per-EV trip time as a function of the nembf players, when they repre-
sent 20% (left), 40% (middle), 60% (right) of all vehiclesAG and congestion game (CG) are
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Figure 6.7: Trip time breakdown for the CAG (left) and cortgmsgame (right), when players are
60% of the total number of vehicles.

and the congestion game solution time. These results itedtbat the CAG model is
highly scalable, hence it can be successfully applied evereny large, crowded system
scenarios.

Next, one may wonder whether the solution obtained throbghQAG is as good as
the one of the congestion game, or if the gain in complexityherxe with the CAG takes
a high toll in terms of system performance. To answer thistoe, in Fig. 6.6 we show
the average vehicle trip time, for both player and non-pld§és, again as the number
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Figure 6.8: CAG, congestion game and optimal: 10th and 96thgmtile of the per-player trip
time, vs. number of players, when they are 20% (left) and 60§ht) of all vehicles.
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of players is 20%, 40% and 60% of the total number of vehicldse performance cor-
responding to the solutions of the two games are also comparhat of the centralized
optimal solution.

The figure shows that the average trip times of player andplayer EVs have the
same qualitative behavior, with the former clearly beinghleir than the latter since play-
ers stop at a charging station during their trip. Also, conmgathe three plots, it can
be seen that the smaller the total number of vehicles simertasly present in the road
topology, the lower the traffic intensity and the shorterdkierage per-EV trip time. As
for the comparison among the CAG, the congestion game anaptimaal, the difference
in performance can be barely noticed when the players are &9#0% of the total
number of EVs (left and middle plots of Fig. 6.6). When theceatage of players is
large (right plot), the difference with respect to the ogtins limited in the case of the
CAG, and itis again unnoticeable for the congestion games ifldicates that neglecting
the contribution of player EVs to the travel time makes the30Aodel less precise only
when players represent the majority of vehicles on the ropdlogy.

Fig. 6.7 confirms such an observation. The figure highligheglifferent contributions
to the average per-player trip time, due to the waiting timéha charging station, the
service time (which is constant) and the travel time. Theltesefer to the CAG (left
plot) and to the congestion game (right plot), when the piagee 60% of all vehicles. It
can be seen that the difference between the two game modelly mesides in the travel
time, which is higher when the CAG solution is adopted.

Fig. 6.8 depicts the 10th (dashed line) and the 90th (satid) Ipercentiles of the
per-player trip time, when players are 20% (left) and 60%ht) of all vehicles. In the
case of the 10th percentile, the difference, among theisalatf the CAG, that of the
congestion game and the optimal, can be barely detectedorAkd 90th percentile, it
can be observed that, when the optimal solution is adoptidcton of player EVs may
experience a significantly longer trip time than under thegestion game or the CAG.
This suggests that applying the optimal solution may leddgber unfairness in the user
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performance.

We now investigate the benefit of our approach with respethécaforementioned
greedy scheme. Recall that the greedy techniqgue assumed/thto have periodically
updated information about road traffic and status of thegthgrstations. In spite of
this, Fig. 6.9 clearly shows that a greedy approach cannp wath the other techniques
in terms of performance: the degradation that is observedleed severe and becomes
exceedingly high as the number of players increases. ivelyit this is due to many users
selecting the (currently) least crowded station, whichdeundly becomes overloaded (as in
the well-known route-flapping effect). Fig. 6.9 also depittte performance of the CAG
when the CC does not solve the game using the first NE thatcheeabut the NE that
minimizes the average per-player trip time among the firsit fidds. In the plots, we
label this curve by CAG-10. Interestingly, such a simpleardement to the solution
procedure makes the CAG approach as effective as the caorggaine and the optimal,
without impairing its scalability (see in particular thghi plot).

In conclusion, not only modeling the system through a CAG isasible, practical
approach to the problem, but its solution also leads to apadnce that is remarkably
close to the optimum and much better than that attained wgtieedy scheme.

At last, we consider the case where not all EVs that resoddtid navigation ser-
vice are willing to follow the advice of the CC. We call such &€¥Yon-rational users,
and assume that they will act according to the greedy schdine.results portrayed in
Fig. 6.10 refer to the case where there is an equal numbetiohah and non-rational
users. They show that non-rational users, on average,ierpera higher trip time than
rational ones. Such a difference in performance is pagrbukvident, as the number of
players increases. This further confirms that our gameréieapproach always leads to
solutions (i.e., advice from CC) that are convenient to ths Ehus increasing the user
satisfaction.
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6.8 Conclusions

Leveraging the use of ITS, we envisioned the availabilityaafiavigation service that
provides electric vehicles (EVs) that are low in batteryhvtlvice on the charging station
to use and the route to take. We focused on how to determireagiwice so that rational
EV drivers find it convenient to themselves and they are mgllio follow it.

After showing that traditional optimization approachestf@aachieve the above goal,
we considered a realistic scenario and modeled the probdeanamngestion game, for
which at least one pure-strategy Nash equilibrium exists, (a solution that all EVs
find it satisfactory). Then, in order to lower the complexitye introduced a game with
congestion-averse utilities (CAG) that applies to a sligkimpler scenario but for which
an NE can be found in polynomial time. We assessed the peafucenof our approach
through SUMO and under a real-world vehicular environmehe results show that
using CAGs, not only is a viable, scalable technique, busit feads to an average per-
EV trip time that is remarkably close the minimum that candaend through a traditional
optimization approach.

Future work will consider other road topologies as well asiaglar traffic scenarios,
and it will address the case where the information colletitedugh ITS and available at
the CC may be partial or not fully accurate.

93



Chapter 7

Conclusions and Future Work

In this thesis, different problems have been investigateor most of them, we came
out with easy, original and effective solutions. In the daling, you can find the most
valuable results.

The first studied problem was how to maintain connectivitpaghRSUs and moving
vehicles in case of UDP-based multimedia streams. We cereiddvehicles (e.g., cars,
buses or streetcars) that connect to different roadsidé masges as they move in urban
environment. We assessed the performance of differeningpptotocols, both in simu-
lation and in the real field, but we realized that no one fit cegds. Thus, we designed
a new routing protocol able to support vehicular mobilitylexd sw-BATMAN. We im-
plemented it in our vehicular testbeds, along with a chasakdction mechanism and a
seamless handover procedure. We proved the feasibilityio$alution and we opened
interesting perspectives in the use of mesh networks fasupport of UDP-based service
to vehicular users.

Studying the first problem, we became conscious that the 34&ds offer limited
capacity channels, in comparison to the broad range of g that are envisioned in
vehicular networks. We therefore explored the benefit aigitiHF bands for the trans-
mission of control messages, so as to acquire more cap&®jgcifically, we focused
on content downloading, and design a protocol that lever#ige UHF band for control
messages (aimed at locating vehicles and collecting résjuasd the high-throughput,
5-GHz bands for data delivery. We assessed the benefits tfitexg UHF bands, pro-
viding much larger coverage than the 5-GHz frequenciesutin a vehicular testbed. We
proved that our solution introduces a 3x throughput gairoiment delivery with respect
to the case where only 5-GHz bands are used.

Then, we studied where the RSUs have to be installed to pedvigh users cover-
age for Content Dissemination and Downloading. We revieprestious work that has
dealt with such an issue, and we presented a new strateggd ddICTTP (Maximum
Coverage with Time Threshold Problem) aimed to guarantaealtarge number of ve-
hicles travel under the coverage of one or more RSUs for acgritiamount of time.

94



7 — Conclusions and Future Work

We clearly demonstrated that RSU deployment cannot be ssketiehrough random or
intuitive placements, since neither one represents, iemgénan optimal solution to the
RSU deployment problem.

Since urban traffic jams are an actual problem, we thoughttbacould use the de-
ployed infrastructure to provide navigation hints to thivelts, trying to prevent the con-
gestion problem. Thus, we invented a method to optimize tharutraffic layout using
basic heuristics and computationally efficient simulasiomstead of modeling an entire
urban map with hundreds of crossroads, we simulated eadtotyy of intersection to
understand how it responds to different traffic patternsiatehsities. Then, this knowl-
edge is leveraged to allow the computation of minimal detayte on the complete road
map. We proved that, if the drivers follow the informatioropided by the navigation
system, our strategy prevents traffic jam and maintain tkeesae travel time close to the
optimum.

Another application to exploit the infrastructure, in awieonmental friendly context,
is by assisting the Electric Vehicle (EV) drivers that needeicharge or to substitute their
batteries. Drivers of EVs that are low in battery may ask aigaion service for ad-
vice on which charging station to use and route to take. Avnati driver will follow the
received advice, provided there is no alternative choiatl#is the driver reach its desti-
nation in a shorter time. Therefore, we represented thisast®using a game-theoretic
model and we assessed its performance through simulatnuies a real-world vehicular
environment. We showed that the average per-EV trip timelgteby our model is very
close to the one attained by solving a centralized optingagbroblem that minimizes
such quantity. This is an important result, as minimizing #verage per-EV trip time
implies reduced road traffic congestion and energy consompas well as higher user
satisfaction.

Future work will focus on improving the previous studiedijnig the presented so-
lutions and collecting more measurements in complex tgpeto Moreover, additional
effort will be invested in designing new applications fohi@ular Networks with Infras-
tructure, envisioning also cooperation among vehiclesogtipg the well-known Vehicle-
to-Vehicle communication paradigm.
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