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We derive an Itô stochastic differential equation for entropy production in nonequilibrium Langevin
processes. Introducing a random-time transformation, entropy production obeys a one-dimensional drift-
diffusion equation, independent of the underlying physical model. This transformation allows us to identify
generic properties of entropy production. It also leads to an exact uncertainty equality relating the Fano
factor of entropy production and the Fano factor of the random time, which we also generalize to non-
steady-state conditions.
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The laws of thermodynamics can be extended to meso-
scopic systems [1–5]. For such systems, energy changes on
the order of the thermal energy kBT are relevant. Here, kB is
the Boltzmann constant and T the temperature. Therefore,
thermodynamic observables associated with mesoscopic
degrees of freedom are stochastic. A key example of such
thermodynamics observables is the stochastic entropy
production in nonequilibrium processes. Recent experi-
mental advances in micromanipulation techniques permit
the measurement of stochastic entropy production in the
laboratory [6–10].
Certain statistical properties of stochastic entropy pro-

duction are generic; i.e., they are independent of the
physical details of a system. Examples of such generic
properties are the celebrated fluctuation theorems; for
reviews, see [2,4,5]. Recently, it was shown that infima
and passage probabilities of entropy production are also
generic [11]. Other statistical properties of entropy pro-
duction are system dependent, such as the mean value
[12–15], the variance [16,17], the first-passage times of
entropy production [18–20], and the large deviation func-
tion [21,22]. Nevertheless, these properties are sometimes
constrained by universal bounds [11,14,16,17,23–27]. It
remains unclear which statistical properties of stochastic
entropy production are generic, and why.
In this Letter, we introduce a theoretical framework

which addresses this question for nonequilibrium Langevin
processes. We identify generic properties of entropy pro-
duction by their independence of a stochastic variable τ
which we call entropic time. We find that the evolution
of steady-state entropy production as a function of τ is
governed by a simple one-dimensional drift-diffusion
process, independent of the underlying model. This allows
us to identify a set of generic properties of entropy
production and obtain exact results characterizing entropy
production fluctuations.

We consider a mesoscopic system described by n slow
degrees of freedom X⃗ ¼ (X1ðtÞ; X2ðtÞ;…; XnðtÞ)T. The
system is in contact with a thermostat at temperature T.
The stochastic dynamics of the system can be described by
the probability distribution PðX⃗; tÞ to find the system in a
configuration X⃗ at time t. This probability distribution
satisfies the Smoluchowski equation

∂tP ¼ −∇⃗ · J⃗; ð1Þ
where the probability current is given by

J⃗ ¼ μ · F⃗P − D · ∇⃗P: ð2Þ
Here, we have introduced the force at time t,
F⃗ ¼ −∇⃗U(X⃗ðtÞ; t)þ f⃗(X⃗ðtÞ; t), where U is a potential
and f⃗ is a nonconservative force. We always imply no flux
or periodic boundary conditions. The state-dependent
mobility and diffusion tensors, μ(X⃗ðtÞ) and D(X⃗ðtÞ),
respectively, are symmetric and obey the Einstein relation
D ¼ kBTμ. This system can also be represented by a
Langevin equation with multiplicative noise as [21,28]

dX⃗
dt

¼ μ · F⃗ þ ∇⃗ · Dþ
ffiffiffi
2

p
σ · ξ⃗: ð3Þ

Here, ξ⃗ðtÞ ¼ (ξ1ðtÞ; ξ2ðtÞ;…; ξnðtÞ)T is a Gaussian white
noise with mean hξiðtÞi ¼ 0 and autocorrelation
hξiðtÞξjðt0Þi ¼ δijδðt − t0Þ, where h…i denotes an ensem-
ble average. Here and throughout this Letter the noise terms
are interpreted in the Itô sense. The tensor σ obeys σσT ¼ D
and can be chosen as σ ¼ D1=2. In the Itô interpretation, the
term ∇⃗ · D is required for consistency with Eqs. (1) and (2)
as it compensates a noise-induced drift [29]. Examples of
systems described by Eq. (3) that we consider in this Letter
are represented in Fig. 1: a colloidal particle driven by a
constant force along a one-dimensional periodic potential
[Fig. 1(a)]; a colloidal particle in a two-dimensional
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nonconservative force field pointing in the x direction
[Fig. 1(b)]; and a chiral active Brownian motion in two
dimensions [30] [Fig. 1(c)].
We now discuss the stochastic thermodynamics of the

process described by Eq. (3). In Itô’s calculus, the rate of
changeofthepotentialU(X⃗ðtÞ; t) isgivenbyItô’s lemma[31]:

dU
dt

¼ ∂tU þ ∇⃗U(X⃗ðtÞ; t) · dX⃗
dt

þ Tr½D · ∇⃗ ∇⃗U�: ð4Þ

where Tr denotes the trace and the dots denote tensor
contractions. In stochastic thermodynamics, the first law
can be expressed as dU ¼ dW þ dQ, where dW is the work
performed on the system and dQ is the mesoscopic heat
exchangedwith the thermostat during a time intervaldt [1]. In
Itô’s calculus, the rates of change of work and heat are given
by [21]

dW
dt

¼ ∂tU þ f⃗ ·
dX⃗
dt

þ Tr½D · ∇⃗ f⃗�; ð5Þ

dQ
dt

¼ −F⃗ ·
dX⃗
dt

− Tr½D · ∇⃗ F⃗�: ð6Þ

Theexpressions (5)and(6)aretheItôversionsof thestochastic
work and mesoscopic heat originally defined by Sekimoto
using the Stratonovich interpretation [1,32].
We define the stochastic entropy production Stot=kB

as the logarithm of the ratio of probabilities of forward
and time-reversed stochastic trajectories [3,21,33]. This
definition is equivalent to dStot=dt ¼ −ð1=TÞdQ=dt−
kBd lnP(X⃗ðtÞ; t)=dt, where the first term can be inter-
preted as an exchange of entropy with the reservoir and
the second term as a change of system entropy. Using
Eq. (6) and Itô’s lemma, as in Eq. (4) (see [34]), we obtain
the following Itô stochastic differential equation for the
entropy production rate:

dStot
dt

¼ −2kB∂t lnPþ vS þ
ffiffiffiffiffiffiffiffiffiffiffiffi
2kBvS

p
ξS: ð7Þ

Here, we define the entropic drift vS(X⃗ðtÞ; t) ≥ 0 as

vS ¼ kB
J⃗ · D−1 · J⃗

P2
; ð8Þ

which on average equals the average rate of entropy
production, hvSi ¼ hdStot=dti [5,28]. Entropy fluctua-

tions are governed by the noise term ξS ¼ ξ⃗ · σ−1 ·

J⃗=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J⃗ · D−1 · J⃗

p
which is a one-dimensional Gaussian

white noise with hξSðtÞi ¼ 0 and hξSðtÞξSðt0Þi¼δðt− t0Þ.
The Itô Eq. (7) is equivalent to the Langevin equation for
entropy production in the Stratonovich interpretation
given in Ref. [33]. For each trajectory generated by
Eq. (3), Eq. (7) generates the corresponding entropy
production. From Eq. (7) we can derive several generic
properties of stochastic entropy production in nonequili-
brium processes.
We first discuss properties of nonequilibrium steady

states for which ∂tP ¼ 0. We now calculate the time
derivative of e−Stot=kB in steady state. Using Itô’s lemma,
we obtain from Eq. (7)

de−Stot=kB

dt
¼ −

ffiffiffiffiffiffiffiffi
2
vS
kB

r
e−Stot=kBξS; ð9Þ

which reveals that e−Stot=kB is a geometric Brownian motion
with zero drift and time-dependent diffusion coefficient.
The fact that e−Stot=kB has no drift implies that e−Stot=kB is a
martingale process [11,31,38]. Using Stotð0Þ ¼ 0 the inte-
gral fluctuation theorem he−StotðtÞ=kBi ¼ 1 follows immedi-
ately from Eq. (9).
In steady state, Eq. (7) can be simplified by introducing

the dimensionless entropic time

τ ¼ 1

kB

Z
t

0

vS(X⃗ðt0Þ)dt0; ð10Þ

which is an example of a random time [31]. Note that,
in steady state, vS(X⃗ðtÞ; t) ¼ vS(X⃗ðtÞ) represents the
expected rate of entropy production at a given point in
phase space X⃗ðtÞ and τ thus represents the accumulated
expected entropy production. In nonequilibrium situations
with vS > 0, the entropic time τðtÞ is monotonically
increasing with t. Integrating Eq. (7) we obtain

StotðtÞ=kB ¼ τðtÞ þMðtÞ: ð11Þ
Equation (11) represents the decomposition of entropy
production into a monotonically increasing process τðtÞ
and a martingale MðtÞ ¼ ffiffiffiffiffiffiffiffiffiffi

2=kB
p R

t
0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
vS(X⃗ðt0Þ)

q
ξSðt0Þdt0

that has zero mean, hMðtÞi ¼ 0, as illustrated in Fig. 2. This
decomposition is unique and is known as the Doob-Meyer
decomposition [39].
We now discuss an important implication of Eqs. (7)

and (10). Performing the random-time transformation

(a) (b) (c)

FIG. 1. Examples of nonequilibrium steady states. (a) Brownian
particle driven by a constant nonconservative force in a periodic
1D sawtooth potential, dX=dt ¼ μ½f − ∂xUðXÞ� þ ffiffiffiffiffiffiffi

2D
p

ξ, with
the potential UðxÞ ¼ ðU0xÞ=x� for x ∈ ½0; x�� and UðxÞ ¼
U0ð1 − xÞ=ð1 − x�Þ for x ∈ ½x�; 1�. (b) 2D transport in a force
field: dX=dt ¼ μf cosð2πYÞ þ ffiffiffiffiffiffiffi

2D
p

ξx and dY=dt ¼ ffiffiffiffiffiffiffi
2D

p
ξy.

(c) Chiral active Brownian motion described by 3 degrees of
freedom: position coordinates dX=dt ¼ μf cosðϕÞ þ ffiffiffiffiffiffiffi

2D
p

ξx,
dY=dt ¼ μf sinðϕÞ þ ffiffiffiffiffiffiffi

2D
p

ξy, and orientation angle dϕ=dt ¼
μϕωþ ffiffiffiffiffiffiffiffiffi

2Dω

p
ξω. In (b) and (c) U ¼ 0 and f is an external

nonconservative force.
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t → τ in Eq. (7) we obtain a Langevin equation for steady-
state entropy production at entropic times [31]

1

kB

dStot
dτ

¼ 1þ
ffiffiffi
2

p
ηðτÞ; ð12Þ

where η(τðtÞ) ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kB=vS(X⃗ðtÞ)

q
ξSðtÞ such that ηðτÞ is

Gaussian white noise with hηðτÞi ¼ 0 and hηðτÞηðτ0Þi ¼
δðτ − τ0Þ. Equation (12) states that a temporal trajectory
of entropy production of any nonequilibrium steady state
can be mapped to a trajectory of a drift-diffusion process
with constant drift kB and diffusion coefficient k2B, where
the mapping consists in a time-dependent, stochastic
contraction or dilation of time. This implies that all pro-
perties of Stot that are invariant under such transformation
are generic.
One such property is the distribution of entropy pro-

duction at fixed values of τ, which must be a Gaussian with
average kBτ and variance 2k2Bτ because of Eq. (12). This is
indeed the case for all three model examples, see Fig. 3(a).

Note that the distribution of entropy production at fixed
time t is very different for the three models, as shown in the
inset of Fig. 3(a). Another generic property is the distri-
bution of the global infimum of entropy production Sinf ,
previously derived using martingale theory [11] and given
by an exponential distribution PðSinfÞ ¼ eSinf=kB=kB with
mean −kB and Sinf ≤ 0 [Fig. 3(b)]. Also the supremum of
entropy production before the infimum is generic and
distributed according to

PðSsupÞ ¼ 2eSsup=kBacothð2eSsup=kB − 1Þ − 1; ð13Þ
with Ssup ≥ 0. Its average value is hSsupi ¼ ðπ2=6 − 1ÞkB≈
0.645kB. The number of times that entropy production
crosses a given threshold value is also generic. An example
is the number of times N× that entropy production crosses
from −Δ to Δ with Δ > 0. The distribution of N× is

PðN×;ΔÞ ¼
�
1 − e−Δ=kB N× ¼ 0

2 sinhðΔ=kBÞe−2N×Δ=kB N× ≥ 1:
ð14Þ

Equations (13) and (14) are in excellent agreement with
numerical simulations, as shown in Figs. 3(c) and 3(d).
With Eq. (11), we can also compute the moments of

StotðtÞ. The first moment reads simply hStoti ¼ kBhτi. The
second moment is hS2toti ¼ 2k2Bhτi þ k2Bhτ2i, see [34].
Combining these two results, the Fano factor of the entropy
production can be expressed as

1

kB

σ2Stot
hStoti

¼ 2þ σ2τ
hτi ; ð15Þ

where σ2y ¼ hy2i − hyi2 denotes the variance. The thermo-
dynamic Fano factor equality given by Eq. (15) is an exact
relation, valid for finite times, between the fluctuations of
entropy production and the fluctuations of the entropic time
τ. This equation provides further physical insight into the
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FIG. 2. Illustration of the decomposition of stochastic entropy
production. In nonequilibrium steady states, the stochastic en-
tropy production StotðtÞ (green) is given by the Boltzmann
constant kB times the sum of the monotonically increasing
entropic time τðtÞ (orange), and the martingale process MðtÞ
(blue), see Eq. (11).
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FIG. 3. Generic properties of stochastic entropy production. Distributions of (a) entropy production at fixed τ ¼ 1, (b) infimum of
entropy production, (c) supremum of entropy production before the infimum, (d) number of crossings of entropy production, with
Δ ¼ 0.2kB. The symbols are obtained from numerical simulations of the three models sketched in Fig. 1 (blue squares, model A; red
circles, model B; green diamonds, model C). The inset of (a) shows numerically estimated distributions of Stot for the three models at
fixed t ¼ 1 for comparison. The solid orange curves are the theoretical expressions (a) a Gaussian distribution with average kBτ and
variance 2k2Bτ (b) an exponential distribution with average −kB (c) Eq. (13); (d) Eq. (14). The dashed line in (c) is the theoretical
distribution of minus the infimum for comparison. In all simulations, parameters are μ ¼ I, D ¼ kBTI, where I is the identity matrix, and
f ¼ 1. In model A we chose U0 ¼ kBT and x� ¼ 0.3. In model C we chose ω ¼ 2. Here, and in the following figures, each point
represents an average over 106 simulations.

PRL 119, 140604 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending

6 OCTOBER 2017

140604-3



previously introduced finite-time uncertainty relation
σ2Stot=hStoti ≥ 2kB [26,27]. The variance obeys the equality
σ2Stot=hStoti ¼ 2kB only if the entropic time satisfies
σ2τ=hτi ¼ 0, which holds, e.g., near equilibrium. In this
case, the distribution of entropy production is Gaussian.
Another example for which σ2τ=hτi ¼ 0 is the chiral active
Brownian motion shown in Fig. 1(c).
For long times, the variance of the entropic time can be

estimated by a Green-Kubo formula as an integral over a
correlation function [34]

σ2τ
hτi ¼

2

kBhvSi
Z

∞

0

dt0½hvS(X⃗ðt0Þ)vS(X⃗ð0Þ)i − hvSi2�:

ð16Þ
Using Eqs. (15) and (16) we obtain explicit expressions for
the Fano factor as a function of the driving force for our
three models; see Fig. 4 for a comparison with numerical
simulations.
Our theory can also be applied to nonequilibrium

processes out of steady state. From Eq. (7) we derive
the general Fano factor equality

1

kB

σ2Stot
hStoti

¼ 2þ σ2τ
hτi þ

2Ω
hτi ; ð17Þ

where

Ω ¼ 1

kB

Z
t

0

dt0
Z

t0

0

dt00h−2∂t00 lnP(Xðt00Þ; t00)vS(X⃗ðt0Þ; t0)i;
ð18Þ

and τ ¼ ð1=kBÞ
R
t
0 vS(X⃗ðt0Þ; t0)dt0 is the entropic time for

non-steady-state processes. At steady state, Ω ¼ 0, and
Eq. (17) reduces to Eq. (15). Note that the argument of the
integral in Eq. (18) is the correlation of the two drift terms
in Eq. (7) at different times. In Fig. 5, we illustrate Eq. (17)
for a particle confined in a harmonic trap, where the
stiffness of the trap is instantaneously quenched from a
value κi to a value κf. When κf > κi, one hasΩ > 0, so that
the Fano factor of entropy production is larger than two
according to Eq. (17). When instead κf < κi, one has
Ω < 0, and the Fano factor of entropy production is lower
than two.
For nonequilibrium processes starting at thermal equi-

librium and undergoing a defined protocol to a final state,
one has TStot ¼ W − ΔF, where W is the work performed
during the protocol and ΔF is the change of equilibrium
free-energy F ¼ hUieq þ kBThlnPieq associated with the
final and initial states [40–42]. Here, h·ieq denotes an
equilibrium average over the Boltzmann distribution. For
such protocols, Eq. (17) implies

ΔF ¼ hWi − σ2W
2kBT

þ kBT
2

ðσ2τ þ 2ΩÞ: ð19Þ
Note that ΔF also obeys Jarzynski’s equality ΔF ¼
−kBT lnhe−W=kBTi [40], which has the form of a cumulant

generating function. Comparing it with Eq. (19), one can
relate the term in parenthesis in (19) to a sum of cumulants
of W=kBT of order 3 and higher. This sum vanishes if the
work distribution is Gaussian [40].
We have shown that, in steady-state Langevin processes,

entropy production is governed by a Langevin equation

0 2 4 6 8 10 12 14

2

2.2

2.4

2.6

F
an

o 
fa

ct
or

FIG. 4. Thermodynamic Fano factor equality. Long-time Fano
factor of entropy production σ2Stot=ðkBhStotiÞ as a function of the
external force f. The symbols are obtained from numerical
simulations of the models shown in Fig. 1(a) (blue), Fig. 1(b)
(red), and Fig. 1(c) (green). The solid lines are the prediction of
Eq. (15) and have been calculated by means of Eq. (16) (see [34]).
All the parameters of the numerical simulations except of the
external force f are the same as in Fig. 3.
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FIG. 5. Fano factor of stochastic entropy production out
of steady state. The position of a Brownian particle is governed
by the equation dX=dt ¼ −μκfX þ ffiffiffiffiffiffiffi

2D
p

ξ with μ ¼ 1 and
D ¼ μkBT. The particle is initially at equilibrium with stiffness
κi ¼ 1 (see inset). (a) Comparison between the exact value
(orange line) of the long-time Fano factor of entropy production
and the value obtained from numerical simulations (brown
triangles) as a function of κf. The exact value is given
by σ2Stot=kBhStoti ¼ ðκf=κi − 1Þ2=½ðκf=κi − 1Þ − logðκf=κiÞ�; see
Supplemental Material for details [34]. In simulations we
measure hτi, σ2τ , and Ω and use Eq. (17). The horizontal purple
line is set to 2 for comparison. (b) Behavior of σ2τ=hτi (solid line)
and 2Ω=hτi (dashed line) as a function of κf .
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which only depends on the system’s details via the entropic
drift vS. As a consequence, all system-specific features of
stochastic entropy production can be absorbed into a single
stochastic quantity, the entropic time τ. Entropy produc-
tions of different systems at equal entropic time have the
same statistics, and all properties independent of the
entropic time are generic. Fluctuations of the entropic time
uniquely determine the Fano factor of entropy production,
providing physical insight for previously obtained bounds
[16,17,23–27].
We have demonstrated our results for coupled over-

damped Langevin equations but expect our results to hold
more generally for continuous processes, as is the case for
the infimum of entropy production [11]. Using the Doob-
Meyer decomposition of entropy production, our definition
of entropic time can also be generalized to underdamped
systems [43,44] and jump processes [45]. Our results can
be experimentally tested, for example, with optical tweezers
[6–8,46,47], feedback traps [9], single-electron transistors
[10], and light-activated phototactic microparticles [48].
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