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#### Abstract

A real time system is proposed to detect moving vehicles that violate the speed limit. A dedicated digital signal processing chip is used to exploit computationally inexpensive image-processing techniques over the video sequence captured from the fixed position video camera for estimating the speed of the moving vehicles. The moving vehicles are detected by analysing the binary image sequences that are constructed from the captured frames by employing the inter-frame difference or the background subtraction techniques. The detected moving vehicles are tracked to estimate their speeds. This project deals with the tracking and following of single object in a sequence of frames and the velocity of the object is determined. The proposed method varies from previous existing methods in tracking moving objects, velocity determination and number plate detection. From the binary image generated, the moving vehicle is tracked using image segmentation of the video frames. The segmentation process is done by using the thresholding and morphological operations on the video frames. The object is visualized and its centroid is calculated. The distance it moved between frame to frame is stored and using this velocity is calculated with the frame rate of video.The images of the speeding vehicles are further analysed to detect license plate image regions. The entire simulation is done in matlab and simulink simulation software.
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## Introduction

This project deals with the single vehicle object tracking and velocity of that object and also detecting license plate regions. The evaluation is performed on matlab/Simulink software. The vehicle speed detectors could be categorized into two types:1) hardware-based detectors and 2) software-based detectors. The former is based on the electromagnetic principles and requires a dedicated hardware. The latter, which is adopted in this paper, performs vehicle detection using complex image- processing techniques over images or videos captured from camera and it requires high power computing processors. Software-based vehicle detector is nonintrusive and does not require roadway disruption for installation or maintenance, but the performance of image analysis algorithms can suffer from poor weather, darkness, glare, or shadows. Furthermore, high power computing processors are needed to per- form computationally complex image processing algorithms in real time.

Images of speeding vehicles are further analyzed to detect the license plate region according to the color of license plates. We avoid employing computationally complex license plate recognition techniques. In general, license plate recognition techniques consist of two main parts: 1) detecting license plate regions and 2) recognizing license numbers. For license plate region detection, several methods have been proposed, such as template matching, Hough transform, histogram analysis, morphological operations and neural network .They have been developed to detect license plates based on the features of license plate characteristics or statistical representations, including edge detection, and color. License plate number recognition methods generally employ approaches that are similar to those used in license plate detection by only focusing on the character characteristics of license plates. All of the above techniques are computationally expensive and require high power computing processor whose energy consumption is very high. To save energy and keep the system functional without any interruption caused from power break, only license plate regions are detected by using computationally inexpensive image processing techniques

## OBJECTIVE

The objective of this project is to develop an algorithm for tracking of an object and determining the velocity of moving object in sequence of frames. All the evaluation has to be performed on MATLAB/SIMULINK software, which is capable of doing onboard calculations. It has special functions for handling graphics up to ten-times faster than others. Algorithms can be extended for real time applications.

## III. EXISTING METHOD

In this section, image processing techniques, which are used for binary image extraction for moving vehicle object, is introduced. To keep the energy consumption as low as possible, image processing techniques with high computational costs are avoided. Practical solutions that result in low energy consumption are developed and employed.

## PARTITIONING THE ROAD INTO DISJOINT REGIONS

In order to reduce the computational cost and alleviate the measurement problems caused by multiple vehicles moving side by side or one after each other, the road area is partitioned into disjoint regions. The parts of the image that do not belong to any region are not considered in the calculations to reduce the computational cost, and each region is processed separately. The road partitioning layout used in this paper is shown in Figure. 3.1. The road is partitioned into two regions to represent each lane independent from the other lane, i.e., Ro (region painted with light-blue color) and Ri (region painted with dark-blue color).


Figure 3.1 Partitioning the road area into two regions, i.e., the light blue region labeled with $\mathrm{R}_{0}$ and the dark blue region with $R_{i}$

The setup shown in Figure.3.1 has other advantages besides less computational costs of mathematical calculations. Such a partitioning makes the parameter estimation to be performed on a local region, which has almost constant illumination on all over the region. This makes the parameter estimation robust. Furthermore, the setup confines only one car in each region for the cases of vehicles was passing nearby or vehicles following each other in the same lane. The distances between start and end of the regions are set as short as possible to not let any vehicle change its region before the speed measurement is performed. Such a method also benefits from automatically handling multi-vehicles on the road.

## BINARY IMAGE GENERATION

The speed measurement is performed in binary image do- main, i.e., each pixel is transformed into either " 1 " or " 0 " according to its motion information. To binarize the incoming input image and only detect the moving pixels, two different techniques are used: 1) inter-frame difference and 2) background subtraction.

## Inter-frame Difference Technique

Let us assume that the input RGB image from the camera through a video card is represented as $X_{t}(R G B)$ of size $X_{H} \times X_{W}$ at time $t$.Furthermore, considering the region of interest, as shown in Figure. 3.1 (e.g., Ro ), let $I^{(R G B)}{ }_{t}$ be the sub-image of size $\mathrm{H} \times \mathrm{W}$ referring to the pixel intensity values of the spatial region labeled with Ro. The difference image between consecutive frames at times $t$ and $t-1$ is computed by taking the absolute valued difference of gray scale representations of frames. The RGB image I (RGB) is converted to gray scale image It by using simple averaging of color channels,

$$
\begin{equation*}
\left(\mathrm{I}_{\mathrm{t}}^{(\mathrm{R})}+\mathrm{I}_{\mathrm{t}(\mathrm{G})}+\mathrm{I}_{\mathrm{t}}^{(\mathrm{B})}\right) / 3 \tag{3.1}
\end{equation*}
$$

Where $I_{t}{ }^{(R)}, I_{t}^{(G)}$ and $I_{t}^{(B)}$ are the intensity values for $R, G$ and $B$ channels respectively.
After the conversion to gray scale, the previous frame It-1 is subtracted from the current frame It to create an absolute- valued difference DIt,t-1, i.e.,

$$
\begin{equation*}
\text { DIt,t-1 }=|\mathrm{It}-\mathrm{It}-1| \tag{3.2}
\end{equation*}
$$

Once the difference image is obtained, thresholding is applied to differentiate the moving pixels from the non-moving pixels. This process generates a binary difference image BDIt,t-1 using a threshold value
$\tau$ (DIt,t-1). The threshold value $\tau\left(\mathrm{DI}_{\mathrm{t}, \mathrm{t}-1}\right)$ is statistically obtained as

$$
\mathrm{T}\left(\mathrm{DI}_{\mathrm{t}, \mathrm{t}-1}\right)=\quad \mu\left(\mathrm{DI}_{\mathrm{t}, \mathrm{t}-1}\right)+\sigma\left(\mathrm{DI}_{\mathrm{t}, \mathrm{t}-1}\right)
$$

$$
\begin{align*}
\mu\left(\mathrm{DI}_{\mathrm{t}, \mathrm{t}-1}\right) & =\frac{\Sigma_{\mathrm{y}=1}^{\mathrm{H}} \Sigma^{\mathrm{W}}{ }_{\mathrm{x}=1} \mathrm{DI}_{\mathrm{t}, \mathrm{t}-1}(\mathrm{y}, \mathrm{x})}{\mathrm{HW}}  \tag{3.3}\\
\sigma\left(\mathrm{DI}_{\mathrm{t}, \mathrm{t}-1}\right) & =\frac{\sqrt{ }\left(\left(\Sigma_{\mathrm{y}=1}^{\mathrm{H}} \Sigma^{\mathrm{W}}{ }_{\mathrm{x}=1}\left(\mathrm{DI}_{\mathrm{t}, \mathrm{t}-1}(\mathrm{y}, \mathrm{x})-\mu\left(\mathrm{DI}_{\mathrm{t}, \mathrm{t}-1}\right)\right)^{2}\right.\right.}{\mathrm{HW}-1}
\end{align*}
$$

Where $\mu($ DIt,t-1 $)$ and $\sigma($ DIt,t-1 $)$ are the mean and the standard deviation of the difference pixels, respectively, and ( $y$, $x$ )is the spatial coordinate. The definition of standard deviation given in (3.3) requires mathematical operations of square root and square. These operations are expensive in computation and require more energy consumption. Thus we modify it as

$$
\begin{align*}
& \sigma\left(\mathrm{DI}_{\mathrm{t},-\mathrm{t}-1}\right)=\sum_{\mathrm{y}=1}^{\mathrm{H}} \Sigma_{\mathrm{x}=1}^{\mathrm{W}} \mid\left(\mathrm{DI}_{\mathrm{t},-1-1}(\mathrm{y}, \mathrm{x})-\mu\left(\mathrm{DI}_{\mathrm{t},-\mathrm{t}-1}\right) \mid\right.  \tag{3.4}\\
& \mathrm{HW}-1 \\
& \text { Using the threshold } \tau(\mathrm{DIt}, \mathrm{t}-1), \text { the binary difference image BDIt,t-1 } \text { is created as }  \tag{3.5}\\
& \mathrm{BDI}_{\mathrm{t}, \mathrm{t}-1}(\mathrm{y}, \mathrm{x})= \begin{cases}1 & \text { if } \mathrm{DI}_{\mathrm{t},-1-1}(\mathrm{y}, \mathrm{x}) \geq \tau\left(\mathrm{DI}_{\mathrm{t},-1-1}\right) \\
0 & \text { otherwise }\end{cases}
\end{align*}
$$

Figure 3.2 shows the binarization process of the frame difference using two consecutive RGB frames. Figure 3.2(a) and (b) shows the current and previous frames, respectively. The binary difference image according to (3.2) is shown in Figure 3.2(c). The thresholding process according to (3.5) generates a binary image as shown in Figure 3.2(d) for further processing. Generating a binary difference image using the interframe difference technique only requires a single frame memory to store the previous frame.


Figure.3.2 Illustration of generating difference and binary difference images using inter-frame difference technique, (a) Current RGB image. (b) Previous RGB image (c) Difference image using (3.2). (d) Binary difference image using (3.5)
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Figure.3.3 Illustration of generating difference and binary difference images using background subtraction technique, (a) Current RGB image. (b) Background RGB image (c) Difference from the background image using (6). (d) Binary difference image using (3.7)

## Background Subtraction Technique

Inter-frame difference-based binary image generation produces an abstract representation of moving objects. A better approach is to perform background subtraction, which identifies moving objects from the portion of a video frame that significantly differs from a background model. It involves comparing an observed image with an estimate of the background image to decide if it contains any moving objects. The pixels of the image plane where there are significant differences between the observed and estimated images indicate the location of the objects of interest.

Let us assume that the background image $B_{t}$ of a specific scene is constructed. The current gray scale image It at time $t$ is subtracted from the background image Bt as

$$
\begin{equation*}
\mathrm{BSt}=\| \mathrm{Bt}-\mathrm{It} \mid \tag{3.6}
\end{equation*}
$$

To find the absolute-valued difference image between It and Bt . The difference image is binarized using the same approach in (5), i.e.

$$
\mathrm{BDI}_{\mathrm{t},-\mathrm{t}-1}(\mathrm{y}, \mathrm{x})=\left\{\begin{array}{c}
1 \text { if } \mathrm{BS}_{\mathrm{t}}(\mathrm{y}, \mathrm{x}) \geq \tau\left(\mathrm{BS}_{\mathrm{t}}\right)  \tag{3.7}\\
0 \text { otherwise }
\end{array}\right.
$$

Where $\tau(\mathrm{BSt})$ is a statistical threshold that is calculated according to (3.3), and BBSt is a binary difference image.

Figure.3.3 shows the binarization process of the background subtraction technique. Figure 3.3(a) and 3.3(b) shows the current and background images, respectively. The difference image according to (3.6) is shown in Figure 3.3(c). The thresholding process according to (3.7) generates a binary image that is shown in Figure 3.3(d) for further processing.

The background image is updated according to BBSt using BSt and It as
$\mathrm{B}_{t+1}(\mathrm{y}, \mathrm{x})=\left[\begin{array}{c}\alpha \mathrm{B}_{\mathrm{t}}(\mathrm{y}, \mathrm{x})+(1-\alpha) \mathrm{I}_{\mathrm{t}}(\mathrm{y}, \mathrm{x}), \\ \mathrm{B}_{\mathrm{t}}(\mathrm{y}, \mathrm{x}), \\ \text { otherwise }\end{array}\right.$ if $\operatorname{BBS}_{\mathrm{t}}(\mathrm{y}, \mathrm{x})=0$
Where $\mathrm{Bt}+1$ is the updated background image, and $\alpha \in[0,1]$ is an update factor that is settled as $\alpha=$ 0.95 in this method.

## IV.ALGORITHMS FOR TRACKING MOVING OBJECT

## TRACKING THE MOVING OBJECT

This section explains the algorithms to track the single object and to estimate the velocity of moving object. The sequential approach to track the moving objects and the velocity of objects are as follow.
Segmentation: To separate multiple regions in image
Feature Extraction: To analyse the regions in image
Tracking: Analysing the position, velocity and moving direction of object

## Segmentation

To perform the segmentation operation, frame difference algorithm is implemented as it takes less processing time. Frame difference algorithm performs separation of two sequential frames and the frame difference algorithm for the segmentation is explained as follow

1. Read the input images
2. For (present position=initial position: final position)
(a) Difference between the pixels values at present position of two images is calculated
(b) Calculate the absolute value.
(c) Store the difference in new image at same pixel position that is at present position

## Feature Extraction

Every object has a specific feature which is used to visualize the object and used for tracking. After performing the segmentation, a rectangular bounding box is plotted with the dimensions of the object produced in the residual image. Algorithm for the bounding box is as followed

1. Read the image difference
2. For (present position=initial value: final value) of Y resolution
3. For (present position=initial value: final value) of $X$ resolution
(a) Calculate the sharp change in intensity of image from top and bottom
(b) Store the values in an array
4. Height of the bounding box is = bottom value- top value
5. For (present position=initial value: final value) of $X$ resolution
6. For (present position=initial value: final value) of Y resolution
(a) Calculate the sharp change in intensity of image from left and right
(b) Store the values in an array
7. Width of the bound box = right value - left value
8. Using the dimensions, draw boundary to the image

Initial value: the starting position of the pixel in an image.
Final value: the ending position of the pixel in an image.
Height $=$ top value - bottom value
Width $=$ right value - left value
9. Add the height value with the top value and store it in a variable like mid top
10. Add the width value to the left value and store it in a variable like mid left
11. Assign the max intensity to the pixel at pixel value at (mid top, mid left)

## Distance Calculation

The distance travelled by the object is determined by using the centroid. It is calculated by using the Euclidean distance formula. The variables for this are the pixel positions of the moving object at initial stage to the final stage. Algorithm for calculating distance is explained as follow

1. Read the centroid position of each image.
2. Calculate the distance between two centroid images
3. For (present position $=$ initial value - final value) of $X$ resolution
4. For (present position = initial value - final value) of Y resolution
5. Calculate change in distance by

Distance $=\sqrt{ }\left(\left(\mathrm{X}_{2}-\mathrm{X}_{1}\right)^{2}+\left(\mathrm{Y}_{2}-\mathrm{Y}_{1}\right)^{2}\right)$
Where $\mathrm{X}_{1}=$ previous pixel position and $\mathrm{X}_{2}=$ present pixel position in width
$\mathrm{Y}_{1}=$ previous pixel position and $\mathrm{Y}_{2}=$ present pixel position in height
6. Store all the distance values in an Array.

## Determination of Velocity

Velocity of moving object is determined using the distance travelled by the centroid to the frame rate of the video. Algorithm for calculating velocity is explained as follow

1. Read the distance travelled by the object

Velocity = distance travelled/frame rate
2. Save the value in an array
3. The velocity of moving object in the sequence frames is defined in pixels / second

The velocity of the moving vehicle objects can also be calculated as shown in the equations below.
Distance between vehicle and starting point measured in kilometer
Distance $=\mathrm{D} f *\left(\mathrm{D} / \mathrm{D}_{\mathrm{x}}\right) *\left(\mathrm{P}_{\mathrm{n}}-\mathrm{P}_{0}\right)$
Time that vehicle spent in order to move to P n in unit of hour
Time $=\mathrm{T} f *\left(\mathrm{t}_{\mathrm{n}}-\mathrm{t}_{0}\right)$
Vehicle speed measured in format of kilometer per hour
Speed $=$ Distance $/$ Time (Kilometer per Hour)
Where D is the real distance between two marking points (start point and end point) measured in meter
$\mathrm{D}_{\mathrm{x}}$ is the distance between two marking points measured in pixels
$\mathrm{X} \quad$ is the width of the video scene measured in pixels
$\mathrm{Y} \quad$ is the height of the video scene measured in pixels
$P_{o}$ is the right most of the vehicle position at time $t=0$ measured in unit of pixels
$P_{n}$ is the right most of the vehicle position at time $t=n$ measured in unit of pixels.
t n is the tickler (timestamp) saved at time $\mathrm{t}=\mathrm{n}$ measured in unit of milliseconds
t n is the tickler (timestamp) saved at time $\mathrm{t}=\mathrm{n}$ measured in unit of milliseconds
$\mathrm{D} f$ is the distance conversion factor from meter to kilometer, which is $(1.00 /(1000.00 * 60.00 * 60.00)$ ) $\mathrm{T} f$ is the time conversion factor. In this case, the conversion is from millisecond to hour, which is (1.00/1000.00)

## V. NUMBER PLATE REGION EXTRACTION

The image of a vehicle with number plate is taken. Then the part of the image containing the number plate is extracted by using the image edges detection, image masking, dilation process and the image of the number plate is plotted. From the plotted image, the image of the number plate is extracted. Then the binary image of the number plate is extracted from the image of the number plate


Figure.5.1 The process of number plate region extraction
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## VI.RESULTS AND DICUSSION

Object tracking, the main application for security, surveillance and vision analysis, is evaluated on MATLAB/SIMULATION. In this, a video is recorded using digital camera. The recorded video frames are converted into individual frame and then converted into Gray Scale (Intensity) format images. The images are used as input for the frame difference for the separation of foreground and background objects. A rectangular bounding box is plotted around the foreground objects produced from frame difference. By using the dimensions of rectangular bounding box, a centroid is plotted. The position of the centroid is stored in the array and the distance is calculated using Euclidean distance formula. The velocity of the object movement from frame to frame is calculated by using the distance and frame rate of the recorded video. The velocity is stored in the array. Velocity of moving object is in 2-dimension (since camera is static). Figure 7.1 shows the step by step process of tracking a moving object. The simulated output acquired from matlab and Simulink for velocity determination is shown in Figure 7.2

## SPEED CALCULATION



Figure 6.1. Step by step diagrams during evaluation and implementation


Figure 6.2 The simulated output for vehicle speed esimation using the matlab and simulink software.
The vehicle speed estimation using the previous existing method and the proposed method using both background subtraction and inter-frame difference technique for binary image generation is shown in the table . The proposed method has less error rate and more accuracy in detecting vehicle speed.

Table 6.1 comparision of average error for estimating vehicle speed using existing and proposed method

| Vehicle speed estimation technique | Average Error |  |
| :--- | :--- | :--- |
|  | Background Subtraction | Inter-frame difference |
| Existing method | 1.43 | 1.35 |
| Proposed method | 0.45 | 1.26 |

## NUMBER PLATE REGION EXTRACTION

In general, license plate recognition techniques consist of two main parts: Detecting license plate regions and Recognizing license numbers. A mathematical model is proposed for license plate detection in the proposed method. Number plate region is extracted by using the image edges detection, image masking, dilation process and the image of the number plate is plotted .The binary image of the number plate region is extracted from the image of the plotted number plate. The simulated output from matlab is shown in Figure. In the Figure ,the image of a vehicle with number plate is taken and the part of the image containing the number plate is extracted by using the image edges detection, image masking, dilation process and the image of the number plate is plotted as shown in Figure. From the plotted image, the image of the number plate is extracted and the binary image of the number plate is extracted from the image of the number plate as shown in Figure 7.3.


Figure 6.3 The extracted number plate binary image using the matlab software

## VII.CONCLUSION

Tracking of moving object is evaluated on MATLAB/SIMULATION which is a major application in security, surveillance and vision analysis. Object tracking, the main application for security, surveillance and vision analysis, is evaluated on MATLAB/SIMULINK and by using the code composer studio, the interface we can deploy the algorithms from the workstation to TMS320C6416T processor. Algorithms are developed for improving the image quality, segmentation, feature extraction and for determining the velocity. The implementation is performed by removing noise in image and separating foreground and background objects. The object is visualized and its centroid is calculated. The distance it moved between frame to frame is stored and using this velocity is calculated with the frame rate of video. The velocity of moving object in 2-dimension (since the camera is static) is determined.
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