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Abstract 

In multivariate stratified sampling, the major concern is on the problem of estimation of more than one 

population characteristics which often make conflicting demands on sampling technique. In this type 

of survey, an allocation which is optimum for one characteristic may not be optimum for other 

characteristics. In such situations a compromise criterion is needed to work out a usable allocation 

which is optimum for all characteristics in some sense. This study is focuses on the efficiency of some 

techniques for optimum sample allocation which are Yates/Chatterjee, Booth and Sedransk and Vector 

maximum criterion (VMC) on the set of real life data stratified into six strata and two variates with 

desired variances using: (i) method of minimum variance with fixed sample size and (ii) an arbitrary 

fixing of variances. The stratum sample sizes nh among the classes were obtained to examine the 

criterion that will produce the smallest n. In this paper, it was discovered that VMC and Booth and 

Sedransk are superior to Yates/Chatterjee. Even though, no universal conclusion can be drawn, the 

work clearly brings out the fact that the best allocation is not always obvious and that sufficient care is 

necessary in the choice of allocation of the sample sizes to different strata with several items. 

Keywords:- Stratified Survey; Optimum Allocation; Vector Maximum Criterion (VMC); 

Yates/Chatterjee;Booth and Sedransk 

Introduction 

In multivariate sampling, more than one population characteristics are estimated. These 

characteristics may be of conflicting nature (Sukhatme, 1970). When stratified sampling is used, a 

procedure that is likely to decrease the variance of the estimate of one characteristic may very well 

increase the estimate of another. 

The problem of optimum allocation of sample sizes in a sample survey when a single 

characteristics is being studied under a given sampling procedure is well defined; It is that which 

minimize the cost of the survey for a desired precision or the variance of the sample estimate for a 

given budget of the survey. Meanwhile, typical univariate optimum sample allocation strategy failed 

when a number of characteristics are simultaneously under study as in the most survey situation where 

the possibility of irreconcilable individual allocation between characters (variables) become real. 
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In light of this, several optimality criteria have been developed over the years by different 

authors in a survey where many variables are under study, these includes: Neyman (1934), Dalenius 

(1957) Yates (1960); Kokan and Khan (1967), Chatterjee (1968), Adelakun (2001) etc.  

However, this study is anchored on the efficiency of some techniques of optimum sample 

allocation when desired variances are set to see which method is superior in producing the best 

(optimal) allocation for a given desired variance. 

In stratified sampling, the values of the sample size nh in the respective strata are chosen by 

the sampler. They may be selected to minimize variance of (V(ȳst))for a specified cost of taking the 

sample or to minimize the cost for a specified value of V(ȳst). Thus, it is generally considered in these 

two forms:- 

(i) Fixed precision-Least cost formulation:- Given the cost function C = Co + ∑ Chnh and 

some prescribed value (V) for the variance of the stratified sample means, we determine 

the stratum sample sizes such that the cost function C = Co + ∑ Chnh is minimized. 

(ii) Fixed cost-Best precision formulation:- Given the cost function C = Co + ∑ Chnh and a 

fixed budget c, we determine the stratum sample size such that the variance of the 

stratified sample mean is at the minimum. 

Several optimality criteria are found in the literature which were contributed by various 

authors to allocation problems through compromise solution, loss function and iterative solution. 

The use of linear programming in sample survey to determine allocations when several 

characters are under study was first suggested by Dalenius (1953), and Nordbotten (1956) 

illustrated this approach by a numerical example. Non linear programming techniques can also be 

used to solve allocation problems in sample surveys, and this possibility was briefly mentioned by 

Dalenius (1957) who suggested minimizing a weighted average of precision. 

Kokan (1963) define an optimum allocation for a multivariate survey as one that minimizes 

the cost of obtaining estimates with error smaller than previously specified numbers at a 

previously specified confidence level. He then showed how information on the various stratum 

variances could be used to obtain near optimum allocation. The multivariate sampling problem 

was proposed as a non-linear multi-objective programming problem by Kokan and Khan (1967). 

A compromise allocation was suggested by Cochran (1977) for various characters, whereas 

Omule (1985) used dynamic programming to obtain a compromise allocation. Khan et al; (1997) 

used integer programming to obtain a compromise solution in multivariate stratified sampling. 

Daiz etal (2006) proposed stochastic programming approach to the allocation problem. 

Yates (1960) in his approach suggested that the sampler specifies the variances that he wants 

for the estimates of each variate while Chatterjee (1968) following Yates (1960), et al illustrates a 

method of allocation in multivariate surveys that minimize the cost of obtaining estimates with 

variances not bigger than previously specified numbers. The various stratum variances are 

assumed known. 

In a related problem, Booth and Sedransk (1969) pointed out that in default of a computer 

program a good approximation to the solution of Yates can often be obtained. 

Adelakun (2001) proposed an alternative solution seen as a compromise solution designed as 

vector maximum criterion (VMC) which is a modification of the criterion advanced by Yates 
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(1961, 1967) and Chatterjee (1972, 1987). In the VMC, normalized vectors are to be used as 

weight rather than arbitrary numbers used by Yates and assumed by Chatterjee VMC differs from 

Yates criterion because it provides a base for deciding the choice of allocation when the sample 

size is specified in advance. It also provides a basis for judging the reasonableness of specified 

precision. 

2.0 THE DATA AND METHODS USED FOR THE EMPIRICAL STUDY (MATERIAL 

AND METHODS) 

2.1 Data Source 

In this empirical study, five sets of real life data were used. Each set of data was divided into 

two variates and was stratified into six strata. The data were drawn from a survey on education 

and incidence. 

The first set of data shown in table 1 deals with performance of student in Mathematics by sex 

in Abuja Secondary School JSCE for the year 2001/02. The percentage of male that passed (X1) 

was taken as the first variate while that of female was taken as the second variate (X2) and the 

data were stratified into six strata as shown below:- 

Table 1: Student performance in Mathematics by sex in Abuja secondary school JSCE for year 

2001/2002 

Stratum No Nh Wh S1h S2h 

Abaji (1)           3          0.1000        19.9440        15.1652 

Municipal (2)          12          0.4000        25.1702        23.8943 

Gwagwalada (3)           5          0.1667        21.8147        38.8280 

Kuje (4)           2          0.0667        53.5351        15.2947 

Kwali (5)           4          0.1333         9.3707        30.1106 

Bwari (6)           4          0.1333        26.6815        12.9823 

 

The second set of data shown in Table 2 deals with percentage passed in English (𝑋1)  and 

Mathematics (𝑋2)  mock result in Abuja Secondary Schools for years 2002 and 2004. The 

proportion passed in English (𝑋1)  was taken as the first variate while that of Mathematics (𝑋2)  

was taken as second variate and the data were stratified into six strata as shown below:- 

Table 2: Percentage passed in English and Mathematics Mock Result in Abuja secondary 

school for year 2002 and 2004. 

Stratum No 𝑁ℎ 𝑊ℎ 𝑆1ℎ 𝑆2ℎ 

Abaji (1)           6          0.094        41.9082        18.7951 

Municipal (2)          28          0.438        12.5502        17.4111 

Gwagwalada (3)          10          0.156        26.2175        29.0423 

Kuje (4)           8          0.125        17.2009        21.2556 

Kwali (5)           6          0.094        16.5918        26.3106 

Bwari (6)           6          0.094        12.1168        18.7296 

The third set of data shown in Table 3 deals with poverty incidence by state for the year 1996 (𝑋1) 

and 2004 (𝑋2). The data on year 1996 (𝑋1) was taken as the first variate and that of the year 2004 

(𝑋2) was taken as the second variate. The data were stratified into six strata as shown below:- 
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Table 3: Poverty Incidence by state for the year 1996 and 2004. 

Stratum No 𝑁ℎ 𝑊ℎ 𝑆1ℎ 𝑆2ℎ 

NW (1)           7          0.19        7.0446        15.6653 

NE  (2)           6          0.16        8.9556        12.5675 

NC  (3)           7          0.19        9.3761        16.1231 

SW (4)           6          0.16        8.0928        13.7378 

SE   (5)           5          0.14        2.8482        9.1739 

SS   (6)           6          0.16       10.1103        9.0433 

The fourth set of data shown in Table 4 deals with primary enrolment ratio by State and Sex. 

The male ratio (𝑋1) was taken as the first variate and female ratio (𝑋2) as the second variate while 

the data were stratified into six strata as follows:- 

Table 4: Primary Enrolment ratio by state and sex. 

Stratum No 𝑁ℎ 𝑊ℎ 𝑆1ℎ 𝑆2ℎ 

NW (1)           7          0.19        10.7281        12.5254 

NE  (2)           6          0.16        11.2073        11.9057 

NC  (3)           7          0.19        11.3669        14.1095 

SW (4)           6          0.16          3.5408          4.7972 

SE   (5)           5          0.14          2.3391          5.2223 

SS   (6)           6          0.16          2.2602          2.2548 

 

The last set of data shown in Table 5 deals with sets of scores of 180 students in the promotion 

examination which were randomly selected from six schools in Municipal Area Council of Abuja. 

The scores in English (𝑋1) was taken as the first variate while that of Physics (𝑋2) was used as 

second variate and the data were stratified into six strata as shown below:- 

 

Table 5: Scores of 180 students in the promotion Examination from six schools in Municipal 

Area Council, Abuja. 

Stratum No 𝑁ℎ 𝑊ℎ 𝑆1ℎ 𝑆2ℎ 

          1          30          0.1667        9.4034        9.9547 

          2          28          0.1667        7.3928        8.4547 

          3          30          0.1667        9.3207        8.7057 

          4          30          0.1667        8.1439        9.1955 

          5          30          0.1667      11.7671      13.3782 

          6          30          0.1667      13.0227        9.3105 

 

2.2 Statistical Analysis 

For each of the five sets of data used, desired variances were set using:- 

(i) Method of minimum variance calculation with a given sample of size n i.e. 

𝑉𝑚𝑖𝑛(ȳ𝑠𝑡) =
(∑ 𝑊ℎ𝑆𝑖ℎ)2

𝑛
−

(∑ 𝑊ℎ𝑆2
𝑖ℎ)

𝑁
      (𝑖 = 1,2) 

 Where 𝑊ℎ is the stratum weight 
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   𝑆2
ℎ is the true variance. 

           N is the total number of units. 

(ii)      Arbitrary variances fixed. 

   The three techniques namely:- 

(a)         Yates/Chatterjee techniques 

(b)        Booth and Sedransk techniques 

(c) Vector maximum criterion (VMC) were applied to each set of the data with their set 

desired variances. 

2.2.1 Yates/Chatterjee procedure:- 

1. Set the desired variances to be used 

2. Obtain the resulting variances for a sample of size n i.e.  

𝜆𝑉(ȳ𝑠𝑡) = ∑
𝑊2

ℎ𝑆2
𝑖ℎ

𝑛ℎ
=

1

𝑛
∑

𝑊2
ℎ𝑆2

𝑖ℎ

𝑛ℎ
𝑛

− − − − − − − −           (2) 

 

3. Obtain  
1𝑛ℎ

𝑛
=

𝑊ℎ𝑆1ℎ

∑ 𝑊ℎ𝑆𝑖ℎ
  and  

2𝑛ℎ

𝑛
=

𝑊ℎ𝑆2ℎ

∑ 𝑊ℎ𝑆𝑖ℎ
− − − − − − − − − − − − − −          (3) 

 

 

4. Obtain the values of 𝜆 

 

 

5. Obtain 𝑛ℎ =
√𝜆(1𝑛ℎ)2+(1−𝜆)(2𝑛ℎ)2𝑛

∑ √𝜆(1𝑛ℎ)2+(1−𝜆)(2𝑛ℎ)2
 ……………………………………                 (4) 

2.2.2 Booth and Sedransk Procedure:- 

1. Set the desired variances to be used. 

2. Obtain 𝑎1 = 𝑉2 𝑉1 + 𝑉2⁄  𝑎𝑛𝑑 𝑎2 = 𝑉1 𝑉1 + 𝑉2⁄ .where 𝑉1and 𝑉2 are the variances for 

variate 1 and 2 respectively. 

3. Obtain 𝑉∗ = 2 𝑉1𝑉2 𝑉1 + 𝑉2⁄  ……………………………………………      ..(5) 

4. Equate 𝐿 = 𝑎1𝑉(ȳ1𝑠𝑡) + 𝑎2𝑉(ȳ2𝑠𝑡) = 𝑉∗…………………………………  ..(6) 

Where L is the quadratic loss function. 

5. Obtain (∑ 𝑊ℎ𝐴ℎ)2 where 𝐴ℎ = √∑ 𝑎𝑖𝑆2
𝑖ℎ

2
𝑖=1  ……………………………    (7) 

6. Obtain 𝑛 = (∑ 𝑊ℎ𝐴ℎ)2 𝐿⁄ ……………………………………………………(8) 

 

7. Hence, obtain 𝑛ℎ=𝑛 (
𝑊ℎ𝐴ℎ

∑ 𝑊ℎ𝐴ℎ
) ………………………………………………  (9) 

2.2.3 Vector Maximum Criterion (VMC) procedures. 

1. Obtain the value of the efficient feasible point for a total sample size of n. i.e.  
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                                                  𝑛ℎ =
𝑛(∑ 𝛼𝑖𝑆2

𝑖ℎ
2
𝑖=1 )

1
2⁄

𝑁ℎ

∑ (∑ 𝛼𝑖𝑆2
𝑖ℎ

2
𝑖=1 )

1
2⁄𝐿

ℎ=1

=
𝑛(∑ 𝛼𝑖𝑆2

𝑖ℎ)
1

2⁄
𝑊ℎ

∑ 𝑊ℎ(∑ 𝛼𝑖𝑆2
𝑖ℎ

𝑝
𝑖=1 )

1
2⁄
 ………          .(10) 

Where 𝛼𝑖 is the weight for the variate 𝑖 ̇such that ∑ 𝛼𝑖 =1 

  𝑉(ȳ𝑠𝑡) =
∑ 𝑊2

ℎ𝑆2
𝑖ℎ

𝑛ℎ
 = 

(∑ 𝑊2
ℎ𝑆2

ℎ) ∑ 𝑊ℎ(∑ 𝛼𝑖𝑆2
𝑖ℎ)

1
2⁄

𝑊ℎ(∑ 𝛼𝑖𝑆2
𝑖ℎ)

1
2⁄

………………………(11) 

 

2. For several values of 𝛼𝑖 obtain corresponding values of 

n𝑉(ȳ1𝑠𝑡), n𝑉(ȳ2𝑠𝑡) and 𝑛𝑉(ȳ1𝑠𝑡) 𝑛𝑉(ȳ2𝑠𝑡)⁄ . 

3. Present the values in a table called efficient point tables. 

4. Set the desired variances. 

5. Obtain the actual values of 𝑉1 𝑉2⁄ . 

6. Obtain the value of 𝛼𝑖 corresponding to the values of 𝑉1 𝑉2⁄ . 

7. Draw the graphs of 𝑛𝑉1, 𝑛𝑉2 and 𝑉1 𝑉2⁄  against 𝛼𝑖 on the same axis. 

8. On the graphs, trace the values of the relative variances set to 𝑉1 𝑉2⁄ . 

9. Obtain the value of 𝛼𝑖 and trace it to the other two curves of 𝑛𝑉1 and 𝑛𝑉2. 

10. Through the value of 𝛼𝑖 obtain the corresponding values of 𝑛𝑉1 and 𝑛𝑉2 respectively. Then 

substitute into 

   𝑛ℎ=
𝑛(∑ 𝛼𝑖𝑆2

𝑖ℎ)
2

𝑁ℎ

∑ 𝑁ℎ(∑ 𝛼𝑖𝑆2
𝑖ℎ)

1
2⁄
……………………………………(12) 

3.0 DATA ANALYSIS 

3.1 Analysis of data set 1 by fixing n:- 

3.1.1 Using Yates/Chatterjee  procedures based on setting relative variances with n=7 

Table 4.8: Calculation of 𝑾𝒉𝑺𝟐
𝟏𝒉 and 𝑾𝒉𝑺𝟐

𝟐𝒉   

Stratu

m 

 

𝑁ℎ 

     

𝑊ℎ 

    

𝑆1ℎ 

    

𝑆2ℎ 

    

𝑊ℎ𝑆1ℎ 

    

𝑊ℎ𝑆2ℎ 

   

(𝑊ℎ𝑆2ℎ)2

𝑊ℎ𝑆1ℎ
⁄  

 

   

(𝑊ℎ𝑆1ℎ)2

𝑊ℎ𝑆2ℎ
⁄  

 

 

𝑊ℎ𝑆2
1ℎ 

 

𝑊ℎ𝑆2
2ℎ 

1 3 0.10

0 

19.944

0 

15.165

2 

1.9944 1.5165 1.1531 2.6229 39.7763 22.9983 

2 12 0.40

0 

25.170

2 

23.894

3 

10.068

1 

9.5577 9.0732 10.6058 253.415

6 

228.375

0 

3 5 0.16

7 

21.814

7 

38.828

0 

3.6431 6.4848 11.5431 2.0467 79.4721 251.771

5 

4 2 0.06

7 

53.535

1 

15.294

7 

3.5869 1.0247 0.2927 12.5557 192.022

5 

15.6732 

5 4 0.13

3 

9.3707 30.110

6 

1.2463 4.0047 12.8682 0.3879 11.6787 120.584

2 

6 4 0.13

3 

26.681

5 

12.982

3 

3.5486 1.7268 0.8403 7.2924 94.6830 22.4158 

    TOTA

L 

24.087

4 

24.315

2 

35.7706 35.5114 671.048

2 

661.818

9 
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𝑉1 ≤ 60.5178 

𝑉2 ≤ 62.4007 

𝑉1(�̅�1𝑠𝑡) =
(24.0874)2

𝑛
⟹ 𝑛 = 9.5873 

𝑉2(�̅�2𝑠𝑡) =
(24.3152)2

𝑛
⟹ 𝑛 = 9.4747 

If allocation 2 is used with n=9.4747, the variance obtained for 𝑦1 is 

 𝑉2(�̅�2𝑠𝑡) =
(24.3152)(35.5114)

9.4747
 

               =91.1339 

This value is larger than 60.5178 specified for 𝑉1 , hence we seek a compromise allocation that 

satisfies both tolerances exactly. 

Using langrange multipliers  𝜆1 𝑎𝑛𝑑 𝜆2 , we find the values of 𝑛ℎ. 

For any value of 𝜆, we have 𝑉(�̅�1𝑠𝑡) =
𝜙1(𝜆)

𝑛
, 𝑉(�̅�2𝑠𝑡) =

𝜙2(𝜆)

𝑛
 

Hence, we shall find 𝜆 and n such that 

𝜙1(𝜆)

𝑛
= 𝑉1 = 60.5178 

𝜙2(𝜆)

𝑛
= 𝑉2 = 62.4007 

For  𝜙1(𝜆) , when 𝜆 = 1 , 𝜙1(𝜆) = 580.2028, when 𝜆 = 0, 𝜙2(𝜆) = 863.4668. 

This gives a parabolic approximation as: 

𝜙1(𝜆)

𝑛
=580.2028+283.2640(1 − 𝜆)2=60.5178 --------------------------------------------------------------(1) 

          =863.4668-566.528𝜆+283.2640𝜆2=60.5178n --------------------------------------------------------(2) 

For 𝜙2(𝜆) when 𝜆=1, 𝜙2(𝜆)=591.2290, when 𝜆 = 0, 𝜙1(𝜆)=861.6208 

Also this gives a parabolic approximation as 

𝜙2(𝜆)

𝑛
=

591.2290+270.3968𝜆2

𝑛
= 62.4007 -----------------------------------------------------------------------(3) 

⟹ 591.2290+270.3918𝜆2=62.4006n 

⟹ 9.4747+4.33𝜆2=n ----------------------------------------------------------------------------------------------

(4) 

Substituting from (4) in (2) and solving for 𝜆 and n we obtain 
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𝜆=0.5225≅ 0.52, 1 − 𝜆=0.48 

Let 𝑟𝑛 = √𝜆 (
1𝑛ℎ

𝑛
)

2
+ (1 − 𝜆) (

2𝑛ℎ

𝑛
)

2
 

Where 
1𝑛ℎ

𝑛
=

𝑊ℎ𝑆1ℎ

∑ 𝑊ℎ𝑆1ℎ
 and  

2𝑛ℎ

𝑛
=

𝑊ℎ𝑆2ℎ

∑ 𝑊ℎ𝑆2ℎ
 

We have table 4.9 below :- 

 

Table 4.9: Calculation of 𝒏𝒉 

Stratum 
(

1𝑛ℎ

𝑛
)

2

 (
2𝑛ℎ

𝑛
)

2

 
𝑟ℎ 𝑟ℎ

∑ 𝑟ℎ
=

𝑛ℎ

𝑛
 𝑊2

ℎ𝑆2
1ℎ

𝑛𝑛 𝑛⁄
 

𝑊2
ℎ𝑆2

2ℎ

𝑛𝑛 𝑛⁄
 

𝑛ℎ 

1 0.0069 0.0039 0.0739 0.649 53.8245 35.4356 0.7139≅
1 

2 0.1747 0.1545 0.4062 0.3566 284.2587 256.1683 3.9226≅
4 

3 0.0229 0.0711 0.2146 0.1884 70.4468 233.2093 2.0724≅
2 

4 0.0222 0.0018 0.1114 0.0978 131.5527 10.7363 1.0758≅
1 

5 0.0027 0.0271 0.1200 0.1054 14.7368 152.1596 1.1594≅
1 

6 0.0217 0.0710 0.2130 0.1869 67.3759 15.9542 2.0559≅
2 

  TOTAL 1.1391 1.0000 622.1954 693.6633                

11 

To obtain the resulting variance from the sample, we use 

𝜆𝑉(�̅�𝑖𝑠𝑡) = ∑
𝑊2

ℎ𝑆2
𝑖ℎ

𝑛ℎ
=

1

𝑛
∑

𝑊2
ℎ𝑆2

𝑖ℎ

𝑛ℎ 𝑛⁄
 

Thus 𝜆𝑉(�̅�1𝑠𝑡) =
622.1954

𝑛
= 60.5178 

⟹ 𝑛 = 10.2812 ≅ 10 

𝜆𝑉(�̅�2𝑠𝑡) =
693.6633

𝑛
= 62.4007 

⟹ 𝑛 = 11.1163. 

The two values of n are so close that we accept this allocation and take 

𝑛 = 11.1163 ≅ 11. 

3.1.2 Using Booth and Sedransk procedure based on setting relative variance with n=7 

𝑉1 ≤ 60.5178 and 𝑉2 ≤ 62.4007 

𝑎1 =
𝑉2

𝑉1 + 𝑉2
=

62.4007

122.9185
= 0.5077 
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𝑎2 =
𝑉1

𝑉1 + 𝑉2
=

60.5178

122.9185
= 0.4923 

𝑉∗ =
2𝑉1𝑉2

𝑉1 + 𝑉2
= 61.4448 

𝐿 = 𝑎1𝑉(�̅�1𝑠𝑡) + 𝑎2𝑉(�̅�2𝑠𝑡) = 𝑉∗ 

= 0.5077𝑉(�̅�1𝑠𝑡) + 0.4923𝑉(�̅�2𝑠𝑡) = 61.4448 

Using 𝐴ℎ = √𝑎1𝑆2
1ℎ + 𝑎2

2𝑆2
2ℎ and 𝑛ℎ =

𝑛(𝑊ℎ𝐴ℎ)

∑ 𝑊ℎ𝐴ℎ
 

Where 𝑛 =
(∑ 𝑊ℎ𝐴ℎ)2

𝐿
 

We have the table 4.10:- 

Table 4.10: Calculation of 𝒏𝒉 

Stratum 𝑊ℎ 𝑆1ℎ
2 𝑆2ℎ

2 𝐴ℎ 𝑊ℎ𝐴ℎ 𝑛ℎ 

1 0.100 397.7631 315.1651 17.7529 1.7753 0.7033≅ 1 

2 0.400 633.5390 602.7221 24.5504 9.8201 3.8908≅ 4 

3 0.167 475.8811 983.8009 31.3656 5.2381 2.0754≅ 2 

4 0.067 2866.0069 1570.2357 39.6262 2.6550 1.0519≅ 1 

5 0.133 87.8100 490.9238 22.1568 2.9469 1.1676≅ 1 

6 0.133 168.5401 444.4043 21.0809 2.8038 1.1109≅ 1 

    TOTAL 25.2392                10 

 

𝑛 =
(25.2392)2

61.4448
≅ 10 

3.1.3 Using Vector Maximum Criterion Procedure (V.C.M) 

𝑛ℎ =
(∑ 𝛼𝑖𝑆2

𝑖ℎ)
1

2⁄ 𝑁ℎ𝑛

∑ 𝑁ℎ(∑ 𝛼𝑖𝑆2
𝑖ℎ)

1
2⁄

=
(∑ 𝛼𝑖𝑆2

𝑖ℎ)
1

2⁄ 𝑊ℎ𝑛

∑ 𝑊ℎ(∑ 𝛼𝑖𝑆2
𝑖ℎ)

1
2⁄

 

Let 𝐴ℎ = (∑ 𝛼𝑖𝑆2
𝑖ℎ)

1
2⁄ 𝑊ℎ 

⇒ 𝑛ℎ =
𝐴ℎ

∑ 𝐴ℎ
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Then we have table 4.12:- 

Table 4.12: Calculation of 𝑨𝒉 values for various 𝜶𝒊 

  
𝛼1 = 0 

 
𝛼2 = 1 

𝛼1 = 0.1 

 
𝛼2 = 0.9 

𝛼1 = 0.2 

 
𝛼2 = 0.8 

𝛼1 = 0.3 

 
𝛼2 = 0.7 

Stratum 𝑊ℎ 𝑆2
1ℎ 𝑆2

2ℎ 𝑊ℎ𝑆1ℎ  

1 0.100 397.9833 229.9833 3.9776 1.6743 1.5165 1.5709 1.6234 1.6743 

2 0.400 633.5390 570.9376 101.3662 9.7136 9.5577 9.6100 9.6619 9.7136 

3 0.167 475.8811 1507.6136 13.2718 5.7805 6.2585 6.2585 6.0242 5.7805 

4 0.067 2866.0069 233.4278 12.8655 2.1435 1.0247 1.4939 1.8475 2.1435 

5 0.136 87.8100 87.8100 1.5533 3.4194 3.8196 3.8196 3.6250 3.4194 

6 0.133 711.9024 168.5401 12.5928 2.4217 1.7266 1.9856 2.2144 2.4217 

   TOTAL 145.6272 25.1530 24.3145 24.7385 24.9964 25.1530 

 

 

Stratum 

𝛼1 = 0.4 

 
𝛼2 = 0.6 

𝛼1 = 0.5 

 
𝛼2 = 0.5 

𝛼1 = 0.6 

 
𝛼2 = 0.4 

𝛼1 = 0.7 

 
𝛼2 = 0.3 

𝛼1 = 0.8 

 
𝛼2 = 0.2 

𝛼1 = 0.9 

 

α2 = 0.1 

𝛼1 =1 

 

𝛼2 = 0 

𝛼1 = 0.52 

 

𝛼2 = 0.48 

𝛼1 = 0.78 

 

𝛼2 = 0.22 

1 1.7236 1.7716 1.8184 1.8639 1.9084 1.9519 1.9944 1.7811 1.8996 

2 9.7651 9.9162 9.8671 9.9177 9.9681 10.0182 10.0681 9.8264 9.9580 

3 5.5260 5.2592 4.9781 4.6802 4.3620 4.0186 3.6481 5.2042 4.4274 

4 2.4034 2.6378 2.8530 3.0530 3.2407 3.4182 3.4182 2.6822 3.2041 

5 3.2006 2.9657 2.7105 2.4287 2.1095 1.2463 1.2463 2.9165 2.1771 

6 2.6126 2.7905 2.9577 3.1160 3.2666 3.5486 3.5486 2.8248 3.2370 

TOTA

L 

25.2313 25.2410 25.1848 25.0595 24.8553 24.5499 24.0874 25.2352 24.9032 

 

Using  𝑉(�̅�1𝑠𝑡) =
∑ (𝑊2

ℎ𝑆2
𝑖ℎ)𝐿

ℎ=1

𝑛ℎ
=

∑(𝑊2
ℎ𝑆2

𝑖ℎ)(∑ 𝐴ℎ)

𝐴ℎ𝑛
 

⇒ 𝑛𝑉(�̅�1𝑠𝑡) =
∑(𝑊2

ℎ𝑆2
𝑖ℎ)(∑ 𝐴ℎ)

𝐴ℎ
 

We obtained the table 4.13:- 
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Table 4.13 

VMC TABLE OF EFFICIENT POINTS 

𝛼𝑖 𝑛𝑉(�̅�1𝑠𝑡) 𝑛𝑉(�̅�2𝑠𝑡) 𝑉(�̅�1𝑠𝑡) 𝑉�̅̅�2𝑠𝑡⁄  

0 863.4566 591.9111 1.4588 

0.1 756.0416 595.9775 1.2686 

0.2 705.4881 604.6556 1.1668 

0.3 673.1817 615.3139 1.0940 

0.4 649.6622 627.9226 1.0346 

0.5 631.2525 642.9668 0.9818 

0.6 616.1906 661.3997 0.9316 

0.7 603.5691 708.9544 0.8571 

0.8 592.9788 716.9594 0.8271 

0.9 584.5664 765.9021 0.7632 

1.0 580.1988 861.5750 0.6734 

 

 

Using VMC based on setting relative variances with n=7 

𝑉(�̅�1𝑠𝑡) ≤ 60.5178 

𝑉(�̅�2𝑠𝑡) ≤ 62.4007 

Thus, 𝑉1 𝑉2 = 0.9698⁄  
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Graphs of  𝒏𝑽𝟏 ,𝒏𝑽𝟐  and 𝑽𝟏 𝑽𝟐⁄  against efficient point (𝜶𝒊) 

 

 

 

 

 

 

 

 

 

 

From the graph, we obtain the values of 𝛼1 ,𝑛𝑉1 , 𝑛𝑉2 corresponding with   𝑉1 V2 = 0.9698⁄  as 0.52, 

627.80 and 646.00 respectively. 

For 𝑛𝑉1 , 

𝑛 =
627.8

60.5178
= 10.3738 ≅ 10 

For 𝑛𝑉2 , 

𝑛 =
646

62.4007
= 10.3524 ≅ 10 

For 𝛼1 = 0.52 ,  𝛼2 = 0.48 

𝑛1 =
1.7811

25.2352
× 10.3524 = 0.7306 ≅ 1 

𝑛2 =
9.8264

25.2352
× 10.3524 = 4.0311 ≅ 4 

 

𝑛3 =
5.2042

25.2352
× 10.3524 = 2.1350 ≅ 2 

𝑛4 =
2.6822

25.2352
× 10.3524 = 1.1003 ≅ 1 

𝑛5 =
2.9165

25.2352
× 10.3524 = 1.1965 ≅ 1 

𝑛6 =
2.8248

25.2352
× 10.3524 = 1.1588 ≅

1
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 With the use of Yates/Chatterjee, Booth and Sedransk, and Vector Maximum Criterion 

(VMC) procedures for optimum allocation problems in multivariate survey on five sets of 

numerical real life data, the summary of the tabulated results are shown below 

TABULATED RESULTS OF THE DATA ANALYSIS 

Table 1 shows the results obtained on the distribution of the sample sizes with relative variances 

based on given n from the five data sets. 

Data set Techniques 
Strata 

    1     2     3     4     5     6   Total 

1 

Yates/Chatterjee     1     4     2     1     1     2       11 

Booth & Sedransk     1     4     2     1     1     1       10 

VMC     1     4     2     1     1     1       10 

2 

Yates/Chatterjee     2     3     2     1     1     2       10 

Booth & Sedransk     2     3     2     1     1     1       10 

VMC     2     3     2     1     1     1       10 

3 

Yates/Chatterjee     4     3     4     3     5     3       22 

Booth & Sedransk     4     3     4     3     1     3       18 

VMC     4     3     4     3     1     3       18 

4 

Yates/Chatterjee     3     3     3     1     1     1       12 

Booth & Sedransk     3     3     3     1     1     1       12 

VMC     3     3     3     1     1     1       12 

5 

Yates/Chatterjee     5     5     6     6     8     8       38 

Booth & Sedransk     6     5     6     5     8     7       37 

VMC     6     5     6     5     8     7       37 

 

TABLE 2 shows the results obtained on the distribution of the sample size on setting arbitrary 

variances. 

 

Data set Techniques 
Strata 

1 2 3 4 5 6   Total 

1 

Yates/Chatterjee 1 6 3 2 1 3 16 

Booth & Sedransk 1 6 3 2 2 2 16 

VMC 1 6 3 2 1 2 15 

2 

Yates/Chatterjee 4 7 5 3 2 1 22 

Booth & Sedransk 3 7 5 3 2 2 22 

VMC 3 7 5 3 2 1 22 

3 

Yates/Chatterjee 5 3 5 4 6 3 26 

Booth & Sedransk 4 4 5 3 2 3 21 

VMC 4 4 5 3 1 4 21 

4 

Yates/Chatterjee 4 3 5 1 1 1 15 

Booth & Sedransk 4 3 5 1 1 1 15 

VMC 4 4 4 1 1 1 15 

5 

Yates/Chatterjee 10 8 10 9 13 12 62 

Booth & Sedransk 10 8 9 9 13 12 61 

VMC 10 8 9 9 13 12 61 
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TABLE 3:- 

Sample sizes generated for different data classified by techniques and types of relative variance. 

                     Based on given “n”            Based on arbitrary variance 

Techniques D1 D2 D3 D4 D5 D1 D2 D3 D4 D5 

Yates/Chatterjee 11 10 22 12 38 16 22 26 15 62 

Booth and Sedransk 10 10 18 12 37 16 22 21 15 61 

VMC 10 10 18 12 37 16 22 21 15 61 

 

SUMMARY AND CONCLUSION 

Summary, the results in the tables show that VMC and Booth and Sedransk procedures are superior to 

Yates/Chatterjee in the sense that the procedures dominate Yates/Chatterjee in majority of the results 

in terms of sample sizes with relative variances based on given n and on setting arbitrary variances. 

CONCLUSION 

In this research work, we discovered based on the set of data collected and used for the empirical 

studies, that VMC and Booth and Sedransk are superior to Yates/Chatterjee. 

It was also discovered that some strata has one observation in some tables, hence there will be no need 

to estimate. Then, we collapse the affected strata to form a stratum. 

Even though, no general conclusion can be drawn, the study clearly brings out the fact that the best 

allocation is not always obvious and that sufficient care is necessary in the choice of allocation of the 

sample sizes to different strata with several items. 
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