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1. Abstract  

The voice is most primary mode of Communication among of human being. The communication among human 

computer interaction is called human computer interface. Voice potential of being important of interaction with 

computer .This paper gives an overview of major technological perspective and appreciation of the fundamental 

progress of recognition and also gives overview technique developed in each stage of recognition. This paper 

helps in choosing the technique along with their relative merits & demerits. A comparative study of different 

technique is done as per stages. This paper is concludes with the decision on feature direction for developing 

technique in human computer interface system using Hindi Language. 

 

2. Introduction 

Automatic speech recognition has been studied for many years, having as a goal the man – computer dialog. 

Nowadays, the communication with the computer can be done using a speech recognition and voice synthesis 

system. Speech recognition is a process of automatic drawing and description of linguistic information contained 

in the voice  and it can be done using computers. speech recognition can be extended to the person, making the 

speaker recognition. The speech recognition is performed comparing the input voice signal with signals stored. 

Various parameters are extracted from the voice signal and the comparison is done based on various 

mathematical methods. There are two main types of recognition, namely isolated word recognition and 

continuous speech recognition. Also, to achieve advanced recognition systems you need to know if you use more 

speakers or speaker is always the same person. Independent speaker recognition systems are more complex 

because they must work adaptive, changing parameters with the change of the speaker. This paper aims to 

address technically and theoretically an effective example of application for registration in real-time voice 

processing and examination. Thus, it gives a series of theoretical and practical views on how the audio signal 

processing with description of possible applications can be developed using digital and processing systems. 

 

 

3. SPEECH RECOGNITION TECHNIQUES 

The goal of speech recognition is for a machine to be able to "hear,” understand," and "act upon" spoken 

information. The earliest speech recognition systems were first attempted in the early 1950s at Bell Laboratories, 

Davis, Biddulph and Balashek developed an isolated digit Recognition system for a single speaker [1]. The goal 

of automatic speaker reorganization is to analyze, extract characterize and recognize information about the 

speaker identity. The speaker reorganization system may be viewed 

as working in a four stages 

1. Analysis 

2. Feature extraction 

3. Modeling 

4. Testing 

 

4 Speaker recognition and identification:- 

Speaker recognition is basically divided into two parts: recognition and identification. This is a way to 

automatically identify who is the speaker on the basis of individual information included in speech. The main 

goal of this project is to identify the speaker from a list with reference speaker models. The algorithm  has to 

compare a voice signal from an unknown speaker with a database consisting of known speakers. The system that 

has been previously trained with a number of speakers can recognize the unknown speaker In the figure below is 

presented the fundamental process of speaker identification. In most applications, the voice is used to confirm 

the identity of a speaker 
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Figure 1.The fundamental process of speaker identification 

 

4.1 Speech analysis technique 

Speech data contain different type of information that shows a speaker identity. This includes speaker specific 

information due to vocal tract, excitation source and behavior feature. The information about the behavior 

feature also embedded in signal and that can be used for speaker recognition. The speech analysis stage deals 

with stage with suitable frame size for segmenting speech signal for further analysis and extracting [7]. The 

speech analysis technique done with following three techniques. 

 

4.1.1 Segmentation analysis 

In this case speech is analyzed using the frame size and shift in the range of 10-30 ms to extract speaker 

information. Studied made in used segmented analysis to extract vocal tract information of speaker recognition. 

 

4.1.2 Sub segmental analysis 

Speech analyzed using the frame size and shift in range is known as Sub segmental analysis. This technique is 

used to mainly analyze and extract the characteristic of the excitation state [8]. 

 

4.1.3 Performance of System 

The performance of speaker recognisation system depends on the technique employed in the various stages of 

speaker recognisation system. The state of art of speaker recognisation system mainly used segmental analysis, 

Mel frequency Spectral coefficients (MFFCs), Gaussian mixture model (GMM) and feature extraction, modeling 

and testing stage. There are practical issues in the speaker recognisation field other technique may also have to 

be used for resulting a good speaker recognisation performance some of practical issues  

 

4.1.4.1. A universal background Model (UBM) is a model used in a speaker verification system to represent 

general person independent the feature characteristics to be compared against a model of person specific feature 

characteristics when making an accept or reject decision [2].  

 

4.3 Modeling Technique 

The objective of modeling technique is to generate speaker models using speaker specific feature vector. The 

speaker modeling technique divided into two classification speaker recognition and speaker identification. The 

speaker identification technique automatically identify who is speaking on basis of individual information 

integrated in speech signal The speaker reorganization is also divided into two parts that means speaker 

dependant and speaker independent. In the speaker independent mode of the speech reorganization the computer 
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should ignore the speaker specific characteristics of the speech signal and extract the intended message .on the 

other hand in case of speaker reorganization machine should extract speaker characteristics in the acoustic signal 

[13]. The main aim of speaker identification is comparing a speech signal from an unknown speaker to a 

database of known speaker .The system can recognize the speaker, which has been trained with a number of 

speakers. Speaker recognition can also be divide into two methods, text-dependent and text independent 

methods. In text dependent method the speaker say    key words or sentences having the same text for both 

training and recognition trials. Whereas text independent does not rely on a specific texts being spoken [14]. 

Following are the modeling which can be used in speech recognition process: 
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